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Abstract

Reward hacking occurs when an agent exploits
its specified reward function to behave in undesir-
able or unsafe ways. Aside from better alignment
between the specified reward function and the
system designer’s intentions, a more feasible pro-
posal to prevent reward hacking is to regularize
the learned policy to some safe baseline. Current
research suggests that regularizing the learned
policy’s action distributions to be more similar to
those of a safe policy can mitigate reward hack-
ing; however, this approach fails to take into ac-
count the disproportionate impact that some ac-
tions have on the agent’s state. Instead, we pro-
pose a method of regularization based on occu-
pancy measures, which capture the proportion
of time each policy is in a particular state-action
pair during trajectories. We show theoretically
that occupancy-based regularization avoids many
drawbacks of action distribution-based regulariza-
tion, and we introduce an algorithm called ORPO
to practically implement our technique. We then
empirically demonstrate that occupancy measure-
based regularization is superior in both a simple
gridworld and a more complex autonomous vehi-
cle control environment.

1. Introduction
A major challenge for the designers of AI systems is speci-
fying an objective, or reward function, that is aligned with
their goals and values. If an AI agent optimizes a reward
function that is not representative of the designer’s original
intent, it may act in undesirable and potentially dangerous
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ways (Russell, 2019). This behavior is called reward hack-
ing—when the resulting policy performs well in terms of
the given proxy reward function but poorly on the unknown
true reward function (Skalse et al., 2022; Pan et al., 2022).

The best solution to prevent reward hacking would be to en-
sure better alignment between the defined proxy and hidden
true objectives. However, in practice, reward functions are
extremely difficult to properly design due to the ambigui-
ties and complex variables underlying real-world scenarios
(Ibarz et al., 2018). Recommender systems, for example,
aim to optimize the value that users attain from their time
spent on the online platforms; however, since this goal is
difficult to quantify, designers utilize proxies, such as click-
through rates, engagement time, and other types of feedback
they receive from users, which do not always match how
satisfied users are with their experience (Stray et al., 2022).
Several examples of reward hacking have been reported
throughout the literature (Krakovna, 2018).

Rather than specifying a reward or objective function by
hand, an alternative strategy is to learn the reward function
through interaction with the system designer and/or users
(Bıyık et al., 2020; Palan et al., 2019). For instance, reward
learning is used in reinforcement learning from human feed-
back (RLHF) to shape the behavior of large language models
towards more helpful output (Ouyang et al., 2022). How-
ever, even learned reward functions are often misaligned
with our true objectives as they usually fail to generalize
well outside the distribution of behavior used to train them
(McKinney et al., 2023).

Instead of blindly optimizing a proxy reward function, one
proposal to avoid reward hacking is to regularize the policy
towards a known safe policy (Yang et al., 2021). For exam-
ple, RLHF for large language models generally optimizes
the learned reward plus a term that penalizes divergences
from the pre-trained language model’s output. Intuitively,
this kind of regularization pushes the learned policy away
from “unusual” behaviors for which the reward function may
be misaligned. These could include unforeseen strategies
in the case of a hand-specified reward function or out-of-
distribution states in the case of a learned reward function.

While this idea of regularizing towards a safe policy is use-
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ful, it implicitly assumes a distance metric over the space
of policies. So far, this has been the Kullback–Leibler (KL)
divergence between action distributions, which has a lot of
benefits: it is easy to compute and optimize within common
deep RL algorithms (Vieillard et al., 2021), and it appears
to effectively prevent reward hacking in RLHF for large
language models (Ouyang et al., 2022). However, we argue
that, in general, regularizing based on the action distribu-
tions of policies also has significant drawbacks. Specifically,
small shifts in action distributions can lead to large differ-
ences in outcomes, and on the other hand, large shifts in
action distributions may not actually result in any difference
in outcome.

Consider the illustrative example of training a self-driving
car policy that is driving along the side of a steep cliff. Sup-
pose there is a safe policy that drives slowly and avoids
falling off the cliff, but the agent is incentivized by a faulty
objective function that rewards driving fast without penaliz-
ing going off the road. When regularizing to the safe policy
based on action distributions, it may be very difficult to
avoid a learned policy that drives off the cliff. This is be-
cause even one wrong action—a small change in the action
distributions at a single state—could lead to a disaster. In
addition, for the learned policy to improve on the reward of
the safe policy, the car would have to go faster, which likely
means significant changes to the car’s action distributions
at many states. Thus, it is probably impossible to use ac-
tion distribution regularization to avoid a single catastrophic
action while still performing better than the safe policy.

Instead of regularizing based on action distributions, we
propose that the learned policy be regularized based on
the divergence between its and a safe policy’s occupancy
measures. An occupancy measure (OM) represents the
distribution of states and actions seen by a policy when it
interacts with its environment. Unlike action distribution-
based metrics, OM takes into account not just the actions
taken by the policy, but also the states that the agent reaches.

Going back to our example, while a single catastrophic ac-
tion from the self-driving policy may not change its action
distribution much, it will significantly increase the distance
between the policies’ occupancy measures: the learned pol-
icy will have a high probability of reaching states where
the car is off the cliff and crashed, while the safe policy
never reaches such states. As a result, occupancy measure
regularization more strongly penalizes actions that lead to
potentially calamitous consequences. Furthermore, it less
strongly penalizes deviations from the safe policy that are
likely to improve the self-driving car’s performance. If
the self-driving policy learns to drive faster, the agent will
mostly see many of the same states along the road that the
safe policy does, and therefore, there will not be a large
divergence in occupancy measures to penalize.

In this paper, we show both theoretically and empirically
that regularizing policy optimization using occupancy mea-
sure divergence is more effective at preventing reward hack-
ing. Theoretically, we show that there is a direct relationship
between the divergence in occupancy measures between two
policies and their returns under any reward function, while
no such relationship holds for divergences between action
distributions of the two policies. Empirically, regularizing
the occupancy measure of a policy is more challenging than
regularizing its action distributions. To address this, we
derive an algorithm, occupancy-regularized policy optimiza-
tion (ORPO), for approximating the occupancy measure
divergence with a discriminator network that can be easily
incorporated in deep RL algorithms like Proximal Policy
Optimization (PPO). We use this to optimize policies trained
with misaligned proxy reward functions in multiple envi-
ronments and compare our method’s performance to that
of action distribution regularization. The results of our
experiments show that regularization based on occupancy
measures is more effective at preventing reward hacking,
while still allowing optimization that increases an unseen
true reward function. Our findings suggest that regulariza-
tion based on occupancy measures should replace action
distribution-based regularization for the purpose of prevent-
ing reward hacking.

2. Related work
A few previous works have focused on defining and char-
acterizing reward hacking. Pan et al. (2022) conduct a sys-
tematic study of reward misspecification. They characterize
three particular ways in which rewards can be misspecified
and show across several environments that increasing the
optimization power of RL agents can result in sudden shifts,
or phase changes, in the agents’ reward hacking behavior.
Skalse et al. (2022) define reward hacking, also known as
reward gaming (Leike et al., 2018), as an increase in a proxy
reward function accompanied by a noticeable drop in the
true reward function. Everitt et al. (2019) focus on reward
tampering, a special type of reward hacking where the agent
tampers with or corrupts a reward signal embedded in the
environment in some way in order to achieve higher proxy
reward values. Krakovna (2018) provides a list of many
examples of reward hacking from the literature.

Various methods have been proposed to avoid reward hack-
ing and/or mitigate its dangerous effects. As we described
in the introduction, a widely used technique when training
large language models with RL is to regularize the KL diver-
gence of their action distributions (Ouyang et al., 2022).
Quantilizers (Taylor, 2016) are an alternative to reward
maximizing-agents that are designed to avoid reward hack-
ing behavior. Inverse reward design (Hadfield-Menell et al.,
2017) attempts to infer the true reward function based on the
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given proxy reward function and environment context. Value
reinforcement learning (Everitt & Hutter, 2016) focuses on
preventing reward tampering in particular. Other methods
aim to prevent unintended “side effects” from agents with
possibly misspecified reward functions (Krakovna et al.,
2019; 2020). These methods avoid the need for a safe policy
but can require other inputs, like a list of “auxiliary” re-
ward functions (Turner et al., 2020). They are also generally
difficult to integrate into deep RL algorithms.

The method of regularizing policy optimization to a safe
policy with KL divergence was first proposed by Stiennon
et al. (2020) and has since been widely used in the context
of optimizing large language models using learned reward
functions (Ouyang et al., 2022; Bai et al., 2022). KL regular-
ization for RLHF has been further studied by Vieillard et al.
(2021), Gao et al. (2022), and Korbak et al. (2022). Human-
in-the-loop variants of RLHF allow for misspecified reward
functions to be corrected in real-time (Lee et al., 2021),
which could avoid the need for regularization in some cases.

3. Occupancy measure-based regularization
We formalize our method of regularizing policy optimiza-
tion with occupancy measure divergences in the setting of
an infinite-horizon Markov decision process (MDP). An
agent takes actions a ∈ A to transition between states
s ∈ S over a series of timesteps t = 0, 1, 2, . . .. The first
state s0 is sampled from an initial distribution µ0(s), and
when an agent takes action at in st at time t, the next state
st+1 is reached at timestep t + 1 with transition probabil-
ity p(st+1 | st, at). The agent aims to optimize a reward
function R : S ×A → [0, 1], and rewards are accumulated
over time with discount factor γ ∈ [0, 1). A policy π maps
each state s to a distribution over actions to take at that state
π(a | s). We define the (normalized) return of a policy π
for a reward function R as

J(π,R) = (1− γ)Eπ

[ ∞∑
t=0

γtR(st, at)

]
where Eπ refers to the expectation under the distribution
of states and actions induced by running the policy π in
the environment. The normalizing factor guarantees that
J(π,R) ∈ [0, 1] always.

We define the state-action occupancy measure µπ of a policy
π as the expected discounted number of times the agent will
be in a particular state and take a specific action:

µπ(s, a) = (1− γ)Eπ

[ ∞∑
t=0

γt1{st = s ∧ at = a}

]
.

Intuitively, the occupancy measure represents the distribu-
tion of states and actions visited by the policy over time.
If the policy spends a lot of time taking action a in state s,
then µ(s, a) will be high. Conversely, if the policy never
visits a state s, then µ(s, a) = 0 for all actions a.

s1

R(s1, ·) = 1

s2

R(s2, ·) = 0

a2a1

a1, a2
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π(a2 | s1)

0
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Figure 1. The MDP on the left, used in the proof of Proposition 3.1,
demonstrates one drawback of using divergence between policies’
action distributions for regularization. The agent stays in state s1,
where it receives 1 reward per timestep, until it takes action a2,
after which it remains in state s2 forever and receives no reward.
The plot on the right shows the return J(π,R) for a policy π when
γ = 0.99 as a function of the policy’s action distribution at s1.
While πsafe and π (shown on the plot as dotted lines) are close
in action distribution space, they achieve very different returns.
Meanwhile, π is far from πsafe

′ in action distribution space, but
achieves nearly the same return. Propositions 3.2 and A.2 show
that occupancy measure divergences do not have these drawbacks.

3.1. Regularized policy optimization

The standard approach to solving an MDP is to find a policy
which maximizes its return:

maximize J(π,R). (1)

However, as we discussed in the introduction, an AI system
designer often does not have access to a reward function
which is perfectly aligned with their preferences and values.
Instead, the designer might optimize π using a learned or
hand-specified proxy reward function R̃ which is misaligned
with the true reward function R. Blindly maximizing the
proxy reward function could lead to reward hacking. Thus,
a widely-used approach is to optimize the policy’s return
with respect to R̃ plus a regularization term that penalizes
the KL divergence of the policy’s action distributions from
a safe policy πsafe:

maximize J(π, R̃) (2)

− λ(1− γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe(· | st))

]
.

The regularization term can be easily incorporated into deep
RL algorithms like PPO since the KL divergence between
action distributions can usually be calculated in closed form.

Although it is simple, the action distribution-based regular-
ization method in (2) has serious drawbacks. These arise
from the complex relationship between a policy’s action
distribution at various states and its return under the true re-
ward function. In some cases, a very small change in action
distribution space can result in a huge change in reward, and
in other cases, a large change in action distribution space
can result in a negligible change in reward. We formalize
this in the following proposition.

Proposition 3.1. Fix ϵ > 0 and δ > 0 arbitrarily small,
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and c ≥ 0 arbitrarily large. Then there is an MDP and true
reward function R where both of the following hold:

1. There is a pair of policies π and πsafe where the action
distribution KL divergence satisfies

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe(· | st))

]
≤ ϵ

but |J(πsafe, R)− J(π,R)| ≥ 1− δ.

2. There is a safe policy πsafe
′ such that any other policy

π with

(1−γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe
′(· | st))

]
≤ c

satisfies |J(πsafe
′, R)− J(π,R)| ≤ δ.

The first part of Proposition 3.1 shows that in the worst
case, a KL divergence smaller than some arbitrary threshold
ϵ from the safe policy’s action distributions can induce a
change in the return under true reward function R that is
almost as large as the entire possible range of returns. Thus,
when regularizing using action distribution KL divergence
like in (2), one might have to make λ extremely large to
prevent drastic changes from the safe policy. However, the
second part of Proposition 3.1 shows that in the same MDP,
for a different safe policy, any learned policy with arbitrarily
large action distribution KL divergence from the safe policy
has an extremely small difference in return. This means that
one might need to set λ extremely small in order to allow
for the large divergence in the policies’ action distributions
necessary for optimization to have any effect. See Figure 1
for a graphical illustration of Proposition 3.1.

Since Proposition 3.1 shows that small KL divergence in ac-
tion distribution from the safe policy can have large effects,
and vice versa, it may be impossible in some environments
to regularize effectively using the objective in (2). We pro-
pose instead to regularize based on the divergence between
the occupancy measures of the learned and safe policies:

maximize J(π, R̃)− λ ∥µπ − µπsafe∥1 . (3)
In (3), we use the total variation (TV) between the occu-
pancy measures, defined as

∥µπ − µπsafe∥1 =
∑

(s,a)∈S×A

|µπ(s, a)− µπsafe(s, a)|.

Why should using the occupancy measure divergence to
regularize perform better than using the divergence between
action distributions? The following proposition shows that
the TV between occupancy measures does not have the
same problems as action distribution divergence: a small
divergence cannot result in a large change in policy return.

Proposition 3.2. For any MDP, reward function R, and
pair of policies π, πsafe, we have

|J(πsafe, R)− J(π,R)| ≤
∥∥µπ − µπsafe

∥∥
1
. (4)

Proposition 3.2 shows that the first issue with action distri-
bution divergence from Proposition 3.1 does not also affect
occupancy measure divergence. Instead, a small difference
between the occupancy measure of the safe and learned
policies guarantees that they have similar returns. In fact,
Proposition A.2 (see Appendix A) shows we cannot do any
better in general than the bound from Proposition 3.2.

These results suggest that the divergence between the occu-
pancy measures of the learned and safe policies is a much
better measure of how similar those policies are than the
divergence between the policies’ action distributions. In
the following sections, we will show that these theoretical
results match with intuition and empirical performance.

3.2. Example of action distribution and occupancy
measure divergences

Figure 2 shows an intuitive example of why regularizing to
a safe policy with occupancy measure divergence is superior
to regularizing with action distribution divergence. Figure
2a depicts a simplified version of the tomato-watering AI
Safety Gridworld proposed by Leike et al. (2017). The
agent, a robot that starts in the lower right, can move up,
down, left, right, or stay in place. Its objective is to water the
tomatoes on the board, and it receives reward each time it
moves into a square with a tomato. However, there is also a
sprinkler in the upper right corner of the environment. When
the robot moves into the sprinkler’s square, its sensors see
water everywhere, and it believes all tomatoes are watered.
In this environment, the true reward function R only rewards
watering tomatoes, while the proxy reward function R̃ also
highly rewards reaching the sprinkler.

The top row of Figure 2b shows three policies for this en-
vironment: a desired policy, which achieves the highest
true reward, a safe policy, which achieves lower true reward
because it stays in place more often, and a reward hacking
policy, which exploits the sprinkler state to achieve high
proxy reward but low true reward. The arrows between
the policies on the top row of Figure 2b show the action
distribution KL divergences between them as used for regu-
larization in (2). The action distribution divergences suggest
that the reward hacking policy is actually closer to the safe
policy than the desired policy is. This is because the safe
policy is nearly identical to the reward hacking policy in the
upper right square, where the reward hacking policy spends
most of its time; they both take the “stay” action with high
probability. Thus, if we regularize to the safe policy using
action distribution KL divergence, we would be more likely
to find a policy that hacks the proxy reward rather than one
like the left policy, which we prefer. The problem is that the
safe policy rarely reaches the sprinkler in the first place, but
the action distribution divergence doesn’t account for this.

Using occupancy measure divergences avoids this problem.
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Figure 2. This simple gridworld provides an intuitive example of why occupancy measure divergences are superior to action distribution
divergences for regularizing to a safe policy. See Section 3.2 for the details.

The bottom row of Figure 2b shows the occupancy measures
for each policy in the top row, and the arrows between the
columns show the total variation (TV) distance ∥µ− µ′∥1
between occupancy measures. Unlike the action distribution
KL divergence, the occupancy measure TV distance sug-
gests that the desired policy on the left is closer to the safe
policy than the reward hacking policy is. This is because
both the desired and safe policies spend most of their time
actually watering tomatoes, as evidenced by the higher oc-
cupancy measure they assign to the tiles on the board with
the tomatoes. In contrast, the reward hacking policy spends
almost all of its time in the sprinkler square and as a result,
has a very different occupancy measure. Thus, if we trained
a policy regularized with occupancy measure divergence in
this environment, we could hope to find a policy like the
desired one on the left and avoid a reward hacking policy
like the one on the right.

3.3. Occupancy-regularized policy optimization (ORPO)

In the previous section, we showed strong theoretical ev-
idence that regularizing using occupancy measure diver-
gence is superior to action distribution divergence. We now
introduce an algorithm, occupancy-regularized policy opti-
mization (ORPO), which enables occupancy measure-based
regularization for deep reinforcement learning.

While our theory is based on regularization using the TV
distance between occupancy measures, we find that the KL
divergence is more stable to calculate in practice. Since
Pinsker’s inequality bounds the TV distance by the KL di-
vergence for small KL values, and the Bretagnolle-Huber
bound holds for larger KL values, our mathematical intu-
ition remains valid (Canonne, 2022). Our objective from (3)
can be reformulated with the KL divergence in place of the
TV distance:

maximize J(π, R̃)− λDKL(µπ ∥ µπsafe). (5)

We optimize (5) using a gradient-based method. The gra-
dient of the first term is estimated using PPO, a popular

policy gradient method (Schulman et al., 2017). However,
calculating the occupancy measure divergence for the sec-
ond term is intractable to do in closed form since it requires
the enumeration of all possible state-action pairs, an infeasi-
ble task in the case of deep RL. Thus, we approximate the
KL divergence between the occupancy measures of policies
by training a discriminator network, a technique that has
previously been used for generative adversarial networks
(GANs) (Goodfellow et al., 2014) and GAIL (Ho & Ermon,
2016).

The discriminator network d : S ×A → R assigns a score
d(s, a) ∈ R to any state-action pair (s, a) ∈ S×A, and it is
trained on a mixture of data from both the learned policy π
and safe policy πsafe. The objective used to train d incentives
low scores for state-action pairs from πsafe and high scores
for state-action pairs from π:

d = argmin
d

∞∑
t=0

(
Eπ[ γ

t log(1 + e−d(st,at)}) ]

+Eπsafe [ γ
t log(1 + ed(st,at)}) ]

)
.

(6)

Huszár (2017) proves that if the loss function in (6) is min-
imized, then the expected discriminator scores for state-
action pairs drawn from the learned policy distribution will
approximately equal the KL divergence between the occu-
pancy measures of the two policies:

DKL(µπ(s, a) ∥ µπsafe(s, a)) ≈ (1−γ)Eπ

[ ∞∑
t=0

γtd(st, at)

]

Applying the definitions of the learned policy returns and the
KL divergence between the polices’ occupancy measures,
we can now rewrite our ORPO objective:

maximize Eπ

[ ∞∑
t=0

γt
(
R̃(st, at)− λ d(st, at)

)]
. (7)

Note that (7) is identical to the normal RL objective with a
reward function R′(s, a) = R̃(s, a)− λd(s, a). Thus, once
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the discriminator has been trained, we add the discriminator
scores to the given reward function and use the combined
values to update π with PPO. The training process for ORPO
is split into two phases: one in which data from both the
safe and learned policies is used to train the discriminator to
minimize (6), and one in which data from the learned policy
is used to train the PPO agent with the augmented reward
function in (7).

4. Experiments
We compare the empirical performance of ORPO to reg-
ularization with action distribution KL divergence in two
environments: a slightly different version of the tomato-
watering environment we focused on in Section 3.2 and an
autonomous vehicle control environment introduced by Wu
et al. (2022). As before, the tomato environment contains
a sprinkler state where the agent perceives all tomatoes as
being watered and thus receives high proxy reward but no
true reward. For our safe policy, we train a PPO agent with
the true reward, and then add a 10% chance of taking a
random action to ensure there is room to improve upon it.

The traffic environment consists of a number of vehicles
driving through a road network where cars on an on-ramp at-
tempt to merge into traffic on a highway. Some vehicles are
controlled by a human model and some are RL-controlled
autonomous vehicles. The true objective of the self-driving
agent is to ensure that there is fast traffic flow at all times
in order to reduce the mean commute time, while observing
the positions and velocities of nearby vehicles. The proxy
reward is the average velocity of all cars in the simulation.
When the traffic agent begins to reward hack, it stops cars
on the on-ramp from merging into traffic. This way, the
proxy reward is optimized because cars on the straightway
can continue forward at a fast speed instead of having to
wait for a car to merge, which increases the average velocity
of all vehicles. However, the true objective is not achieved
as the commute time for the cars on the on-ramp increases
indefinitely. As the safe policy for the traffic environment
we used the Intelligent Driver Model (IDM), a standard
approximation of human driving behavior (Treiber et al.,
2000). In practice, safe policies are often learned via imita-
tion learning, so to simulate this we generate data from the
IDM controller and train a behavioral cloning (BC) policy
on it.

We train RL policies in each environment using action dis-
tribution regularization and OM regularization, varying the
regularization coefficient λ across a wide range. We com-
pare the performance of the regularization techniques to the
safe policies πsafe, as well as policies trained to optimize the
proxy reward and true reward without regularization.

The results of our experiments are shown in Tables 1 and

Regularization λ Proxy True
method reward reward

PPO w/ proxy R̃ w/o regularization 406.14 24.88
PPO w/ true R w/o regularization 83.75 83.16
Safe policy πsafe 77.02 76.89

Action dist. KL 10−2 400.13 24.31
Action dist. KL 10−1 228.80 39.45
Action dist. KL 100 77.77 77.68
Action dist. KL 101 77.03 77.02

Occ. measure KL 10−2 399.82 23.39
Occ. measure KL 10−1 309.10 26.11
Occ. measure KL 100 79.61 79.61
Occ. measure KL 101 79.72 79.70

Table 1. In the tomato environment, the ORPO policy with λ = 10
performed the best among policies trained with the proxy reward.

Regularization λ Proxy True
method reward reward

PPO w/ proxy R̃ w/o regularization 3014 -63976
PPO w/ true R w/o regularization 1437 -640
Safe policy πsafe 1444 -2162

Action dist. KL 10−3 3005 -60208
Action dist. KL 10−2 2230 -55817
Action dist. KL 3 ∗ 10−2 1528 -1254
Action dist. KL 10−1 1503 -1503
Action dist. KL 100 1451 -2114

Occ. measure KL 10−3 2993 -62107
Occ. measure KL 3 ∗ 10−3 1533 -1041
Occ. measure KL 10−2 1457 -2040
Occ. measure KL 10−1 1454 -2556
Occ. measure KL 100 1361 -3624

Table 2. In the traffic environment, the ORPO policy with λ =
3 ∗ 10−3 performed the best among policies trained with the proxy
reward.

2. In both environments, both forms of regularization help
the learned policy perform better than the unregularized
PPO agent (“PPO w/ proxy R̃ w/o regularization”). The
ORPO policies achieved the highest true reward out of all
policies that were trained with the proxy reward function.
Not only did they outperform the baseline policies, but they
also achieved higher true reward than the policies trained
with action distribution-based regularization.

5. Conclusion
We have presented theoretical and empirical evidence that
occupancy measure regularization can more effectively pre-
vent reward hacking than action distribution regularization
when training with a misaligned proxy reward function. In
the future, we hope to experiment with learned proxy reward
functions in addition to the hand-specified reward functions
we considered in this paper.
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A. Proofs
A.1. Proof of Proposition 3.1

Proposition 3.1. Fix ϵ > 0 and δ > 0 arbitrarily small, and c ≥ 0 arbitrarily large. Then there is an MDP and true reward
function R where both of the following hold:

1. There is a pair of policies π and πsafe where the action distribution KL divergence satisfies

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe(· | st))

]
≤ ϵ

but |J(πsafe, R)− J(π,R)| ≥ 1− δ.

2. There is a safe policy πsafe
′ such that any other policy π with

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe
′(· | st))

]
≤ c

satisfies |J(πsafe
′, R)− J(π,R)| ≤ δ.

Proof. Consider the following MDP, also shown in Figure 1:

s1

R(s1, ·) = 1

s2

R(s2, ·) = 0

a2a1

a1, a2

In this MDP, S = {s1, s2}, A = {a1, a2}, and the transition probabilities and reward function are defined by

p(s1 | s1, a1) = 1 p(s2 | s1, a2) = 1

p(s2 | s2, a1) = 1 p(s2 | s2, a2) = 1

∀a ∈ A R(s1, a) = 1 R(s2, a) = 0.

The initial state is always s1. Thus, the agent stays in state s1 and receives 1 reward each timestep until it takes action a2, at
which point it transitions to s2 and receives no more reward. Define for any p ∈ [0, 1] a policy πp that takes action a2 in s1
with probability p, i.e. πp(a2 | s1) = p; in s2, suppose πp chooses uniformly at random between a1 and a2. Then

J(πp, R) = (1− γ)

∞∑
t=0

γtP(st = s1)

(i)
= (1− γ)

∞∑
t=0

γt(1− p)t

(ii)
=

1− γ

1− γ(1− p)
(8)

where (i) is due to the fact that remaining in s1 after t timesteps requires t independent events of 1− p probability, and (ii)
uses the formula for sum of an infinite geometric series.

We will prove the proposition using

γ = max

{
1− ϵδ

2 log(2/δ)
, 1− δ

2

}
π = π2(1−γ)/δ

πsafe = π(1−γ)δ/2

πsafe
′ = πq where q = max

{
1− 1

2 exp {2(1/e+ c(δ + γ)/δ)}
, (1− γ)/δ

}
.
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To start, we need to show that

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe(· | st))

]
≤ ϵ. (9)

Since π and πsafe are identical at s2, we need only consider the KL divergence between the policies’ action distributions at
s1. Thus we can rewrite the LHS of (9) as

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe(· | st))

]
= (1− γ)

∞∑
t=0

γt(1− 2(1− γ)/δ)tDKL(π(· | s1) ∥ πsafe(· | s1))

=
δ

2γ + δ
DKL(π(· | s1) ∥ πsafe(· | s1))

(i)
≤ δ

2
DKL(π(· | s1) ∥ πsafe(· | s1)).

(i) is due to the fact that γ ≥ 1− δ/2 by definition. Expanding the KL term gives

δ

2

(
2(1− γ)/δ log

(
2(1− γ)/δ

(1− γ)δ/2

)
+
(
1− 2(1− γ)/δ

)
log

(
1− 2(1− γ)/δ

1− (1− γ)δ/2

))
. (10)

Assuming δ < 1 (otherwise the result is trivially true), we have

2(1− γ)/δ > (1− γ)δ/2

1− 2(1− γ)/δ < 1− (1− γ)δ/2.

This implies that the right log term in (10) is negative, so we can bound (10) as

< (1− γ) log

(
2(1− γ)/δ

(1− γ)δ/2

)
= 2(1− γ) log

(
2

δ

)
(i)
≤ 2

ϵδ

2 log(2/δ)
log

(
2

δ

)
= ϵ,

which is the desired bound in (9). (i) uses the fact that γ ≥ 1− ϵδ
2 log(2/δ) by definition.

Next, we will show that |J(πsafe, R)− J(π,R)| ≥ 1− δ. First, we can calculate the return of πsafe using (8):

J(πsafe, R) =
1− γ

1− γ(1− (1− γ)δ/2)

=
1

1 + γδ/2
(i)
≥ 1− γδ/2

≥ 1− δ/2. (11)

(i) uses the fact that 1
1+x ≥ 1− x for positive x. The return of π can be calculated similarly as

J(π,R) =
1− γ

1− γ(1− 2(1− γ)/δ)

=
δ

2γ + δ
(i)
≤ δ

2
, (12)

where (i) uses the fact that γ ≥ 1− δ/2. Combining (11) and (12) gives |J(πsafe, R)− J(π,R)| ≥ 1− δ as desired.

To prove part 2, consider any π satisfying

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(π(· | st) ∥ πsafe
′(· | st))

]
≤ c.
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Let p = π(a2 | s1). Then clearly by the definition of πsafe,

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(πp(· | st) ∥ πsafe
′(· | st))

]
≤ c, (13)

i.e. πp also satisfies the inequality. Furthermore, note that J(π,R) = J(πp, R). We will show that p ≥ (1− γ)/δ. This will
imply that

J(π,R) = J(πp, R)

=
1− γ

1− γ(1− p)

≤ 1− γ

1− γ(1− (1− γ)/δ)

=
δ

γ + δ
≤ δ.

Since πsafe
′ = πq and q ≥ (1 − γ)/δ by definition, J(πsafe

′, R) ≤ δ also. Since the return of both policies must also be
nonnegative, this implies |J(πsafe

′, R)− J(pi, R)| ≤ δ, which is the desired bound.

Now, we just need to show that p ≥ (1− γ)/δ. We do so by contradiction, i.e. assume that p < (1− γ)/δ. We can rewrite
the LHS of (13) as

1− γ

1− γ(1− p)︸ ︷︷ ︸
(a)

[
p log

(
p

q

)
︸ ︷︷ ︸

(b)

+(1− p) log

(
1− p

1− q

)
︸ ︷︷ ︸

(c)

]
. (14)

We will give lower bounds for each part of (14). For (a), we have
1− γ

1− γ(1− p)
>

1− γ

1− γ(1− (1− γ)/δ)
=

δ

γ + δ
.

For (b), note that q ≤ 1, so

p log

(
p

q

)
≥ p log p ≥ −1

e
,

since the function f(x) = x log x has its minimum at f(x) = −1/e. For (c), note that 1 − p > 1 − (1 − γ)/δ ≥
1− (1− (1− δ/2))/δ = 1/2. Thus we can bound

(1− p) log

(
1− p

1− q

)
>

1

2
log

(
1

2(1− q)

)
≥ 1

2
log

(
1

2 1
2 exp{2(1/e+c(δ+γ)/δ)}

)

=
1

e
+ c

δ + γ

δ
.

Combining the three bounds on the components of (14) gives

(1− γ)Eπ

[ ∞∑
t=0

γtDKL(πp(· | st) ∥ πsafe
′(· | st))

]

>
δ

γ + δ

[
−1

e
+

1

e
+ c

δ + γ

δ

]
= c,

which contradicts (13), thus completing the proof.

A.2. Proof of Proposition 3.2

We first prove another useful proposition:

Proposition A.1. The return of a policy π under a reward function R is given by

J(π,R) =
∑

(s,a)∈S×A

µπ(s, a)R(s, a).
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Proof. Applying the definitions of return and occupancy measure, we have

J(π,R) = (1− γ)Eπ

[ ∞∑
t=0

γtR(st, at)

]

= (1− γ)

∞∑
t=0

γt
∑

(s,a)∈S×A

R(s, a)Pπ (st = s ∧ at = a)

= (1− γ)
∑

(s,a)∈S×A

R(s, a)

∞∑
t=0

γt Pπ (st = s ∧ at = a)

=
∑

(s,a)∈S×A

R(s, a) (1− γ)Eπ

[ ∞∑
t=0

γt 1 {st = s ∧ at = a}

]

=
∑

(s,a)∈S×A

µπ(s, a)R(s, a).

According to Proposition A.1, the return of a policy is simply a weighted sum of the reward function, where the weights are
given by the occupancy measure. We now prove Proposition 3.2.

Proposition 3.2. For any MDP, reward function R, and pair of policies π, πsafe, we have

|J(πsafe, R)− J(π,R)| ≤
∥∥µπ − µπsafe

∥∥
1
. (4)

Proof. Applying Proposition A.1, Hölder’s inequality, and the fact that R(s, a) ∈ [0, 1], we have

|J(πsafe, R)− J(π,R)|

=

∣∣∣∣∣∣
∑

(s,a)∈S×A

(µπsafe(s, a)− µπ(s, a))R(s, a)

∣∣∣∣∣∣
≤
(

max
(s,a)∈S×A

|R(s, a)|
) ∑

(s,a)∈S×A

|µπsafe(s, a)− µπ(s, a)|


≤ ∥µπ − µπsafe∥1 .

A.3. Additional results

The following proposition demonstrates that there is always some reward function for which the bound in (4) is tight up to a
factor of two.

Proposition A.2. Fix an MDP and pair of policies π, πsafe. Then there is some reward function R such that

|J(πsafe, R)− J(π,R)| ≥ 1

2

∥∥µπ − µπsafe

∥∥
1
.

Proof. Define two reward functions

R1(s, a) = 1{µπsafe(s, a) ≥ µπ(s, a)}
R2(s, a) = 1{µπsafe(s, a) ≤ µπ(s, a)}.
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Using Proposition A.1, we have
|J(πsafe, R1)− J(π,R1)|+ |J(π,R2)− J(πsafe, R2)|
≥ J(πsafe, R1)− J(π,R1) + J(π,R2)− J(πsafe, R2)

=
∑

(s,a)∈S×A

(
µπsafe(s, a)− µπ(s, a)

)(
R1(s, a)−R2(s, a)

)

=
∑

(s,a)∈S×A

(
µπsafe(s, a)− µπ(s, a)

)
1 µπsafe(s, a) > µπ(s, a)

−1 µπsafe(s, a) < µπ(s, a)

0 µπsafe(s, a) = µπ(s, a)

=
∑

(s,a)∈S×A

∣∣∣µπsafe(s, a)− µπ(s, a)
∣∣∣

= ∥µπ − µπsafe∥1.
Since both of the terms on the first line are positive, one must be at least 1

2∥µπ − µπsafe∥1, which completes the proof.

B. Environment details
B.1. Tomato environment

In Figure 3, we have the setup of the tomato environment board we used for training.

Figure 3. Here, the gray squares represent walls, and the white squares represent open spaces where the agent can travel.

The sprinkler state is down a shallow hallway, and on the other end a tomato is down another shallow hallway. We wanted
to try out a scenario where the reward hacking would be relatively difficult for the agent to find to see whether or not our
method works for more complex gridworld scenarios.

B.2. Traffic environment

In Figure 4, we have a simplified rendering of the traffic flow environment merge scenario.

Within this particular frame, reward hacking is taking place. As we can see the blue RL vehicle has stopped completely on
the on-ramp, resulting in cars to collect behind it. This way, the proxy reward, which is the average velocity of all vehicles
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Figure 4. Here, the green cars are controlled by the human driver model IDM controller, and the blue cars are controlled by RL.

in the simulation, is optimized as the cars on the straightway are able to continue speeding along the road without having to
wait for merging cars. However, little to no true reward of the average commute time is achieved as the cars on the on-ramp
aren’t able to continue their commute.

C. Experiment details
Here, we give some extra details about the architectures and hyperparameters we used for training the ORPO agents. We
build ORPO using RLLib (Liang et al., 2018) and PyTorch (Paszke et al., 2019). For all RL experiments we train with 5
random seeds and report the median reward.

Network architectures The policy model for both the traffic and tomato environments was a simple fully connected
network (FC-net) with a width of 512 and depth of 4. This model size was chosen as it empowered the agents significantly,
enough for them to reward hack consistently. The discriminator model for both environments was a simple FC-net with a
width of 256 and depth of 4.

Replay buffer We found that our initial implementation of ORPO suffered from instability in the traffic environment.
Adversarial training algorithms like GANs are known to be unstable, since they try to use a gradient-based method to find
a solution to a saddle point problem (Kodali et al., 2017). To address this instability, we use a replay buffer to train the
discriminator. When trajectories are sampled from the learned and safe policies, they are added to a buffer; if the buffer
reaches a certain capacity, previously stored trajectories are evicted. Then, the trajectories used to train the discriminator at
each iteration are randomly sampled from the replay buffer.

C.1. Hyperparameters

Some hyperparameters for the traffic environment were tuned by Pan et al. (2022).
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Hyperparameter Value (Tomato) Value (Traffic)

Training iterations 500 250
Batch size 3000 6000
SGD minibatch size 128 6000
SGD epochs per iteration 5 5
Optimizer Adam Adam
Learning rate 1e-3 5e-5
Gradient clipping 0.1 0.1
Discount rate (γ) 0.99 0.99
GAE coefficient (λ) 0.98 0.97
Entropy coefficient 0.01 0.01
KL target 0.01 0.02
Value function loss clipping 10 10,000
Value function loss coefficient 0.1 0.5

Table 3. PPO/ORPO hyperparameters.

Hyperparameter Value (Tomato) Value (Traffic)

Extra discriminator training batches 2 2
Discriminator reward clipping 1000 10
Replay buffer capacity 100 100
Regularization coefficient (λ) Varied Varied

Table 4. ORPO-specific hyperparameters.

For the ORPO-specific parameters, specifying a greater number of extra discriminator training batches means that the
discriminator will be trained with that many extra batches sampled from the replay buffer. The replay buffer capacity
specifies roughly how many previous iterations of data to keep in the buffer. The coefficient λ that is used for determining
how much regularization to apply was varied throughout the experiments and noted in our result tables 1 and 2.


