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Figure 1: A speaker performing a presentation in VR using JollyGesture. The speaker can use expressive, meaningful gestures
that are visible to their audience to enhance their narrative, e.g. expressing a distance with their hands apart. Such gestures have
dual-purpose: they can also control the VR presentation system to alter content in the presentation as the speaker performs the
gesture. For instance, the speaker can trace data and trendlines in charts, or move and place elements on the slide for emphasis.

ABSTRACT
Virtual reality (VR) offers new opportunities for presenters to use
expressive body language to engage their audience. Yet, most VR
presentation systems have adopted control mechanisms that mimic
those found in face-to-face presentation systems. We explore the
use of gestures that have dual-purpose: first, for the audience, a com-
municative purpose; second, for the presenter, a control purpose to
alter content in slides. To support presenters, we provide guidance
on what gestures are available and their effects. We realize our
design approach in JollyGesture, a VR technology probe that recog-
nizes dual-purpose gestures in a presentation scenario. We evaluate
our approach through a design study with 12 participants, where
in addition to using JollyGesture to deliver a mock presentation,
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we asked them to imagine gestures with the same communicative
and control purpose, before and after being exposed to our probe.
The study revealed several new design avenues valuable for VR
presentation system design: expressive and coarse-grained commu-
nicative gestures, as well as subtle and hidden gestures intended for
system control. Our work suggests that VR presentation systems of
the future that embrace expressive body language will face design
tensions relating to task loading and authenticity.
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1 INTRODUCTION
Virtual and Mixed Reality (VR/MR) technologies offer new opportu-
nities for presenters to engage audiences with presentation content.
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Hans Rosling [6] offers a vivid example of this, where digital, in-
formation content is overlaid atop the video as if being prompted
by Rosling’s hand movements and gestures. While these effects
may have been added in post-production, it has been inspiring for
the HCI community. Several researchers have been motivated to
explore MR approaches for augmenting delivery of presentations.
For example, Saquib et al. [30] consider how custom body gestures
can be used to directly manipulate digital content. Liao et al. [22]
and Hall et al. [14] build on this approach to trigger animations and
other elements based on voice and hand tracking, enabling presen-
ters to engage in rich, dynamic storytelling in their presentations.

While presentations delivered with such flourish are undoubt-
edly engaging, they require that the presenter is aware of “what
should happen next” in the presentation. For instance, a presenter
must recall the specific gesture or phrase to enact in order to trigger
the interaction with the digital content. For many types of presen-
tations, this is extra load and can be understandably demanding on
a presenter who has “a lot to figure out on the fly” [14].

In this work, we are similarly inspired by gesture-driven ani-
mation by presenters, particularly in the mode of Hans Rosling’s
presentation [6]. Thus, our goal is to design presentation systems
that offer similar types of flourish in terms of how they are seen by
an audience (as illustrated in Figure 1). Yet, rather than focusing
on the output as perceived by the audience, our focus is on giving
the presenter flexibility to present visual ideas and information in
the order they would like. Here, our goal is to allow presenters to
flexibly drive the presentation content through gestures (i.e. what
the audience will see), all while providing an understanding of how
to make these flourishes happen (i.e. gesture guidance).

Our design approach was to explore dual-purpose gestures, by
leveraging an established vocabulary of gestures that could be
perceived by the audience as being communicative (i.e. with an
intention in relation to the content), as something that could also be
used as input to the system. Presenters can use this set of simple-yet-
expressive gestures to communicate effectively with the audience,
as well as to control the presentation system. We also explore how
a guidance/preview mechanism (illustrated in Figure 4) can be
integrated in such system, so presenters can make ad hoc, in-the-
moment decisions about what content to share and when.

We realize our approach in a technology probe called JollyGes-
ture, a working prototype that allows users to explore these de-
sign concepts in a VR presentation system. To scope our work, we
consider slide-based presentations rather than the more freeform
storytelling contexts of other prior work (e.g. [30]). We evaluated
our design approach through a three part study with 12 partici-
pants, who were asked first to brainstorm possible communicative
gestures that also control a presentation system, then to use Jol-
lyGesture to deliver a presentation, and then finally to reflect on
these gestures again in light of their experiences.

The main focus of this research is to gain insights to answer our
research questions through the use of a concrete technology probe,
enabling participants to share their perspectives on a technology
that they might not have significant background experience with.
Through the evaluation, we aim to provide formative answers to
three specific research questions:

• RQ1: How can gestures that possess communicative pur-
poses simultaneously serve as a control mechanism for the
VR presentation systems (dual-purpose gestures)?

• RQ2:What are the needs and challenges of presenters when
using dual-purpose gestures during VR presentations to cre-
ate engaging presentation experiences?

• RQ3: How should the VR presentation systems designed to
enable presenters to control visual content dynamically, in a
flexible way, through the use of gestures?

On the basis of our study, we found evidence that presentation
systems aiming to provide engaging experiences for audiences need
to consider presenter needs carefully. If systems are to be driven
by explicit, visible gesture-based interactions, then these need to
resonate with how presenters think about the content itself—much
as we have considered in JollyGesture. At the same time, designers
need to be cautious about how much effort presenters are already
putting into delivering presentations, and not add burden.

This work makes two contributions: first, we contribute JollyGes-
ture, a technology probe that explores how communicative gestures
visible for the audience can also be used to control a presentation;
second, we contribute new empirical findings and insights into pre-
senters’ needs for using presentation systems that are focused on
dynamic visual experiences for audiences, with particular foci on
using dual-purpose gestures, and guiding users to use dual-purpose
gestures in VR presentation systems.

2 RELATEDWORK
Our work builds upon prior work in two areas: gesture control in ex-
tended reality and gestural expression in traditional presentations.

2.1 Gestural Presentation Control
In the context of delivering presentations, visionary communicators
such as Hans Rosling [6] have explored reifying presentation con-
tent as floating objects in the 3D space, with post-production effects
giving the illusion that this content is directly manipulated through
gestural interaction. Recent work has realised this approach in in-
teractive systems where the presenter interacts with visual content
using full body gestures [14, 16, 22, 27, 30], or voice and/or hand ges-
ture [22] to place, activate, or manipulate visual elements through
real-time video compositing. Particularly, mid-air control interac-
tions, like full body/hand gesture interactions, recently became
feasible because of the wider availability of better camera/sensor
technologies [8, 18]. RealityTalk allows the presenter to dynamically
make a label or image appear at one’s fingertips upon recognition
of hand gesture and speech [22]. Hall et al.’s approach allows the
presenter to interact with dynamic visualizations through hand
tracking [14]. Saquib et al. [30] support visually-enriched story-
telling though custom body landmark-actionmapping, e.g. touching
a virtual object with a hand triggers a pre-defined animation or
allows to grab and move the object around.

This prior work gives us an exciting glimpse into possibili-
ties offered by VR/MR in a variety of contexts, including story-
telling [22, 30], visualization walkthrough [14], and slide-based
presentations [5]. Without question, the audience experience of
these systems is compelling. Our work builds on this by even more
thoroughly exploring the experience of presenters. Building on
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the insights that rich gesture control may come at the expense of
adding extra burden on the presenters to learn the gestures [14], or
re-define mappings in the moment [9], we explore how to support
presenters with a gesture vocabulary that serve a dual-purpose.

While gestures can be presented primarily to support accurate
recognition [5], our work explores whether it is possible to reconcile
gestures for system control with communication goals. Hall et
al. [14] do this by using a What you see is what I see (WYSIWIS)
paradigm [34]. Yet, this approach onlyworkswell if the presentation
is scripted with no ad hoc deviations from the planned script. Our
work contributes to this line of research, through the exploration
of dual-purpose gestures and gesture guidance. We explore how
presenters can use an established set of communicative gestures
as control gestures to modify the presentation content, along with
presenter-specific content to support flexibility and memory aids,
in the form of gesture guides.

While we employ a VR setup in our study, we use a 1:1 mapping
between movement in the real world to the virtual world, making
our findings with regard to gestural interaction relevant for other
extended reality systems.
2.2 Communicative Gestures in Presentations
Gestures are an important part of the communication involving
speech [28, 35]. How people use gestures to enhance communi-
cation is well explored through observational studies of weather
forecasting [12, 31], pedagogy [37], or television newscasts [41].
While a complete review is beyond the scope of this paper, of par-
ticular relevance to our context are gestures used for presentations
involving forward facing audience. Researchers have embraced the
importance of gesture support in communication [7, 24, 38], and
evidenced that gestures have a significant role in communication in
real life [10, 22, 40], as well as in animated agents [25]. In particular,
these works have highlighted the importance of coordinating the
gestures based on speech or eye gaze. Stronger results have been
found that the high level of embodiment of gestures with respect to
visual elements can enhance student achievement after watching a
pedagogical animation with an avatar [21].

Prior research shows that gestures are an important commu-
nicative delivery tool for presenters, and that seasoned presenters
are deliberate about their use of body language to not only com-
municate their message, but also to ensure that it does not take
away from this message. While we know that there is diversity
in how people use gestures, previous systems supporting presen-
ters still tend to propose novel gesture vocabularies which can be
recognized by the system (e.g. [14, 30]), but may at times appear
unnatural for both presenters and their audience. Taking motiva-
tions from prior work on communicative gestures and existing
gesture sets [1, 12, 13, 21, 25, 31, 37, 41], we explore how we could
optimize gestural input, with respect to a dual-purpose: we focus
on how well gestures allow presenters to conveying meaningful
information to the audience, while meaningfully controlling visual
content on the slides, and vice versa.

3 JOLLYGESTURE: PROBING THE DESIGN OF
A VR PRESENTATION SYSTEM

We realized our design explorations for VR presentations in an itera-
tively designed technology probe called JollyGesture. Our goal was

to develop a working prototype that would allow one to experience
delivering mock presentations within a VR environment. Through
the use of this prototype, we provide concrete, formative answers
to research questions that we suggest. We designed two types of
artefacts (the presentation interface tool, and a set of presentations)
situated within a VR presentation room. To scope our exploration,
we focused on canonical slide-based presentations, where the pre-
senter’s avatar stands before a display surface that shows slides.
We first describe the set of ideas we explored with the JollyGesture
probe before describing the version of the probe that participants
used in our study.

We explored three design concepts (DC) in our probe:
Design Concept 1: Dual-Purpose Gestures JollyGesture ex-

plores the concept of dual-purpose gestures for ad hoc control
and communication. Our focus was to identify gestures to con-
trol the slideshow (e.g. advancing slides or animations) that
are consistent with a communicative gesture that a presenter
would make for the audience’s perception. Our goal with this
design concept is to merge the idea of performing gestures
for communicative purposes (as illustrated by Hans Rosling),
with gestures for control (as illustrated by Hall et al. [14]),
thereby allowing presenters to deliver presentations with ad
hoc (non-linear) presentation flows.

Design Concept 2: Gesture Guidance for Presenters Jolly-
Gesture explores the idea of gestural guidance in VR. Our early
explorations with JollyGesture showed us that for a presenter,
recalling every one of the spatially mapped gestures would
be difficult. Our probe uses a proactive and responsive feed-
forward mechanism to provide cues to the presenter about
possible actions [4, 20, 26]. Our goal here is to address the
challenge of presenters needing to remember exactly what
gesture would enact which animation in the moment.

Design Concept 3: Heads-Up Displays (HUDs) for Presenters
Finally, JollyGesture also explores the provision of a tele-
prompter, a monitor which allows presenters to know how
they appear, and next/previous slide views. In principle, show-
ing specific controls only to the presenter (and not to the
audience) allows for many new types of slide controls and
hints that we have not yet seen.

While an exhaustive description of our design process is beyond
the scope of this document, we emphasize that the purpose of
the probe was formative and not prescriptive. Given that such
systems do not exist (or exist only in primitive forms), our goal was
to consider how these design concepts, based on lessons learned
from prior work, could be embodied within the context of a VR
presentation system. By realizing them as a probe to elicit thoughts
from user participants, we were also able to use the tool and try
out the features, which allowed us to iterate on design ideas and
features before conducting our user study.

3.1 Version of JollyGesture used by Participants
We describe our probe through a presenter’s experience, for exam-
ple, a professor who uses JollyGesture to deliver a presentation to a
remote undergrad class. The presenterwears a head-mounted display.
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Figure 2: (A) View of a presenter’s avatar from one of the audience seats. (B) As they circle around an area of importance, the
audience can see a visual emphasis and an important message related to it, triggered by the presenter’s gesture. (C) At any time,
the presenter can see what the audience would see, elapsed time, script (front), as well as previous (left) and next (right) slide
through heads-up displays (HUD).
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Figure 3: JollyGesture gesture types.

Virtual Presentation Room and Presentation Tools. In the
virtual world, the presenter faces an auditorium (Figure 2A), and
stands on a stage before a projection screen showing presentation
content. The presenter’s avatar is controlled by their body move-
ments: when they physically walk, their avatar moves; when they
reach their arm out, their avatar correspondingly reaches out to
touch the screen (Figure 2B). When the presenter looks towards
the seats, they see heads-up displays (HUD) (Figure 2C), that show
the previous and next slides, along with the current timing, and
slide notes. The presenter also sees a simulated monitor showing
how their avatar look live to the audience.

Dual-Purpose Gestures in JollyGesture. As the presenter de-
livers the presentation, they use dual-purpose gestures to communi-
cate their ideas to the audience as well as to control the presentation.
For instance, to emphasize an area on a map or image, they perform
an area-style gesture around that area on the slide, which creates
a highlighting effect. Similarly, to add emphasis to a term in their
slides (i.e. to underline it), they trace a line under the term, which
triggers the underline animation on the slide. These control actions
(and the corresponding gesture) were chosen to be highly visible
and meaningful to the audience (e.g. point at an element, emphasize
an area). Thus, as the presenter moves their hands as part of their
presentation delivery, the system recognizes these as gestures, and
triggers animations or transitions as appropriate (Figure 2B).

JollyGesture relies on a relatively simple set of established ges-
tures as in Figure 3. These are applied to a set of communication
intentions that we developed based on study of prior literature
studying gesture use in presentations [1, 12, 21, 25, 31, 37, 41], and
triggered by gestures as described in Table 1.

Design Rationale and Approach.We first constructed the set of
intentions outlined in Table 1 based on a review of prior literature
supporting slide-based interaction (e.g., [30]) as well as current,

existing slide-based tools (e.g. PowerPoint, Google Slides, Keynote).
We also considered the many domain-specific “during presenta-
tion” actions presenters try to illustrate and show as they guide
learners through concepts on presentation slides. To map these to
gestures within JollyGesture, we iteratively designed these based
on inspirations from literature [1, 12, 17, 21, 25, 31, 32, 37, 41, 42].

Gestural Interaction Zones. We define several zones of inter-
action based on the presenter’s hand proximity to the presentation
screen. When the hand is within 0.13m (5”), gestures here can trig-
ger effects specific to the slide (if there are any to be triggered).
When the hand is between 0.13m ~ 0.26m from the presentation
screen, gestures navigate between the slides. When the presenter’s
hand is beyond 0.26m of the presentation screen, the presenter can
gesture freely without any impact on the presentation slides.

Design Rationale.We base our design from prior work in prox-
emics [23], drawing particular inspiration from Vogel and Balakr-
ishnan [39] who also employ zones of interaction that depend on
the user’s proximity from the display.

Gesture Guidance. The presenter may not recall what gestures
are available and what the result of them may be. JollyGesture pro-
vides guidance using visual previews and gesture paths. Figure 4A
illustrates a moment in the presenter’s presentation where they can
show either a purple, yellow, green or blue element on the screen.
These floating elements are not seen by the audience, but the pre-
senter can see that if they follow the purple snake-path (Figure 4B),
the corresponding element will be selected and appear to the audi-
ence as they follow the path to place the element (Figure 4C); if they
were to follow the blue path, the blue element would appear. As
in OctoPocus [11], the guidance mechanism automatically prunes
branches that become irrelevant as the gesture is being performed
to reduce visual clutter. Unlike OctoPocus, options are presented in
a marking menu configuration [3, 19]. By showing multiple inter-
action options with spatial mapping, the presenter sees available
gestures provided (and associated slide changes), and can thus plan
which interactions to perform when delivering the presentation.

Design Rationale. JollyGesture’s gesture guides focus on posi-
tional accuracy.We based our visual approach primarily on Fennedy
et al.’s [11], and drew inspiration from extensive prior work (e.g. [2,
4, 15, 33, 36]). JollyGesture shows both a snake-like gesture guid-
ance path, and a target point where to bring one’s hand to.
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Preview & Gesture Path Competing Elements Preview

A B C D E

Figure 4: The preview mechanism in JollyGesture. (A) A presenter can see the previews of elements, and gesture guidance
path to follow to place an element. (B) If the presenter follows the purple path, (C) the corresponding element appears at
the presenter’s fingertip and is placed where intended. Sometimes, several elements could be placed on the same part of the
screen. In those competing cases, previews appear along the gesture guidance path (D); following the blue path here selects the
associated element (E).

Transition / JollyGesture
Intention Animation Gesture

Move a slide Transition Contour
forward/backward (right to left / left to right)

Emphasize a word/term Animation Contour
(line under the term)

Trace a data/trend line Animation Contour
in a chart (along the data/trend line)
Add description to a term Animation Point
Add label on an image/map Animation Point
Add a step in sequence Animation Point
Choose an item Animation Point
between options

Emphasize an area Animation Area
on an image/map

Table 1: We identified several presenters intentions. These in-
volve communicating an idea or controlling the slide deck in
some way. Intentions are linked to a transition or animation,
and we mapped these to a particular gesture in JollyGesture.

3.2 Mock Presentation Designed for Probe
As part of the probe, we built three slide decks that allow people
to experience JollyGesture without having to author a presenta-
tion. Each deck contains seven slides and includes an explanation
of terminology, a map, a three-step process explanation, a side-
by-side comparison, and charts containing trends to be compared.
We chose topics that we expected participants would have no di-
rect knowledge of, but that they would find interesting: Electronic
Road Pricing (ERP), a congestion charge system in Singapore; Vélib’
Métropole, a bike-sharing scheme in France; and Reinsurance, an
insurance for insurance companies. Slide decks had equivalent ver-
sions for JollyGesture and Keynote, with similar animation effects.
Slides can be found in the Appendix A. Below, we describe how pre-
senters could add communicative flourish for three sample slides,
illustrated in Figure 5. These are triggered ad hoc via gestures but
do not need to be (i.e. the presenter can trigger animations out of
order or skip over them altogether if they so desire).

Example slide interaction: Map/Image. In the bike sharing
slide deck, a presenter could highlight the high density of the bicy-
cle hiring stations around Paris (Figure 5A). The slide first displays

an image and map, to which the presenter can progressively add
information, i.e. a quantitative value on top of the image, and im-
portant facts at the top of the map (Figure 5A1). The presenter does
so by following the corresponding snake paths, as in Figure 4A-B.
To emphasize an area of interest in the map, the presenter can draw
the audience’s attention to through an area gesture (Figure 5A2),
which triggers visual emphasis (Figure 5A3).

Example slide interaction: Comparison. A comparison slide
allows the presenter to summarize the concept that has been dis-
cussed, and compare it with another concept. In the bike share slide
deck, two options for comparison against the Parisian system can
be chosen from, i.e. similar sharing systems in London and Toronto
(Figure 5B). Based on the audience reactions, or other factors as the
presenter sees fit, they can choose either option by performing the
corresponding gesture as in Figure 4D-E.

Example slide interaction: Trendlines. The presenter can
emphasize interesting trends about bicycle users (Figure 5C). To
achieve this, they can trace the chart as in Figure 5C1-2.

Unlike conventional presentation tools which only allows one
pre-authored contents to be presented linearly, JollyGesture em-
phasizes the ad hoc nature of presentations. Here, presenters can
choose in the moment what content and how to show during the
presentation, allowing them to “author” their presentation live, in
the moment, in response to the reaction of the audience.

4 STUDY DESIGN
We conducted a study to understand presenters’ reactions to the
design ideas embedded in the JollyGesture technology probe, and to
explore how to improve the gesture support within the system. To
this end, we recruited participants to deliver a mock presentation
with JollyGesture. For our presenters, this would be the first time
they would use the dual-purpose gestures, and so we wanted to
understand whether they understood the concept easily and could
make use of the gestures easily. Similarly, we wanted to understand
whether they could make use of the gesture guidance system to
enable ad hoc delivery of the presentations. Next, we wanted to use
the study to understand the variety of gestures and bodily actions
that they would use as part of their presentations to inform future
design iterations of JollyGesture.
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Figure 5: Examples of interaction flow in our probe. A: Slide with a map where presenter can add information through pointing
gestures (A1, A3), emphasize areas through area gestures (A2), and free-form gesture to support communication (A4). B: Slide
with two alternate stories. Following one or the other snake-path, presenter can choose to bring up a different image for their
narrative. C: Slide with a chart, where presenter can progressively sketch the data line (C1-3), and a trend line (C4) through
contour gestures.

4.1 Apparatus
Participants wore a Meta Quest 2 VR headset running JollyGes-
ture on a PC to deliver their mock presentation1. JollyGesture was
a custom-built technology probe built with Unity, Meta’s Meta
Avatars SDK, and the Oculus Integration SDK (for hand tracking).

To explore gesture design opportunities, participants used a large
digital SMARTBoard2.

4.2 Procedure
Each study session (∼1h30) had three phases: (1) naïve brainstorm;
(2) JollyGesture mock presentation, and (3) informed brainstorm.

In Phase 1 (naïve brainstorm), we asked participants to imagine
they were delivering live face-to-face presentations in front of the
large digital SMARTBoard, and to help us create gestures that would
enact the intentions described in Table 1. We asked participants
to imagine and perform these gestures. The experimenter then re-
enacted each gesture to verify the gesture and to understand the
participants’ thought process.

In Phase 2 (JollyGesture mock presentations), participants de-
livered a mock presentation (randomly chosen amongst our set)
with the JollyGesture prototype. Participants were given time to
familiarize themselves with JollyGesture beforehand, watching a
live demonstration before donning the HMD, and engaging in short
practice tasks. Following this phase, we conducted a short semi-
structured interview to understand participants’ experiences with

1OS: Microsoft Windows 10, CPU: Intel Xeon E5-2667 v4, RAM: 32 GB, and GPU:
NVIDIA RTX 2080 Super
2SMART SPNL-6065 65′′

the technology probe, particularly focusing on challenges they
experienced using the probe.

In Phase 3 (informed brainstorm), we used a similar process as
in Phase 1, with the goal of gathering further insights on gestures
that participants could think of. We expected here that their ideas
would be informed by their experiences with JollyGesture—either to
incorporate the ideas from their experience, or to produce gestures
that contrasted with those in JollyGesture.

Study design rationale. We chose to include an initial brainstorm
session (Phase 1) to help cement participants’ personal opinion on
the problem and solution space, grounded in their own practice.
This phase allows us to (i) provide a well-formed initial anchor-
ing reference in participants which they can compare JollyGesture
against, and (ii) reduce any confounds introduced from prior ex-
posure to the system. We include a second brainstorming session
(Phase 3) to re-evaluate participants’ initial ideas and additional
thoughts which working with the probe would have inspired and/or
informed.

Pilot Studies. We ran three pilot sessions before the procedure
was formalized. This allowed us to introduce re-enactment captures,
and optimize room configuration/calibrations.

4.3 Participants
We recruited 12 computer science graduate students (6 male, 6 fe-
male) through convenience sampling (age: 27.0±2.9). Nine reported
giving presentations regularly; 11 had experiences with VR, though
the majority of them (5/11) interacted just a few times; 11 had



JollyGesture: Exploring Dual-Purpose Gestures in VR Presentations Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

experience trying to make presentations interactive by using ani-
mation effects on PowerPoint/Keynote/Prezi, Myo Gesture Control
Armband3 (P9), or a laser pointer (P4,P7).

4.4 Analysis
We conducted a thematic analysis on the data collected in Phase 2,
primarily focusing on participants’ reactions and responses during
the interview regarding our design concepts (see section 5).

We coded the gestures collected in Phases 1 and 3, by intention
and type (Table 1), and further analyzed those which did not match
any code, as we were interested in how people would conceptualize
and think about gesture use in presentations (see section 6).

5 FINDINGS: RESPONSE TO JOLLYGESTURE
We conducted user studies to answer how dual-purpose gestures
could be utilized for VR presentations, and what are the associated
needs and challenges of presenters. During the user study, partici-
pants were able to deliver the mock presentations using JollyGes-
ture. The rich functionality provided by our prototype (compared
to a traditional slide-based tool) was considered useful, albeit at the
expense of added complexity in its use. We organize participants’
reactions to JollyGesture based on the three design concepts.

5.1 Dual-Purpose Gestures (DC1)
Making Established Communication Gesture Dual-Purpose
is Meaningful and Useful. Participants appreciated the coupling
of gestures for control of the presentation and for communicative
effect. For example, they found it useful to be able to draw trend
lines, or place labels to emphasize certain concepts with gestures—
conceptually, such gestures are useful as a pedagogical approach
(P3, P4, P5, P6, P7, P11, P12). For many, it was consistent with their
existing approach of gesturing at the slide content itself. P11 com-
mented: “The gestures themselves are actually gestures that I would
perform if I was doing a presentation. [...] So in terms of naturalness
or how intuitive it is, I think it’s very good.” Similarly P6 explains
that they frequently circle and point at things on slides, and that the
added visual emphasis that the system provides is effective: “I really
like the graph lines because I already do that so often for images, for
example, I circle this, circle that. So I already enjoy the interaction of
pointing stuff out and using my hands to emphasize trend lines.” In
principle, the ability to add this emphasis on the fly would enable a
high level of creativity in how a presenter delivers a presentation,
along with where and when visual emphasis is added, as argued
by P3: “I think they can get pretty creative—even placing a bubble or
drawing a circle. I can see a lot of potentials with how that interaction
can be built into a lot of different types of transitions.”

Physically Needing to Move. JollyGesture relies on a 1:1 map-
ping between movement in the real world to the virtual world.
While this allows presenters to directly use communicative ges-
tures as they would typically do in a face-to-face presentation,
making it a requirement to trigger flourishes raised some concerns
for participants. Several of them found the need to physically move
around in space, as well as to lift their arms to control content,
to be potentially problematic in the long run. For instance, in one
scenario, participants needed to move from one side of the screen
3An electomyogrphy sensor-based gesture recognition arm band

to the other to reveal a line chart. Six participants made mention
of this extra locomotion being problematic. P5 describes this extra
movement as disruptive to their flow: “I didn’t really like how much
walking there was involved. It feels like when I want to talk about
something, I have to wait for a long time because I need [to execute
on the gesture].” Fatigue was also a concern, “My hand will get tired
if the presentation is an hour and a half, and [requires me] to activate
all this stuff. I’m sure my hand and my arm will be super tired.” (P12)

Gestural Zones Can Support Gestural Flexibility and Con-
trol. The use of gestural zones gave participants a level of flexibility
in how to think about their gestures being recognized and for what
purpose. P12 explains that the zones releases them from needing
to be concerned that a gesture would be inadvertantly recognized:
“I like the idea of having to play [with] two modes. One mode is like
very high level, which is like navigating slide. The next level is more
like content-based level, and you interact with the actual content. So I
really like that separation.”

Reliably Triggering Commands.While participants generally
valued the ability to freely gesture as a way of communicating
to their audience, our approach of using fixed proxemic zones for
triggering commands was also somewhat challenging to use in prac-
tice. Participants found that JollyGesture both had false positives
(triggering when not desired), as well as false negatives (failing
to trigger at the right time). This caused some visible frustration,
and the absence of a quick, easy-to-use “Undo” function was also
problematic. P12 describes the challenge as having gestures unin-
tentionally being recognized as commands: “I think that the most
unsatisfying experience was the false positive for activations.” Partic-
ipants might, for instance, think they were outside the activation
zone and inadvertently trigger an effect or vice versa. The proxemic
zones were not intuitively obvious from the perspective of a presen-
ter during a presentation. P1 contrasted the experience with explicit
sensory feedback when using traditional input devices: “One of the
problems that I had here was that I wasn’t sure if things would work
or not. If I had a clicker, the feedback from this making the click sound
and then releasing it is everything that I need to know.”

Seamlessly Choosing Alternative Content. We were able
to find support for the fact that our intention to support multiple
options were correctly communicated. P2 clarifies that this func-
tionality helps presenters to confer content in a non-linear way,
as opposed to the pre-defined presentation flow that we usually
see, and mentioned that it is nice to have the option of choosing
between alternative contents for the comparison slide.

Summary Dual-purpose gestures are perceived by participants
as intuitive and useful, facilitating natural interaction and cre-
ativity. However, the need for physical movement to execute
these gestures can lead to fatigue and disrupt flow, necessitat-
ing design refinements. Gesture zones can enhance flexibility
in control while utilizing dual-purpose gestures, with reliabil-
ity in command triggering, more intuitive feedback, and the
implementation of “Undo” functions being essential.



Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Park, Tang, and Chevalier

5.2 Gesture Guidance for Recognition (DC2)
Gesture Guidance is a Valuable Aid. Each slide in the mock
presentations had multiple possible gestures, each with different
effects (e.g. next slide, add label, add contour, etc.). Based on ques-
tionnaire responses, participants understood the gesture guidance
paths, and generally felt that the assistance helped them to execute
the gestures (8/12 participants). Quotes from participants, such as
“I think it’s very straightforward, easy to use. I don’t have any issue
of learning how to use it.” (P12), “I can follow that line to do some
gestures that I want to highlight.” (P4), and “I liked the idea of being
able to follow lines and stuff like that. That’s super cool. I think that
works pretty well.” (P8) further supports this result.

Increased Control Complexity. The gesture guidance, how-
ever, introduced more visual clutter into the scene. This meant that
participants would need to be thoughtful and careful about how to
interpret what they sawwhile in the midst of their presentation. For
instance, P5 describes having to follow different paths to determine
the result of each action: “It took me quite a bit of time to figure out
sometimes which line is which, which line refers to which part. And
I feel like especially if you have more components on the slide, this
might be difficult.” This adds to the complexity of using the system
during a presentation, which P9 noted is problematic as it adds
cognitive load right when their effort is being placed on delivering
a great presentation: “The control logic has such a huge mental load
there, which actually makes those materials useless for me because
I don’t have the bandwidth to solving those issues.” JollyGesture’s
heavy reliance on visual feedback made it difficult to turn away
from it while interacting with the system. In fact, it forced partic-
ipants to focus their attention on the presentation screen rather
than look at their audience. P3 explains that on reflection, working
with the system did not allow them to visually engage with their
audience: “And I didn’t really look at the audience, because I was
focused on making the slides progress.”

Perception of Restricted Flow. One consequence of the pres-
ence of the guidance pathswas that participants felt that they needed
to follow these, rather than being free to deliver the presentations
as they saw fit. To wit, rather than feeling like the possibilities
enabled ad hoc decision making about presentation flow, P1, P2, P9,
and P10 described the guides as constraining on the flow of their
presentation delivery. P1 described that “[JollyGesture is] controlling
me in terms of what I should do and what not”, which P9 explains
makes them feel like an automaton without agency: “[JollyGesture]
gives me the feeling I am actually like a robot following something.
It’s not something I’m making in presentation.”.

Summary Gesture guidance can aid presenters in performing
dual-purpose gestural interactions. However, gesture guidance
mechanisms themselves can cause visual clutters, resulting in
increased control complexity. Guidance mechanisms can also
cause a false impression that the flow of presentation is re-
stricted.

5.3 Heads-Up Displays for Presenters (DC3)
See-Through Presenter Screens Helps Attend to the Audi-
ence. We designed JollyGesture also to answer how should the VR
presentation systems be designed to control the visual contents.

JollyGesture makes use of heads-up displays (HUDs) that are vis-
ible only to presenters and not audience members. Participants
were unanimously in favor of placing these HUDs as hovering
see-through panes that allowed the presenter to see the audience.
For instance, P1 and P12 describe this as a way of attending to the
audience even while devoting attention to presenters’ aids: “You’re
both facing towards the audience, and looking at the slide notes.” (P1),
“You have a see through screen script. And you’re actually reading a
script that it looks like you’re looking at the audience.” (P12).

Display Location Matters. In the version participants used,
the HUDs followed the presenter’s head. While this had the conve-
nience of being within reach at all times, it had the effect of making
the view presenters had cluttered at all times—even when the con-
tent or information being presented was not useful in the moment.
To resolve this problem, some participants suggested allowing the
HUDs to remain fixed to a certain location (much like a laptop on
a podium). P12 explains that this approach would allow the HUDs
to function like a secondary display for a desktop computer: “It can
always be here when I really need to look at it. I can look at it and I
can just read [briefly].”

Summary Additional tools like heads-up displays are concrete
examples that demonstrate howVR presentation systems should
be designed to enable presenters to control visual contents.

6 FINDINGS: GESTURE BRAINSTORM
To answer how dual-purpose gestures could be utilized in VR pre-
sentation environments, and what are the needs and challenges
associated, our focus was to understand which gestures partici-
pants do use already, or would imagine using for the intentions
in Table 1. We used gesture brainstorming to obtain user insights
first, as opposed to running a direct user study in evaluating the
JollyGesture technology probe. This decision was informed by our
literature review, which revealed inconclusive findings about com-
municative and control gestures in VR environments4. Specifically,
there was a lack of significant insights into how people use ges-
tures in VR to communicate. By using brainstorming sessions, we
aimed to gain concrete insights into the design and functionality
of dual-purpose gestures, ensuring that they are practical and intu-
itive for VR presentations. We collected a total of 252 gestures in
Phase 1 for these intentions, similar to prior work on user-defined
gestures [29]. We also collected gestures in Phase 3, but found that
these were mainly refinements of gestures already covered in Phase
1, which were mainly matching with our expectations; for clar-
ity, these are excluded from the quantitative analysis. We coded
each of the participants’ described gestures based on their type and
intention through closed coding of speech and movement data.

We report on three main insights that emerged from our analysis:
first, that the gestures participants chose before being exposed to
the probe were largely consistent with those built into JollyGesture;
second, that participants generated many dual-purpose gestures
on their own—that is, the concept was aligned with their mental
model of how gestures could be used and interpreted; finally, that

4There was some literature which provided a basis for the design decisions made for
our JollyGesture technology probe e.g., [14, 22, 30].
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Figure 6: Distribution of gesture types imagined by participants, compared against the gesture used in JollyGesture.

participants still desired both communication-focused and control-
focused gestures in certain circumstances.

6.1 A Consistent Set of Gestures
Figure 6 shows distributions of gestures participants came up with
for each intentions, before seeing JollyGesture. The three gesture
types (point, contour, area) captured 76% (192/252) of the corpus.
For most intentions (7/8), the dominant gesture type was consistent
with what our probe uses (showed with light gray background).
Across all intentions, we observed an average 79±15% of the ges-
tures imagined by participants are of a type that matches the Jol-
lyGesture’s gesture type for that intention.

For a small number of intentions, participants gravitated around
two different gesture types (e.g. “emphasize an area” drew an equal
share of area and point gestures). We also noted a small portion of
gestures (6%, 14/252) where participants extended a base gesture
with a complementary component (e.g. point at an element while
shaking the head)—showed in black in Figure 6; and instances
(6%, 16/252) where participants described one gesture to achieve
two intentions (e.g. emphasize a term and add a description to the
term in a single pointing gesture)—showed in dark gray. These
suggest that there are rich nuances in how people would like to
use, combine, or extend gestures, as well as variety in terms of
the scope they imagine these gestures have. Both aspects have
implications regarding robustly recognizing gestures (i.e. gestures
can be complex) and attributing the proper intention(s) (i.e. people
may mean different things with a similar gesture).

Participants’ gestures made it clear that they understood their
bodies to be part of what the audience would perceive as part of
the presentation. We observed this awareness in how deliberate
participants were in choosing gestures for different purposes: some
gestures were dual-purpose—for the purpose of system control and
audience communication; others were mainly communicative—that
is, mainly for the audience; while others were subtle—mainly for
controlling the system without distracting the audience.

6.2 Dual-Purpose Gestures
Participants described several dual-purpose gestures beyond the
ones embedded in JollyGesture. These gestures are those that have
clear communicative value/purpose in their appearance (sometimes
spatially in the context of the slide, other times not), while also
clearly having an implication for system control.

Exaggerated or Large Movements. Some participants per-
formed exaggerated movements to draw an audience’s attention to

specific ideas. As illustrated in Figure 7A, P12 traced a graph with
their hand, but exaggerated height of the beginning, middle and end
points of the chart to emphasize the trends. P8 used the speed with
which they traced the chart to emphasize the slope–they moved
their hand faster when the slope was steeper, but slower when the
slope was shallower. Similarly, P7 described using large footsteps
toward the audience could be used to draw the audience’s attention
to the items in a sequential list. Here the idea was that the system
would respond by showing (or hiding) each item based on each step
(step forwards: show; step backwards: hide).

Highly Expressive Gestures for Control. In many cases, par-
ticipants produced gestures that had a clear spatial relationship with
the content, and are derived from conversational communicative
gestures. For instance P1, P2, and P8 all counted with the digits of
their fingers as they revealed items in a sequence (Figure 7B, C). In
P8’s case (Figure 7-C), they also incorporated a two-handed gesture,
where one hand represented the “running” count in the sequence,
while the other hand would touch the next digit to indicate the next
step. Finally, P12 performed a variation of this gesture when ex-
plaining terminology, where they pointed a closed fist towards the
audience, and unfolded fingers to enhance engagement (Figure 7D):
“When you are giving a talk, if your palm is facing the audience, they
will feel more engaged, and [they will feel that] we are on the same
side.” Such conversational hand gestures can be used also for system
control. P12 suggested when explaining trends on three lines on the
line chart, they could unfold three fingers on their dominant hand
and move their index finger on their non-dominant hand from one
of these three “reference” fingers to explain the trend regarding
that line (Figure 7E).

Such gestures were also produced to bring communicative em-
phasis to concepts being illustrated in the slide content. For instance,
P1, P6, P7, P10, P11, and P12 performed two-handed gestures to
emphasize certain distances in a figure. P1 and P10 placed their
hands on either side of an important term that needed to be un-
derlined, or where a label should appear. P10 described an idea of
placing one concept in each of their hands to compare the two ele-
ments. P6 and P7 used smaller pinching-style gestures to emphasize
the small differences in a chart, while P1, P11, P12 used large two
armed gestures to emphasize large differences in the chart or quan-
tities (e.g. Figure 7F). P11 used a variation of this, where one hand
stayed still (to mark the maximum value), while the other moved
toward the other with waving to emphasize growth (illustrated
in Figure 7G). Finally, P12 used a similar style of gesture, where
the two hands would represent a timeline. They then performed
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Figure 7: Examples of rich gestures observed during the gesture brainstorm phase of our study. (A-H): Dual-purpose gestures
were proposed as communication tools to support the narrative, and as a mechanism to trigger changes in slide content. (I-L):
Participants also generated gestures mostly intended to the audience (without any effects on the presentation slides), and (M-O),
on the other side of the spectrum, they also proposed control gestures and features aimed to be invisible to audience.

a “karate chop” style movement in the middle to emphasize an
incident that happens in the middle of the timeline (Figure 7H).

Semantically-Resonant, “Custom” Gestures. Participants
also suggested the possibility of designing specialized “custom”
gestures. For instance, P11 suggested the use of an imaginary globe
as a metaphorical cue to change the geographic context. In one
example, when discussing the comparison between bike share in
Paris and Toronto, P11 suggested being able to rotate a virtual globe.
Such a virtual proxy would only be relevant to this particular slide,
but it would add additional context and richness to the presentation.

6.3 Communication-focused Gestures
We also saw many gestures that were mainly intended for audience
communication, and decidedly not for system control.

Using the Body to Draw Attention or to Emphasize Con-
tent. P1, P6, P7, P11, and P12 used their head orientation to em-
phasize content by changing their gaze direction (6 gestures in
total). As illustrated in Figure 7I, P1 looked at the screen as part of

a hand enumeration gesture (where they are counting items 1, 2, 3,
and so on on their fingers). The deliberate head re-orientation in
combination with the enumeration gesture was intended to draw
the audience’s attention to the text of each enumerated item on
the slide. P7 also used head nod as in Figure 7J, or conspicuously
looking in the direction of an item on the slide, as in Figure 7K. In
each of these cases, the head orientation is used to bring audience’s
attention to either the slide, or elements/items on the slide itself.

Using the Body to Occlude Content. Participants also per-
formed gestures to occlude content deliberately with the intention
to draw audience’s attention towards the elements that the presen-
ter was explaining in the moment. For instance, P1 and P3, used
this type of approach when comparing two different concepts. As
illustrated in Figure 7L, P1 and P3 moved their location from right
half to the left half and vice versa to explain each concept to focus
the audience’s attention in the moment.



JollyGesture: Exploring Dual-Purpose Gestures in VR Presentations Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

6.4 Control-focused Gestures
Some participants produced gestures that were deliberately not in-
tended for audience communication, and strictly for system control.
In producing these gestures, it is clear that participants intended
for them to be minimally visible from the audience’s perspective.

Micro and Subtle Gestures. In general, we observed that these
were small or subtle in nature. For instance, P8 described tapping
on their body as a way of controlling the slide presentation. As
illustrated in Figure 7M, they imagined a control tablet on their
thigh to trigger actions through finger taps, swipes, and place labels
with taps. P10 similarly imagined using their non-dominant hand
as a touch pad to control slide content (Figure 7N). P8 and P10
produced gestures using foot tapping gestures for slide control—
again, largely invisible to the audience.

Clutching. Finally, two participants saw value in “turning off”
gestures for a period of time to allow the audience to read the data
in the slides. This is similar to the concept of clutching. P6 wanted to
have such a feature when they show line charts to the audience. P1
suggested providing this kind of a sustained pause when showing
both hands palm with fingers unfolded.

Summary. The two brainstorm phases of the study provided us
with several pieces of insight. First, participants generally produced
dual-purpose gestures that were consistent with the expectations
we had in designing JollyGesture—that is, gestures with both com-
municative intent (for the audience) and control intent (for the
system). All these ideas were collectively exhausted before being
exposed to the probe, i.e. Phase 3 did not result in additional ges-
tures. Second, the participants were keenly aware that their bodies
were part of the presentation as seen by audience members. To this
extent, they also generated a broad range of gestures: new dual-
purpose gestures that we had not considered (and some of which
might be considered “custom” for the content), gestures that should
not be interpreted by the system (communicative intent-only), and
also gestures that were subtle/hidden—strictly for system control,
and not for the audience to see. Together, these findings suggest
that even more exploration needs to be done—perhaps with a wider
range of slide content, as these may elicit new ideas (i.e. custom
dual-purpose gestures) that we had not considered at all.

7 DISCUSSION
Our experiences designing, experiencing and studying JollyGesture
as a probe revealed several important aspects of supporting VR
presentations that suggest paths for further exploration.

7.1 Gesture Design Continuum: Control,
Communication, and Everything in Between

Our findings from the first “naïve” brainstorm session showed that
presenters are cognisant of the fact that their bodies are viewable
by the audience, and very much a part of the presentation. Thus,
the presence of the presenter’s body, and the gestures it emotes
can be used to emphasize and draw attention to ideas and content
in the slides. Much like we did, participants envisioned presenters
using dual-purpose gestures—both to control the system, and to
communicate with their bodies to the audience. Further, partici-
pants imagined themselves using their bodies in coarse-grained
ways to pace content, or to cognitively “chunk” their delivery to

make things interpretable for their audience. We also saw that
participants envisioned gestural controls that were decidedly not
intended for the audience to see—either subtle gestures, or gestures
intended to be hidden from the audience’s view.

We view gesture interaction design for VR presentations as be-
longing on a continuum: some gestures are intended primarily for
communicating with the audience, while others are intended pri-
marily for controlling the system. In the middle, there exists a set of
dual-purpose gestures, which can conceivably be used for both com-
munication and control. In JollyGesture, we explored how an initial
set of three generic types of gestures well-established in commu-
nication, can be extended to also control the presentation content.
Our findings suggest that beyond this set (which already suits a
number of intentions), there exists a rich vocabulary of communica-
tive gestures that people already perform, or imagine performing,
which could be augmented to add flourish to presentations. We
derive from our observations that, where possible, dual-purpose
gestures should be based on existing conversational gestures, as
these have potential for more seamless integration within one’s
performance flow, compared to novel gestures which presenters
may find less natural to perform to trigger effects (e.g. [14]).

We suspect that there will be additional work that is required
to explore this space. Many dual-purpose gestures may be domain
and topic specific, and given that VR provides presenters with a
wider palette to design visual materials for communicating ideas,
we expect that the space for “transitions” and “interactivity” to be
correspondingly large. We also argue that control of digital content
through dual-purpose gestures only is not desirable, as it can be
seen as a forcing mechanism. This calls for VR presentations of
the future to support gestures across the continuum that we have
described, as different moments in a presentation will demand a
presenter to gesture with different intentions.

7.2 Presentation Flow: Gesture Recognition
Participants made clear in using the JollyGesture probe that having
to attend specifically to the presentation system itself interrupted
the flow of their presentations. We expect this is representative of
most presenters when the presentation experience goes beyond re-
hearsing: that delivering a presentation is mainly about delivering a
good performance for an audience. We found that JollyGesture took
away from this experience for many presenters: the added func-
tionality also added undue complexity that needed to be managed
by the presenter during the presentation.

Part of the complexitywas due to the uncertainty aroundwhether/
when a gesture might be recognized, which could inadvertently trig-
ger an animation in the system. And, while this could be resolved
by better gesture recognition, P1 explained that the ad libbing that
brings presentations “alive” comes between moments of interact-
ing with the system. If the gesture recognition system is always
“on”, it is difficult to know when a gesture might inadvertently be
recognized. To work around this issue, prior work has often relied
on gestures that are unlikely to occur (un)intentionally during a
presentation. However, such gestures could feel contrived or awk-
ward to both the presenter and audience [14, 30]. In JollyGesture,
we have chosen a relatively simple method for gesture recognition:
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activation zones determine whether recognition is “on/off”, and ges-
tures are defined as a sequence of targets to trace over. While this
“connect-the-dot” approach supports recognition ofwell-established
communicative gestures, it still imposes constraints on how the
gestures are executed and introduces visual distraction.

Overall, relying solely on constant gesture sensing to infer the
presenter’s intent is currently not a feasible approach. Meanwhile,
excessive structuring and guidance for gestural input shifts the
problem, potentially creating new challenges for presenters. We
recommend that future systems that aim to support presentation
delivery allow for both clutching mechanisms as well as backup
techniques for moving forward and back through the slide deck.
Clutching mechanisms would allow the presenter explicit control
over whether a gesture should be recognized as a control gesture.
Presumably, these could also be shown or hidden from the audi-
ence when they were performed. And, simple mechanisms to move
forward and backward in the presentation slides would obviate the
necessity for gross movements each time a slide was to be changed.

7.3 Authenticity, Reality, and Exaggeration
We used a 1:1 mapping between the presenter’s movements and the
movement of their avatar in VR, which does not technically differ
much from other forms of XR where the presenter’s real image
would be rendered in lieu of the avatar. As such, we posit that our
findings insofar would generalize to other forms of extended reality,
from the perspective of the presenters.

One question we did not explore in this work remains a cen-
tral issue for VR presentations—the issue of authenticity. Is this
presenter live? Are they responding to me and my presence as an
audience member? If all aspects of a VR presentation is data (the
atrium, the audio, the slides, the avatar, the gestures, and so on),
what makes it different from a pre-recorded presentation?

Our participants explained that they had a hard time imagining
wanting to give presentations that would require them to move
physically. At the same time, they delighted in the idea that their
avatars could still use communicative gestures that would enhance
the presentation for audience members. A handful suggested the
idea of exaggerated gestures, where a slight movement with the
arm might create larger “in-world” effects—for example, the avatar
taking several steps toward a destination. Alternately, one could
imagine a system that responds to button presses that play canned
gestures and animations (i.e. saving the presenter from having to
enact the gestures in an embodied way). Another logical extreme
would simply be to author presentations where the avatar’s move-
ments and actions are also authored beforehand.

On the other hand, presenters may not want all actions to be
captured and conveyed to an audience. For instance, perhaps sneez-
ing or other involuntary body movements that a presenter finds
undesirable could be “filtered out” by the system. In contrast, it
might also be true that the lack of filtration, is the aspect of VR
which makes the presenter authentic. Like all the other aspects
that we discuss that presenters dislike, some of the undesirable
acts from the perspective of presenters could be desirable to the
audience. Hence, the importance of finding a fine balance between
two different perspectives should be embraced in future works.

Our work does not provide us with deep insight into what would
be desirable for audience members, but it does suggest that for
presenters, some forms of augmentationmay be desirable—certainly
when the presenter’s “authorial intent” is captured in the moment.
To address this question will require additional future study.

7.4 Limitations and Future Work Opportunities
Participants in our user study were from a relatively homogeneous
population: all had a background in Computer Science, most were
graduate students around the same age. Future studies should strive
for a broader audience. Similarly, the materials in the mock presen-
tation were deliberately neutral (i.e. no participant had any deep
knowledge of the content). It would be valuable to study how partic-
ipants might use such a system in domain-specific contexts. Finally,
the study focused primarily on the presenters’ experiences. We did
not explore whether the presentations that these presenters deliv-
ered were acceptable or “better” than non-instrumented versions
of the presentations. This is an opportunity for future work.

8 CONCLUSION
We explore how dual-purpose gestures—gestures recognized by
the system as commands to progress through presentation mate-
rials, and at the same time used by the presenter to communicate
and reinforce ideas effectively to an audience—can be realized in
a VR-based presentation system. Using our technology probe Jol-
lyGesture, participants were able to use dual-purpose gestures, and
showed that the guidance system was helpful, albeit distracting. We
also found that participants would, on their own, want to use these
dual-purpose gestures, although these would supplement other ges-
tures (communicative-only and control-only) rather than replace
them entirely. We learned that participants found value in the idea,
but many challenges remain to make systems usable for presen-
ters. This detailed account identifies some of the most pressing
challenges ahead for designers of VR presentation systems, and
provides potential avenues for further exploration.
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Figure 8: Slide decks created as part of the JollyGesture probe (and used in the study).
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