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Abstract

Spontaneous neural activity, crucial in memory,
learning, and spatial navigation, often manifests
itself as repetitive spatiotemporal patterns. De-
spite their importance, analyzing these patterns in
large neural recordings remains challenging due
to a lack of efficient and scalable detection meth-
ods. Addressing this gap, we introduce convSeq,
an unsupervised method that employs backprop-
agation for optimizing spatiotemporal filters that
effectively identify these neural patterns. Our
method’s performance is validated on various syn-
thetic data and real neural recordings, revealing
spike sequences with unprecedented scalability
and efficiency. Significantly surpassing existing
methods in speed, convSeq sets a new standard
for analyzing spontaneous neural activity, poten-
tially advancing our understanding of information
processing in neural circuits.

1. Introduction

A fundamental property of biological neural networks — and
one that distinguishes them from the majority of modern
deep neural networks — is the ability to change state not
only in response to external input, but also spontaneously
(Arieli et al., 1996; Beggs & Plenz, 2003). A prominent
example of this is what is known as “hippocampal replay”
(Lee & Wilson, 2002; Foster & Wilson, 2006; Pfeiffer &
Foster, 2013), normally observed in animals during sleep
or periods of immobility, which represents reactivation of
spatio-temporal patterns present during a behavioral task
performed before. Hippocampal replay has been shown to
be crucial for memory, learning and navigation (Girardeau
et al., 2009). In addition, animals’ behavior in response to
external stimuli depends on the structure of spontaneous
activity before and at the time of stimulation (Fiser et al.,
2004), which raises the intriguing possibility that sponta-
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neous activity might encode sensory priors and therefore be
a form of biological memory.

To address questions about the role of structured sponta-
neous activity, a number of methods have been proposed for
unsupervised detection of neural activity patterns in the ab-
sence of an observable behavioral reference. These existing
methods perform well and in reasonable time on modestly
sized datasets. However, the study of spontaneous activity
would benefit from the analysis of much larger datasets (with
hundreds of neurons recorded over several days), which calls
for more scalable pattern detection methods.

We introduce an efficient and scalable method for unsuper-
vised detection of spatiotemporal patterns in neural activity
based on optimizing a set of constrained 2D filters. Dis-
tinct from existing approaches (e.g. convNMF, segqNMF),
we optimize the filters with backpropagation, which allows
us to take advantage of popular automatic differentiation
frameworks and GPU acceleration. To reduce the number
of learnable parameters, we also propose an alternative for-
mulation of our method, in which the filters themselves
are parameterized as fixed-width truncated Gaussians. Our
speed benchmarks show that the method, which we call
convSeq', works significanly faster than existing pattern
detection methods.

Our main contributions are as follows:

1. Our method advances the SOTA in terms of speed:
given the same dataset, it performs over a 100 times
faster than similar recently published methods;

2. Unlike convNMF and segNMF, which are conceptu-
ally similar to our method, ours provides uncertainty
estimates for the patterns detected, without requiring
multiple optimization runs.

The rest of the paper is structured as follows. Section
2 briefly reviews existing methods for detecting spatio-
temporal patterns in neural data. After introducing our
method (in Section 3), we showcase its ability to detect
various patterns in synthetic and real datasets (in Section 4),
as well as accuracy and speed comparisons with a selection
of other methods (in Section 5). We discuss training, im-
plementation and the choice of hyperparameters in Section
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6 and conclude with future directions and final remarks in
Section 7.

2. Related Work

In general, classic methods working under linear assump-
tions, such as PCA and ICA (Jutten & Herault, 1991), strug-
gle to capture spatiotemporal patterns in neural activity, as
they tend to merge them into a single ”large component”
(Peter et al., 2016; Williams et al., 2020). This key limitation
motivated many previous works which proposed alternative
methods for detecting spatiotemporal structure in neural
data, without using external reference events. For example,
in a departure from traditional distance metrics, Watanabe
et al. (2019) used edit similarity between potential spike
patterns to identify cell assembly sequences. Techniques
like the “intersection matrix” used by Schrader et al. (2008);
Torre et al. (2016) specifically targeted synchronous events
(aka synfire chains). Further expanding the analytical tool-
box for neural data, Shimazaki et al. (2012) used state-space
modeling to detect higher-order spike correlations. More
recent advancements include the clustering method based
on optimal transport by Grossberger et al. (2018), innova-
tive point process models by Williams et al. (2020) and Li
et al. (2022) and organizing neural responses along a one-
dimensional manifold to expose the patterns (Stringer et al.,
2023).

The convolutional non-negative matrix factorization (con-
VNMF) introduced by Smaragdis (2004; 2006) and first
applied to in-vitro neural data by Peter et al. (2016) is con-
ceptually closest to our approach. convNMF and its im-
proved derivative, segNMF (Mackevicius et al., 2019), aim
to jointly estimate both the templates of the recurrent pat-
terns and the time course of their activity. In contrast, our
approach, as we describe next, only optimizes the templates
(which we call “filters”) and does so using backpropagation.

3. Methods

The input to our model is a binary matrix X € {1,0}V 7,
which represents a simultaneous recording of N neurons
for T' time bins (also referred to as “time steps”), such that
X+ = 1if there is a spike on the n-th neuron in time bin
t, and X,, ; = 0 otherwise. We seek to find K 2D filters
W) ¢ RNXM "quch that each of them responds preferen-
tially to one of K unknown spatiotemporal patterns (also
referred to as spike sequences throughout the paper). Each
of the K patterns are repeated inexactly — due to variations
in the relative timing (jitter) and dropout of spikes — an un-
known number of times. The choice of M and K depends
on the length (in time steps) and number of the patterns
assumed to be present in the data.

3.1. Formulation with direct filter optimization

We first describe how the filters W) & € {1,...,K},can
be found directly by minimizing the following loss function:

K
LW) =) —Var(x®) + BryTV ")+

k=1
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where %) = softmax(W()) x X, and “*” stands for

convolution. The convolution is performed with no padding
along the dimension of neurons and sufficient zero padding
along the time dimension to ensure that %(*) has shape 1 x T'.
Softmax is computed over the time dimension of W),
TV(E®) = L 57 @ —a(8))? and 375, prozon [1]
are total variation and cross-correlation over j time steps,
respectively. The first term in Eq. 1 maximizes the variance
of the k-th filter’s total response to the data. The idea is
that if there exists a repeating pattern, the right filter (when
convolved with the data) will produce peaks at the times of
that pattern’s occurrence. Importantly, while each filter’s
total response stays constant (that is Y [softmax(W*)) «
X] = Y X)), the variance of its total response is maximized
when the filter has a good match with some repeating pattern.
Keeping the filter’s total response constrained makes it easy
to bootstrap confidence intervals for the height of peaks in
%) which can be used for testing the significance of the
patterns detected (Section 3.4). The total variation term
helps reduce the filters’ response to background activity
(i. e. neural activity unrelated to any pattern), reduce the
false positive rate, and facilitate visual interpretation of
results (Appendix D). Finally, the cross-correlation term
in Eq. 1 encourages filter diversity when K > 1. That is,
it prevents the filters from becoming tuned” to the same
(stronger or overrepresented) pattern. The weights of the
total variation and cross-correlation penalty terms as well
as other hyperparameters are listed in Appendix A.

3.2. Visualization of structured spontaneous activity

The presence, strength and temporal location of the patterns
is captured by x(*): its peaks correspond to the times at
which the pattern is expressed in neural activity (Fig. 1D).
These peaks alone, however, only suggest the presence of
a pattern, and it is desirable to represent the data in a way
that makes the detected structure clearly visible (e. g. in
hippocampal recordings in which theta sequences are ex-
pected). To reveal the patterns, the optimized filters are
sorted so that per-row maxima become temporally ordered.
Then the sorting indices are used to rearrange the order of
neurons in X. We summarize this in Fig. 1 and Appendix
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Figure 1. Overview of our method (with K = 1). Initially, no
sequences are visible in the input data matrix X (A). After model
fitting, the convolution % of the optimized filter W) (E) with
the data contains clearly visible peaks (D), suggesting the presence
of repeating patterns. The peaks in %) exceeding the significance
threshold « (dotted line in D) indicate significant detections. To
make the patterns visible, the rows of the optimized filter W (*)
are sorted according to the latency of maximum value (F). Finally,
rearranging the rows of X with the obtained sorting indices ex-
poses the sequences (B), which closely match the ground truth (C).
The y-axis in all the panels except D corresponds to neuron IDs.
Panles E and F are not to scale with Panels A-D.

B. We also note that depending on pattern complexity and
strength, as well as parameter initialization, variations of
the recovered patterns’ shape are to be expected.

3.3. Formulation with parameterized Gaussian filters

In the above formulation, we seek to optimize the randomly
initialized filters W) directly, which means N x W x K
trainable parameters. However, assuming that patterns are
sequences of spikes, whose relative timing is distorted by
spike timing jitter, and that this jitter is Gaussian, we can
reduce the number of trainable parameters by a factor of
N. Specifically, at each optimization step, we can param-
eterize the n-th row in the k-th filter W) as a truncated
Gaussian function f(-) with mean /L%k) and a fixed value
of ¢. In this way, we only need to optimize the means of
the Gaussians in each row. In this formulation, the soft-
max function is no longer needed as the filter’s impulse
response is now constrained by the Gaussian function trun-
cated to the filter’s width M: £*) = W) « X such that
Ws,k) = f(usf),a2, 1,M),andn € {1,..., N}. While in
terms of speed this formulation performs on par with the one
described in Section 3.1, it offers a way to steer the model
towards specific solutions by incorporating inductive biases
into the filter design. For example, it should also be possible
to learn per-neuron standard deviations 07(11@) (although at
the expense of doubling the number of trainable parameters)
to capture each neuron’s temporal jitter and its degree of
participation in a pattern, but we leave this question to future
work.

3.4. Statistical testing

We consider a detection of the k-th pattern to be statis-
tically significant at some time step t if a?gk) >= q,
where ¢ € {1,...,T} and « is a significance criterion,

which is determined for each dataset individually. To es-
timate o, we construct 1000 random filters and get fc(()k) =

X*W(()k), k € {1,...,1000}, out of which we construct the
null distribution p(fcgk)). Computing its mean, fg, and stan-
dard deviation, o, we set « to be four? standard deviations
above the mean, i.e. o = 409 + po (Fig. 2). Depending on
the level of confidence desired, a more lenient threshold can
be chosen. Besides significance testing, « can be used for
early stopping: for example, optimization can be terminated
once a desired number of peaks in %(*) reach or exceed .

0 2500 5000 7500 10000 12500 15000 17500 0.00 0.05 0.10

Time step Density

Figure 2. Before optimization (top row) no pattern is detected as
the peaks in 2 lie below o (dotted line). After optimization
(bottom row) multiple occurrences of the pattern are detected. The
curves in the panels on the right illustrate %) as densities. Blue
curves illustrate the distribution of values in %(*) expected from a
random filter, red curve shows the distribution of responses of the
optimized filter.

4. Experiments

Since both formulations of our method perform comparably,
here we report the results obtained using the first formula-
tion. For the second formulation please refer to Appendix
E.

4.1. Accuracy performance metrics

To evaluate the model’s accuracy performance we use the
following three metrics: true positive rate — the proportion
of times a sequence is detected by the corresponding filter.
A true positive is scored when the k-th filter responds with
a significant peak in %(*) within no more than M/ /2 time
steps of the ground truth label marking the middle of a se-
quence. This margin of M//2 time steps is needed because
the response of an optimized filter to its preferred pattern is
not guaranteed to coincide perfectly with the middle of the
pattern. This is especially the case if a filter’s chosen width
exceeds the width of the pattern. False positive rate — the

*Empirically, setting o to 4 standard deviations ensures a very
low false positive rate.
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proportion of times a filter produces a significant peak to
the wrong sequence or background activity (that is when no
sequence is expressed). Finally, false negative rate — when
a filter fails to produce a significant peak in response to its
corresponding sequence.

4.2. Synthetic data

We first test our method on three synthetic datasets. To simu-
late biologically realistic spike statistics, these datasets were
constructed by embedding different spike sequences into
a matrix of background activity X € {0, 1}V *7 obtained
by permuting the rows and columns of the real mouse CA1
recording described in Sec. 4.3. To facilitate comparisons,
in all the experiments the shape of the synthetic datasets
(N = 452, T = 18137) and filters (N = 452, M = 200)
were kept the same unless indicated otherwise.

One sequence. We first consider the simplest case, in
which a datasets contains 45, 30 and 22 occurrences of a
sequence of one type (i.e. 400, 600 and 800 time steps
apart, respectively) consisting of 80 neurons, each of which
dropped with a probability of 0.2. We also add a Gaussian
temporal jitter with a standard deviation of 10, 20 and 30
time steps. This results in 9 datasets. Fig. 3 illustrates the
case with 45 sequence repetitions, dropout of 0.2 and a jitter
of 10, where our model is able to detect all the sequence
occurrences. Fig. 4 summarizes our model’s performance
on all the 9 datasets, each run 8 times.

A
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Figure 3. (A) and (B) depict the first 5000 time steps of the data
before and after sorting based on the optimized filter, whose con-
volution with the data is shown in (C). (D) and (E) show evolution
of the variance of the filter’s response and performance metrics,
respectively, over the course of optimization.

As expected, the accuracy performance degrades as indi-
vidual spike timings within a sequence occurrence deviate
more from their ideal timing (higher spike jitter) and as the
sequence occurrences become less frequent (longer inter-
sequence interval) (Fig. 4). As we show in Section 5.1, the
accuracy performance also depends on how many spikes
are dropped from the sequence (spike sequence sparsity),
and the number of neurons participating in the sequence
(sequence length).
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Figure 4. Model’s accuracy performance as a function of spike
timing jitter and inter-sequence interval (ISI). Error bars indicate
the 95% confidence intervals computed over 8 runs.

Two sequences overlapping in space. We next test the
ability of our method to detect two partially overlapping
sequences. This is a more challenging scenario because
the filters will have to compete for the neurons shared by
both sequences. We used the same parameters as in Exper-
iment 1, except that instead of 1 sequence of 80 neurons,
we embedded 2 sequences of 100 neurons (overlapping
by 50 neurons) alternating approximately every 480 time
steps. Overall, each sequence was repeated 22 times (44
repetitions in total).

Despite the partial overlap in space, the model is still able to
disentangle all the sequence occurrences correctly (Fig. 5).
We note, however, the presence of undesirable peaks in the
response of the other pattern (Fig. 5B,C), which indicates
that unidirectional patterns with shared neurons are hard to
disentangle cleanly. Although those undesirable peaks do
not reach the threshold of significance, they pose a potential
issue for the detection of short or closely adjacent sequences
with shared neurons. We leave detailed treatment of such
cases as well as further improvements of the method to
future work.
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Figure 5. The model can correctly detect all the occurrences of
two partially overlapping sequences. (A) fragment of the ground
truth (original data before permuting the rows). Response of the
first and second filter after optimization are shown in (B) and (C),
respectively.

Bidirectional sequences with full overlap in space. Our
third synthetic dataset contained two bidirectional se-
quences (i.e. expressed in both forward and reverse order),
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constructed in the same way as in the previous experiment,
but consisting of fully shared 100 neurons (Fig. 6).

0 1000 2000 3000 4000 300%
Time steps

Figure 6. The model successfully detects forward and reverse in-
stances of a bidirectional sequence. For illustration, the original
data in (A) is shown before permuting the order of neurons. Sort-
ing the permuted data with the first (B) and second (C) optimized
filter exposes the forward and reverse sequences. The lines in (D)
and (E) show the first and second filters’ responses, respectively.
The dotted horizontal line in (D) and (E) marks the significance
threshold.

Time-warped sequences. It is possible for the same se-
quence (that is, a sequence involving the same neurons, and
firing in approximately the same order) to be expressed over
more than one time scale. Our approach is robust enough to
handle mildly time-warped sequences (Fig. 7).
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Figure 7. The model detects 3 sequences one of which (top se-
quence in A) is time-warped with a factor randomly chosen from
{0.6,1.0,1.8,2.2}. Panels B, C and D show £ ke {1,2,3}.

However, if one expects significant time warping (e. g.
when the duration can vary by a factor of more than 2), we
recommend running optmizaton with ' = 1 with several
progressively larger values of M. Smaller filters should be-
come tuned to more “compressed” versions of the sequence,
while larger ones will tend to capture its slower versions.
We illustrate this on a synthetic dataset (N = 452, dropout
of 0.2, spike timing jitter of 15) with one sequence of 160
neurons which unfolds at two different speeds (the second is
3 times slower than the first). We begin by setting M = 200
and optimize the first filter. As expected, this filter only
responds to the short sequence (Fig. 8), because the longer

sequence is not fully contained within the filter’s temporal
length. Next, we set M = 600 and optimize the second
filter. After optimization, this wider filter produces higher
peaks in response to the longer sequence (Fig. 8).
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Figure 8. Handling significantly time-warped sequences (A). Fil-
ters optimized separately with M/ = 200 and with M = 600
produce a strong detection signal in response to short (B) and long
(C) versions of the sequence, respectively. The dotted horizontal
line in (B) and (C) marks the significance threshold.

Sequences of 2D place cells. Finally, we consider a syn-
thetic dataset simulating the activity of N = 169 place cells
tiling a 1.3 m x 1.3 m enclosure (Fig. 9D). As the mouse
runs in the T-maze inside the enclosure (from the bottom of
the vertical arm to either the right or the left end of the hori-
zontal arm, every 300 time steps), the place cells spike with
a probability inversely proportional to the distance between
the center of their place fields and the animal’s position (2D
Gaussian with p = (x,y), z,y € {5,...,125}, 0 = 10
cm). For each ¢t € {1,...,6000} we sample one spike. If
the spike occurs, for example, on the neuron whose place
field is centered at 95 cm up from the bottom and 15 cm
from the left wall of the enclosure, we make a square matrix
of zeros, set its element [3, 1] to 1, vectorize it and add it
to a list. Repeating this process for T' = 6000 timesteps
we obtain a matrix of size N x T, which after adding back-
ground noise and jittering the spikes produces the dataset
(Fig. 9A). Notice that the sequences appear broken because
the place fields adjacent in 2D are no longer adjacent after
vectorization. Fig. 9 (B,C).
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Figure 9. Handling 2 spatially overlapping spike sequences (blue
dots in A) of a mouse traversing place fields tiling a 130 x 130 cm
2D enclosure (D). Panels B and C show %), k € {1,2}.
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4.3. Real data

Recording from the CA1 area of the mouse hippocampus.
Next we tested the ability of our method to expose place
cell sequences in real neural data . We used a dataset® from
Rubin et al. (2019), which is a recording of CA1 neurons
of a mouse running on a linear track and collecting water
rewards dispensed at its ends.

F R »
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Figure 10. The red line in (A-D) indicates the animal’s position
on the track. (B) shows the ground truth, in which neurons of
the original dataset (A) are sorted according to their known place
fields. In (C) and (D), neurons of the original dataset are rearranged
with the indices obtained by sorting the first and second optimized
filters, respectively. The first and second filters’ responses are
shown in (E) and (F), respectively. The dotted horizontal line in
(E) and (F) marks the significance threshold.

In this experiment the position of the mouse was recorded
simultaneously with the neural activity, and so we can verify
the detected patterns against the ground truth — the ordering
of neurons based on their known place fields. A neuron’s
place fields are determined by measuring its activity across
the environment: the more a neuron fires in a particular
location, the more “preferred” that location is. As the ani-
mal goes through different locations on the track, neurons
with similar place tuning are more likely to spike together,
and this information can be used to rearrange the order of
neurons to make place cell sequences clearly visible (Fig.
10B).

With K = 2 and M = 200, our model was able to disen-
tangle the forward and backward sequences of place cells,
with peak activation of the corresponding filters exceeding
the significance threshold.

Songbird higher vocal center. We also applied our
method to a dataset recorded from the higher vocal center
(HVC) of a songbird. HVC neurons are known to produce
precisely timed sequences, which our method was able to
extract (Fig. 11).

3The dataset is available at https:/github.com/zivlab/island and
represents a binary matrix obtained by thresholding the original
Ca®" imaging data.
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Figure 11. Raw data recorded from the songbird higher vocal cen-
ter (A). Response of the first and second filter after optimization
are shown in (B) and (C), respectively. The dotted horizontal lines
in (B) and (C) marks the significance threshold.

5. Benchmarks

We compare our method’s sequence detection performance
and speed to two other recently published approaches for
which code is freely available: segNMF* and PP-Seq’.

5.1. Detection performance

To evaluate the models’ ability to detect sequences, we
construct a grid of synthetic datasets of varying difficulty by
manipulating (1) pattern sparsity (spike dropout probability),
(2) inter-sequence interval (number of time steps between
the sequences), (3) sequence length (number of neurons in a
sequence before applying dropout), and (4) jitter (standard
deviation, in time steps, by which spike timing deviates
from its ideal timing).
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Figure 12. Detection performance of PP-Seq, segqNMF and con-
vSeq (ours) on a grid of 81 datasets. Error bars indicate 95%
confidence intervals over 5 runs on the same dataset.

Occurrences of one sequence, with a unique combination
of parameters for each dataset, were embedded in the same
background activity matrix (452 neurons by 18137 time
steps) obtained by permuting the rows and columns of the

*https://github.com/FeeLab/segNMF
>https://github.com/lindermanlab/PPSeqjl
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real recording of the CA1 area of the hippocampus of a
mouse. On each of the datasets, models were allowed to run
for 100 epochs.

For PP-Seq and segNMF, ROC curves were calculated by
thresholding the posterior distribution and the factor’s tem-
poral loadings, respectively (as in Williams et al. (2020))
and, similarly, the convolution curve X in our method.

Fig. 12, suggests that, for all the models, the detection
performance is genrally better for strong (i.e. involving
relatively many neurons), dense (have a relatively low
spike dropout probability), temporally constistent (low jit-
ter) and frequent (short inter-sequence interval). However,
our method outperforms the baselines in all the conditions
tested.

5.2. Speed

We next show how our method’s run time scales as a func-
tion of dataset size compared to that of the baselines. Using
the same hardware, we ran the methods on a grid of datasets,
each with the same number of neurons and sequence prop-
erties (Appendix C), but a different number of timesteps,
T, and intensity of background activity, S, defined here as
ﬁ >~ X. Each optimization was run for 100 steps. 100 is
the default number of optimization steps in the open-source
implementations of PP-seq and segNMF'. In our model, the
same number of optimization steps was sufficient for the
Var(%(*)) term in the loss function to reach an approximate
plateau, indicating no need for further optimization.

To ensure as fair a comparison as possible, we first run
our method with GPU disabled (orange line in Fig. 13).
Compared to PP-Seq, our approach is about 32 times faster
on the largest dataset (500000 timesteps), and enabling the
GPU further reduces the run time by a factor of six.
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Figure 13. Regardless of the number of neurons (/V) and intensity
of the background activity (S), our method outperforms segNMF
and PP-Seq on the same datasets. Shades indicate 95% confidence
intervals computed over 8 runs.

5.3. Run time scaling as a function of K

In addition to comparing the run time for one pattern (Fig.
13), we compare how the run time scales as a function
the assumed number of patterns. Analogously to Section
5.1 we constructed synthetic datasets with N = 452 and
T = 18137 by embedding K € {1,...,6} sequences
(40 neurons each) into the same background activity. The
inter-sequence interval and spike dropout were set to 200
timesteps and 0.2, respectively. Each model was fitted for
100 epochs. M was set to 100.
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Number of patterns, K

Figure 14. Run time as a function of K (sequence types). Dataset
parameters: 1" = 18137, N = 452, with one sequence type of 40
neurons with dropout of 0.2, ISI of 200 time steps, and jitter of 10.
Error bars indicate the 95% confidence intervals computed over 8
runs.

Even if K is set to large values, our method still wins com-
pared to the baselines.

6. Notes on implementation, training and
hyperparameter choice

The model was implemented in Pytorch (Paszke et al., 2019)
and optimized with the Adam (Kingma & Ba, 2014) opti-
mizer with default parameters except the learning rate which
was set to 0.1 for faster convergence. For the 2D convolution
operation we used no padding in the dimension of neurons
and a padding of M//2 zeros in the time dimension to
ensure that X(*) has the same number of timesteps as the
dataset. The cross-correlation term was implemented as 1D
convolution with zero padding of size M/ /2. The total vari-
ation term smoothens the convolution %(*), We found it to
be less important for the second formulation of our method,
because the parameterization of W(*) with truncated Gaus-
sians itself has a strong smoothing effect on the correspond-
ing x(*) (Appendix D). In general, given the same dataset
and filter sizes, one optimization step takes approximately
the same time for both formulations of our method. All
the experiments were run on a Linux machine with a 64-
core AMD EPYC 7702 CPU with 503GB of RAM and an
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NVIDIA A6000 GPU with 48.67 GB of RAM. We use batch
gradient descent, since all the datasets fit entirely into the
RAM. However, implementing batched optimization (for
even larger datasets or smaller RAM) is straightforward.

Choosing K. Similarly to segNMF and convNMF, our
method still works if the number of filters K is not exactly
equal to the actual number of patterns. If K is less than the
number of patterns, the filters become tuned to the stronger
of the patterns. In the reverse situation, when K happens to
be greater than the number of patterns, some “extra” filters’
convolution curves will have a large degree of similarity,
but their peaks will not reach statistical significance (e.g.
as in Fig 15 B and E). We found that a good strategy is
to start with a conservative choice of K (e. g. K = 1),
and run optimization with progressively larger values of K
(such empirical search is realistic owing to the speed of our
method). The significance of the convolution peaks provides
a good guidance as to whether or not a particular choice of
K is good.

Consider the case in which two patterns exist in the data, and
one of them is much stronger than the other. With K = 1
the stronger of the two will be detected. With K = 2, both
patterns will be detected (i.e. the first, already detected,
one and the second). Setting K = 3 should result in still
detecting the two patterns plus some spurious “pattern” by
the third filter (whose convolution peaks should not reach
statistical significance, because the cross-correlation term
in Eq. 1 penalizes similar activations and, indirectly, filters
that are tuned to the same pattern).

%
0 1000 2000 3000 4000 5000 6000
Time steps

Figure 15. Even with K = 4, which is greater than the number of
sequences (2), and despite partial overlap in time, the second and
the third filter (C, D) detect the sequences. The extraneous two
filters’” peaks fail to reach the significance threshold (B, E).

Choosing M. As with K, M should be chosen empirically,
unless one has prior knowledge about the length of the
expected sequences. It should be noted that

1. If M is longer (more than twice the pattern’s length)
than the pattern, the share of the spikes participating in

the pattern is too small relative to background spikes,
effectively reducing the signal-to-noise ratio.

2. If M is significantly shorter than the pattern (less than
half the pattern’s length), the filter might not “see” the
pattern in its entirety, which might lead to more than
one pattern being tuned to different parts of the same
sequence (e.g. one tuned to the beginning and the other
tuned to the end of the sequence).

7. Conclusions and future directions

In this paper we have proposed a method for unsupervised
detection of spatio-temporal patterns in neural recordings
which may have practical utility in neuroscience research,
especially in situations in which no behavioral references are
available. We demonstrated that both on synthetic and real
data, our approach is able to detect multiple spike sequences,
including those that partially share neurons, or those that in-
volve exactly the same neurons but are expressed in forward
and reverse directions. Importantly, our approach is much
faster, which unlocks new possibilities for the study of struc-
tured spontaneous activity in large-scale neural recordings.
In fact, there are at least two ways in which our approach
could be made even more efficient (for example, using di-
lated and/or strided convolutions). Exploring these and other
improvements is an interesting direction for future work.
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Appendix

A. Hyperparameters

Table 1. Hyperparameters

HP Description Value
Bxcor Diversity loss weight 0if K = 1 else
10.0 (10° in Fig.
20)
Brv Total variation weight 15.2in Fig. 1,4.5
in Fig. 13, other-
wise 100.0
M Filter width (along the 200 in Figs. 1 and
time dimension) 10, otherwise 100
lrate  Learning rate 0.1
J Maximum cross- M
correlation distance
o Standard deviation of 16.0 (20.0 in Fig.

the filters’ Gaussians 20
(2nd formulation)

In general, the total variation term can be set to zero in
the formulation with truncated Gaussians (see main text),
especially with relatively large values of o. In cases that
in involve overlapping sequences (as in Figs. 5, 6 and 10).
We have also observed the need for a large weight for the
cross-correlation penalty in Eq. 1

B. Algorithms

Algorithm 1 With minimally constrained filters

Input: X, K, steps

fork € {1,..,K} do
Initialize W*)

end for

for steps do
Take a gradient step for £
Update W) ke {1,..., K}

end for

fork e {1,..,K} do
Sort the rows of W) according to the latency of the
maximum within-row value, record sorting indices s
of size N
Obtain X*) by re-ordering the rows of X with s

end for

Algorithm 2 With parameterized truncated Gaussians
Input: X, K, steps, o
fork € {1,..,K} do
forne {1,...N} do
Make a truncated Gaussian g%k) with mean p
U(1, M) and standard deviation o
Set the n-th row of W) equal to gEZ“ )
end for
end for
for steps do
Take a gradient step for £
Update MEP, ke{l,.. K}
Construct a new W(k), whose rows are truncated Gaus-
sians with u{¥), & € {1,...., K}
end for
fork e {1,..,K} do
Sort u(k), record sorting indices s
Obtain X*) by re-ordering the rows of X with s
end for

®

C. Dataset and sequence properties used for
speed benchmarks

Each dataset of N € {76,152} neurons was con-
structed out of background activity matrices with T €
{4441, 8882,13323, 17764, 22205, 26646, 100000, 500000}
timesteps and with background spiking intensity
S € {0.0015,0.0031,0.0038}. Into these background ac-
tivity matrices we embedded sequences of 40 neurons, each
with the following fixed parameters: dropout probability
of 0.2, inter-sequence interval of 200 timesteps, and the
standard deviation of spike timing (jitter) of 10 timesteps.

D. Total variation

The total variation term encourages convergence to smooth
%(k) . We found that insufficient values of BTy increase the
likelihood of a false positive (compare Fig. 16 and Fig. 17).

Ar

0 1000 2000 3000 4000 3(]d6
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Figure 16. With Sy = 1.5, the model produces false positives.
Panels D and E show the response of the first and second filters,
respectively.
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Figure 20. Same as Fig. 10 in the main text.
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Figure 17. With B8rv = 100, no false positives are present, the
filters’ responses (panels D and E) are smooth and easy to interpret.

E. Results for the second formulation of the

method
The results reported in the main text were generated using
the first formulation of our method. To illustrate that the sec-
ond method performs comparably, here we provide figures

generated using the second formulation.

40'0 0 5000

2000 3000

0 1000
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Figure 18. Same as Fig. 1 in the main text.
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Figure 19. Same as Fig. 5 in the main text.
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