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Abstract

Recent advancements in weather foundation
models—pre-trained on vast amounts of struc-
tured numerical data—have set new standards in
weather forecasting accuracy. However, their lack
of language-based reasoning capabilities leaves
a critical opportunity untapped for human-in-the-
loop analysis systems. In contrast, large language
models (LLMs) excel at understanding and gener-
ating text, but they struggle with high-dimensional
weather inputs like meteorological datasets. In
this work, we take a significant step towards bridg-
ing this gap by enabling multimodal LLMs to rea-
son over complex weather data. We address two
fundamental challenges: (1) the absence of large-
scale, multitask, multimodal datasets for weather
reasoning, and (2) the lack of methods for em-
bedding multi-channel weather data into LLM-
compatible representations. To tackle these, we
introduce a scalable data generation pipeline that
constructs diverse question-answer pairs across
a wide spectrum of weather-related tasks, from
basic lookups to advanced forecasting and ex-
treme event detection. We also leverage pre-
trained weather foundation models to extract low-
dimensional embeddings of weather fields, en-
abling their integration with LLMs. Our experi-
ments reveal that multimodal weather reasoning
is a challenging problem that current models only
partially address—highlighting the need for more
effective weather representations and richer train-
ing data to fully unlock the potential of LLMs in
meteorological applications.
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The following data provides a snapshot of
global weather patterns.

According to the provided data,
the following extreme weather
event is currently taking place: A
tropical cyclone is occurring in
the country of Puerto Rico.

Determine whether an extreme weather
event is occurring within the specified time
frame. If such an event is taking place,
provide a description of the event,
including the specific country and regions
impacted.

Model Response

Prompt

Figure 1: Aquilon pipeline for multimodal weather rea-
soning. High-dimensional weather data is encoded along-
side natural language questions, enabling a natural language
interface with meteorological data.

1. Introduction

Accurate weather modeling is an important scientific prob-
lem with wide ranging implications, ranging from agricul-
ture and disaster preparedness to transportation and energy
management (Alley et al., 2019). Traditional meteorolog-
ical systems rely on physics-based numerical simulations
(Molteni et al., 1996; Bauer et al., 2015), which are computa-
tionally expensive and typically require expert interpretation
to produce actionable forecasts, identify extreme weather
events, and assess climate risks. In recent years, machine
learning has emerged as a powerful tool in augmenting
or even replacing traditional weather modeling methods.
Foundation models for weather forecasting (Nguyen et al.,
2023; Kurth et al., 2023; Lam et al., 2023; Bi et al., 2023;
Nguyen et al., 2024) have achieved state-of-the-art perfor-
mance in medium-range forecasting. However, these mod-
els are trained solely on structured numerical weather data
(e.g., reanalysis data) and are not designed to incorporate
important information sources from other data modalities
like textual weather bulletins, observational metadata, or
weather reports from field stations. Crucially, they lack the
ability to support interactive, language-based querying or
reasoning over weather data, limiting their utility in human-
in-the-loop or decision-support systems.

Meanwhile, large language models (LLMs) have shown
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great promise across a variety of scientific domains (Birhane
et al., 2023), including drug discovery (Zheng et al., 2024;
Wu et al., 2024b), materials science (Lei et al., 2024,
Jablonka et al., 2023), and network biology (Theodoris et al.,
2023). LLMs excel at processing textual sources such as
research literature, source code (Jiang et al., 2024), and even
tabular or structured data (Zhang et al., 2024). However,
their ability to reason about numerical weather data remains
limited, particularly in domains like meteorology where the
data are not naturally represented as text.

There are several challenges that impede LLMs from effec-
tively using weather data. Meteorological data are high di-
mensional, dynamic, and complex, far exceeding the context
length of any existing LLMs. Numerical data is continuous-
valued as opposed to discrete text tokens. Textual data and
numerical weather data also describe phenomena at vastly
different spatial and temporal scales. These challenges raise
a critical question - How can we design architectures that
allow LLMs to work with multimodal weather data? While
recent advances in multimodal LLMs have shown impres-
sive capabilities in integrating text with images (Wang et al.,
2022; Alayrac et al., 2022; Li et al., 2022; Liu et al., 2023c;
Li et al., 2023; Liu et al., 2023a; 2024), video (Zhao et al.,
2022; Maaz et al., 2023; Zhang et al., 2023; Cheng et al.,
2024; Lin et al., 2024; Zhang et al., 2025), and audio (Chu
et al., 2023; 2024; Défossez et al., 2024; Wu et al., 2024a;
2025; Doh et al., 2025; Ghosh et al., 2025), these modali-
ties are not well suited for processing global, multi-channel
weather data. Recent works (Chen et al., 2024a; Li et al.,
2024; Ma et al., 2024) have applied vision-language models
to specific meteorological tasks. However, they focus on
specific applications, such as extreme weather event pre-
diction, and utilize only a limited subset of atmospheric
variables. As a result, these models are not designed for
general-purpose, multitask reasoning across diverse meteo-
rological queries, limiting their broader applicability.

In this work, we take the first step towards enabling mul-
timodal LLMs for weather applications by addressing two
fundamental challenges: (1) the absence of a suitable mul-
titask, multimodal dataset for training and evaluating such
models, and (2) the lack of effective methods for embedding
multi-channel weather data into representations compati-
ble with LLMs. To tackle the first challenge, we propose
a scalable data generation pipeline that constructs diverse
question-answer pairs across weather-related tasks of vary-
ing complexity. These tasks are designed to progressively
demand more advanced reasoning capabilities, ranging from
straightforward lookups and basic forecasting to extreme
event prediction and counterfactual analysis. We construct
our dataset by pairing ERAS reanalysis data (Hersbach et al.,
2020) — sourced from WeatherBench 2 (Rasp et al., 2024)
at 6-hourly intervals — with question-answer pairs span-
ning 7 distinct task types. This ensures a sufficiently large

and diverse dataset to support both model training and rig-
orous evaluation across a broad range of meteorological
applications.

For the second challenge, we demonstrate how pretrained
weather foundation models, such as Stormer (Nguyen et al.,
2024), can be leveraged to extract low-dimensional repre-
sentations of weather data, enabling effective integration
with LLMs. We introduce the Aquilon pipeline (Figure
1), which incorporates these embeddings into a multimodal
LLM framework, allowing the model to process both textual
questions and structured weather inputs. Through compre-
hensive experiments, we evaluate Aquilon alongside a range
of baselines, including a fine-tuned text-only LLM and the
training-free Program-Aided Language (PAL) model. We
find that while our approach shows promise on some tasks,
challenges remain in more complex meteorological prob-
lems such as extreme weather event detection. These find-
ings underscore the complexity of multimodal weather rea-
soning and highlight several directions for future research.
Our contributions include:

1. We curate a comprehensive multitask, multimodal bench-
mark dataset spanning 7 distinct weather tasks, consist-
ing of 439,900 training samples, 1,000 validation sam-
ples, and 3,344 test samples.

2. We design Aquilon, a novel architecture that integrates
low-dimensional representations from pretrained weather
models with large language models.

3. Our experiments reveal the limitations of current models
on complex meteorological reasoning tasks and highlight
clear directions for future work.

2. Related Work

Weather Foundation Models. Large-scale pretrained
weather models (Lam et al., 2023; Price et al., 2025; Bi
et al., 2023; Pathak et al., 2022; Nguyen et al., 2023; Bodnar
et al., 2024; Nguyen et al., 2024) are reshaping numerical
weather forecasting by outperforming traditional PDE-based
systems (Molteni et al., 1996) with significantly greater ef-
ficiency. However, these models are typically limited to
single-task forecasting and lack capabilities for natural lan-
guage interaction or general-purpose multitask reasoning.

General-Purpose Vision-Language Models. Vision-
language models (VLMs) (Li et al., 2021; Alayrac et al.,
2022; Li et al., 2022; 2023; Liu et al., 2023c;b;a; 2024)
have shown impressive performance on a wide range of
multimodal benchmarks. Yet, their applicability to scientific
domains remains limited. Most VLMs operate on 3-channel
RGB inputs and struggle with tasks requiring precise numer-
ical reasoning. In contrast, weather data comprises struc-
tured, multivariate fields that demand specialized architec-
tures for effective integration with LLMs.
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Multimodal Weather Datasets. Recent efforts have intro-
duced multimodal datasets for weather and earth observa-
tion. Terra (Chen et al., 2024b) pairs geo-tagged imagery
with text, but places limited emphasis on meteorological
data. ClimateIQA (Chen et al., 2024a) targets localized
extreme event detection using wind gust data, while Weath-
erQA (Ma et al., 2024) focuses on severe weather reasoning
using satellite imagery and expert discussions. CLLMate
(Li et al., 2024) aligns news articles with ERAS data for
event categorization. Despite these contributions, existing
datasets are narrow in scope, typically targeting a single task
or using only a small subset of ERAS variables. However,
weather is inherently complex, involving interactions across
many atmospheric variables and spatial scales. To address
this gap, we introduce a scalable, multitask, multimodal
dataset and benchmark, built from 69-channel ERAS data
to support diverse weather reasoning tasks.

3. Data Curation

At the moment, there does not exist a large-scale dataset
that combines structured weather data with textual or task-
specific annotations. To address this, we design a scalable
data curation pipeline.

We leverage the ERAS reanalysis dataset (Hersbach et al.,
2020), specifically from WeatherBench 2 (Rasp et al., 2024)
which provides global atmospheric data at a spatial reso-
lution of 1.5°. We include 4 surface variables and 5 at-
mospheric variables with 13 levels each, for a total of 69
channels. To create task-specific examples, we define natu-
ral language templates for each task type, with placeholders
such as location, variable, and time window. These place-
holders are filled by randomly sampling inputs, and the
corresponding ground truth is computed deterministically
using human-written code applied to the raw ERAS5 data.
To add more diversity to the training dataset, we use a small
LLM (specifically, Phi-4 (Abdin et al., 2024)) to reword
questions generated by our data curation pipeline. Figure 2
shows an example template, and a sample generated from it.

We structure the dataset around two tiers or levels of tasks.
Level 1 consists of simple retrieval and aggregation tasks,
while Level 2 includes forecasting and extreme weather
event detection tasks. Table 1 provides an overview of the
task types we implement.

To enable location-based queries, we introduce the Geolo-
cator, a wrapper around the Natural Earth dataset (Natural
Earth, 2024) that maps ERAS grid points to natural language
location names such as countries, states, and water bodies.
For extreme weather event tasks (Tasks 6 and 7), we use
records from the EM-DAT international disaster database
(Delforge et al., 2025), matching event entries by date and
location to the ERAS data.

Id Level | Task Description

1-a 1 Determine which location has the high-
est/lowest value for a variable

1-b 1 Determine maximum, minimum or av-
erage value of a variable at a location

1-c 1 Determine which location within a ge-
ofeature has the highest/lowest value for
a variable

2-a 2 Predict future value of a variable at a
location

2-b 2 Predict when a variable at a location
reaches its maximum or minimum value

2-c 2 Detect if an extreme weather event is
currently happening

2-d 2 Predict upcoming extreme weather
events based on current weather state

Table 1: Summary of curated multimodal weather tasks.
Level 1 consists of retrieval and aggregation tasks, while
Level 2 includes forecasting and extreme weather event
detection tasks.

Using our framework, we construct a dataset comprising
439,900 training samples based on weather snapshots from
1979 to 2020, 1,000 validation samples from 2021, and
3,344 test samples from 2022. For a detailed breakdown of
dataset statistics, please refer to Appendix A.1.

4. Evaluation Metrics

Since all our tasks are designed around weather tasks
with objectively correct answers, we design an evaluation
pipeline to evaluate the scientific correctness of the an-
swers produced by the models. The model answers fall into
three primary categories: numeric, temporal, and spatial
(location-based). Given that model outputs are in natural
language, we evaluate them through a multi-stage process:

1. Verification: Determine whether the model’s response
contains a relevant and valid answer, using an LLM to
assess correctness. (In this case, gpt—-4.1-mini).

2. Extraction: Extract the specific answer from the
model response using another LLM prompt.

3. Scoring: Apply scoring methods specific to the type
of question, which are detailed below.

Numeric Answers. For numeric responses, we compute
the Standarized Mean Squared Error (Std. MSE) between
the predicted and reference values. To normalize across
variables with different scales or units, we divide each MSE
by the variance of the corresponding variable in the dataset.
The final metric is the mean of these standardized MSEs
across all tasks.
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Time-based Answers. We evaluate tasks with time values
as responses using MSE. We omit the standarization step,
since all the answers are in the same units (that is, hours).

Location-based Answers. For questions whose answers are
geographic locations, we first match the extracted location
name to one of the expected entries from the NaturalEarth
dataset (e.g., mapping “USA” to “United States of Amer-
ica”). For countries, we use the country_converter
library (Stadler, 2017). For other geographic entities such as
continents and water bodies, we apply fuzzy string match-
ing (Bachmann et al., 2023), accepting matches above a
predefined similarity threshold.

To quantitatively assess the geographic deviation between
predicted and reference locations, we employ the Earth
Mover’s Distance (EMD) (Monge, 1781) as a primary evalu-
ation metric. We begin by generating surface area-weighted
masks over a latitude—longitude grid for both the predicted
and reference locations. These masks are normalized to
form probability distributions. To account for the curvature
of the Earth, we compute pairwise distances between grid
points using geodesic distance. The EMD is then calcu-
lated using the POT library (Flamary et al., 2021). As a
complementary metric, we also report Location Accuracy,
which simply measures whether the predicted and reference
location strings are an exact match.

Extreme-Weather Tasks. In order to evaluate the extreme-
weather tasks, we report two metrics: (1) F1 score, which
only assesses whether the model correctly predicts the oc-
currence of an extreme event anywhere in the world, without
considering event type or exact location. (2) Earthmover’s
Distance, which measures the agreement between the refer-
ence and predicted list of countries.

5. Methods

We evaluate the capability of language models to perform
weather reasoning by benchmarking a diverse set of archi-
tectures, ranging from training-free baselines to custom mul-
timodal large language models (LLMs). Below, we describe
each model and training setup in detail.

Pre-trained Frontier LLM. As a zero-shot baseline, we
evaluate a pre-trained frontier language model (Open Al
gpt—-4.1) onits ability to answer weather reasoning ques-
tions without direct access to any structured weather data.
The model receives only the natural language metadata and
the target question, without seeing the underlying numerical
inputs from the dataset.

PAL. The Program-Aided Language (PAL) model is a
training-free baseline designed to solve weather-related
questions by generating and executing Python code. To an-
swer a given question, PAL constructs an input prompt that

includes documentation for the Geolocator object (which
provides geographic utility functions), descriptions of vari-
ables and keys from the WeatherBench2 dataset, and the
question itself. This prompt is then passed to a pretrained
LLM (OpenAl oc4-mini (OpenAl, 2025)), which gener-
ates a Python program intended to solve the question. The
generated code is executed in a sandboxed environment,
using the relevant data from the question and the Geolo-
cator object as inputs. If the code fails—due to errors or
timeouts—PAL employs a retry mechanism. It prompts the
LLM again with additional context, such as error tracebacks
or efficiency suggestions, to regenerate and rerun the code.
This process is repeated up to a maximum of three times
(max_attempts=3).

Fine-tuned text-only LLM. To assess how well language
models can learn statistical patterns from the textual portion
of our dataset, we fine-tune a text-only LLaMA 3.1-8B
model (Grattafiori et al., 2024). The model takes as input
the natural language metadata along with the target question.
Fine-tuning is performed using LoRA with » = 32 and
o = 32. As the model is trained on our training dataset, it
can learn recurring associations and trends present in the
text. This setup serves as a strong text-only baseline.

Aquilon: Multimodal LLMs with Weather Encoders.
We propose to integrate high-dimensional weather data us-
ing pretrained encoders that convert 69-channel weather
inputs into sequences of weather embeddings. These em-
beddings replace the metadata of the weather data in the
input prompt. To delineate the time series segment, we wrap
the weather embeddings with special tokens with learnable
embeddings: <W_START> at the beginning and <W_END>
at the end. The resulting sequence—comprising both the
weather embeddings and the user’s question—is passed to
the LLM as a single input stream (see Figure 3).

1. U-Net Encoder. We use a U-Net model (Dhariwal &
Nichol, 2021) pretrained on the ERAS dataset to forecast
6 hours ahead. We use the encoder’s intermediate activa-
tions (of shape (1024, 30, 16)) by flattening and projecting
them through a two-layer MLP, resulting in 1024 tokens of
dimension 4096.

2. Stormer Encoder. Stormer (Nguyen et al., 2024) is
a ViT-style model tailored to weather forecasting. We re-
move its unpatchify layers and retain the output of the final
self-attention layer (shape (2048,1024)). These are pro-
jected via a two-layer MLP to 2048 tokens with embedding
dimension 4096.

In both models, encoder backbones remain trainable. The
LLM component is fine-tuned with LoRA using the same
configuration as the text-only baseline. This setup mirrors
approaches like LLaVA (Liu et al., 2023c) for images, treat-
ing weather data as a separate modality integrated through
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Model % Valid Outputs (1) MSE (Time Tasks, in hr?) (1) Std. MSE (Numerical) (})
GPT 4.1 88.60 573.57 328.89
PAL 95.3 759.60 0.2393
FT-LLaMA 3.1 8B 100 544.00 0.2612
Aquilon U-Net 100 507.13 0.2540
Aquilon Stormer 99.97 529.46 0.2992

Table 2: Output validity and regression metrics for numerical answers. Std. MSE stands for standarized MSE. FT-LLaMA
3.1 8B refers to a LLaMA 3.1 8B model finetuned on our training dataset.

Model \ Location Accuracy (%)(1) EMD (km) (]) Extreme Weather F1 (1)
GPT 4.1 6.8 5644.38 0.025
PAL 74.3 1684.50 0.347
FT-LLaMA 3.1 8B 29.8 4131.86 0.450
Aquilon U-Net 30.4 4121.15 0.004
Aquilon Stormer 28.0 4189.00 0

Table 3: Location metrics for location answer-based questions. EMD stands for Earthmovers Distance. FT-LLaMA 3.1 8B
refers to a LLaMA 3.1 8B model finetuned on our training dataset.

specialized encoders. All training methods are optimized us-
ing cross-entropy loss computed over the predicted answers,
conditioned on the input question and its corresponding
weather data context.

6. Experimental Results

We evaluate model performance across all task types intro-
duced in Section 3. All models, except for PAL (which is
training-free), are trained for three epochs. Tables 2 and 3 re-
port results on the held-out test set for all models described
in Section 5.

The PAL model demonstrates strong performance across a
variety of tasks. It achieves the lowest mean squared error
(MSE) on numerical questions, the lowest Earthmover’s
Distance (EMD) for location questions, and the highest
scores in both location accuracy and Extreme Weather F1.
Its advantage on location-based tasks is likely due to its
use of the Geolocator, enabling explicit reasoning over spa-
tial inputs. Aquilon models outperform all others on time
prediction tasks. However, the improvement over the text-
only LLaMA model is marginal, indicating that the current
form of weather embeddings contributes only modestly to
performance gains. It is interesting to note that all mod-
els—including Aquilon and PAL—struggle with extreme
weather detection. Notably, the text-only model achieves
the highest F1, and no model is able to correctly localize
an extreme event in most cases (see Tables 11 and 12), un-
derscoring the inherent difficulty of reasoning about rare
and spatially complex meteorological phenomena. For a
detailed breakdown of performance by task and level, please

refer to Appendix A.3.

7. Conclusion

We tackled the challenge of enabling LL.Ms to reason over
high-dimensional, complex weather data by developing a
scalable data generation pipeline and curating a large, di-
verse dataset for multimodal weather reasoning. We eval-
uated multiple baselines, including PAL—a training-free
program synthesis model—and a fine-tuned text-only LLM.
We also introduced the Aquilon architecture, integrating
pretrained weather foundation models with LLMs. While
results are promising on certain tasks, significant challenges
remain—especially in spatially grounded tasks like extreme
weather detection. Future work could improve on both the
data and modeling fronts. On the dataset side, expanding
the range of tasks and incorporating textual weather reports
or observational metadata could better support real-world
applications. On the modeling side, developing more effec-
tive, text-aware weather embeddings may offer improved
performance. Finally, extending the setting to include tem-
poral context in the input—i.e., modeling full spatiotempo-
ral sequences—presents a promising direction for capturing
dynamic weather phenomena.
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A. Appendix

A.1. Dataset Statistics

Table 4 reports the exact number of samples generated for each of the seven tasks across training, validation, and testing sets.
Tasks 1-a to 1-c belong to Level 1, simple retrieval and aggregation, while Tasks 2-a to 2-d comprise Level 2, forecasting
and extreme event detection. Each task has been allocated roughly 60,000-67,000 training instances, with smaller but
proportionally balanced validation and test sets. This split strategy ensures each task level is well represented during model
development and evaluation.

Id Level | Training Validation Test

I-a 1 66530 140 500
1-b 1 66894 157 500
I-c 1 66576 127 500
2-a 2 59866 126 500
2-b 2 60117 171 500
2-c 2 59947 135 370
2-d 2 59970 144 474
Total Level 1 | 200000 424 1500
Total Level 2 | 239900 576 1844
Overall Total | 439900 1000 3344

Table 4: Dataset statistics by task, level, and data split.

For the test set, we first randomly generate approximately 13500 test samples to ensure sufficient diversity in locations,
geographical features, and weather variables, and to maintain a balanced number of samples per task. Then, to preserve
representativeness while improving evaluation efficiency, we remove duplicate samples and discard redundant samples that
target the same location or variable. We also selectively eliminate no-event cases to increase the proportion of samples with
extreme weather events, thereby better evaluating the model’s ability to identify such events across regions and time spans.
Specifically, in Task 2-c, the proportion of extreme event samples increased from 0.071 to 0.16, with 61 extreme event cases.
In Task 2-d, it rose from 0.30 to 0.86, with 410 extreme event cases. Finally, we balance the sample counts across all tasks,
resulting in a total of 3,344 test samples. Table 4 shows the task-wise distribution of the samples across training, validation
and test sets.

A.2. Example from the dataset

The following data shows a snapshot of the global weather fields. The following data shows a snapshot of the global weather fields.
{data} {'type': 'wb2', 'variables': ['mean_sea_level pressure',
) ) '10m_u_component_of wind', 'l0Om_v_component of wind',
Based on the above data, answer the following question: '2m_temperature', 'geopotential', 'specific humidity',
'temperattre', 'u_component of wind', 'v_component of wind'],
Which {geofeature} experienced the {extremum_direction} average 'time indices': '54746:54747:1'}

{variable}?","Based on the provided data, {answer} experienced the Based on the above data, answer the following question: Which
o . . ; 8 :
{extremum_direction} average {variable} over the specified time- . . . 5
- o5 ° . continent experienced the highest average Surface temperature?
period, with an average {variable} of {answer_numeric}.
Based on the provided data, Africa experienced the highest
average Surface temperature over the specified time-period, with

an average Surface temperature of 303.5 K.

Example Template

Generated Sample

Figure 2: (left) Example Template from which samples are generated (right) A sample generated using the template.
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A.3. Addititional Results

Table 5 summarizes model performance on the test set, broken down by task level, while Tables 6, 7, 8,9, 10, 11 and 12
present detailed results for each individual task. Several notable patterns emerge:

PAL shows a stark contrast in performance between Level 1 and Level 2 tasks. It performs exceptionally well on Level 1
tasks but struggles considerably more on Level 2 tasks. This performance drop is unique to PAL—other models do not
show such a pronounced disparity between levels. Notably, PAL also generates a disproportionately high number of invalid
outputs on Task ID 3. Upon closer inspection, this issue appears to stem from PAL’s inability to correctly interact with the
Geolocator API in these instances.

More broadly, all models face significant challenges on Level 2 tasks. Task 2-c, in particular, proves especially difficult, with
no model achieving meaningful performance. Interestingly, in Task 2-d, the best-performing baseline is the one that does
not even use weather data, highlighting the complexity of this task and suggesting that the current methods for incorporating
weather information remain insufficient.
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Std. MSE on Std. MSE on EMD EMD
Model numerical tasks numerical tasks (Level 1)()) (Level 2) (1)
(Level 1) (1) (Level 2) (1)
GPT 4.1 222.87 401.15 5638.42 6495.06
PAL 0.0379 0.4439 883.24 8968.75
LLaMA3.1 8B-LoRA 0.2254 0.2969 4099.71 4368.29
Aquilon U-Net 0.2123 0.2957 4116.88 8373.66
Aquilon Stormer 0.2864 0.3121 4119.00 -

Table 5: Level-wise comparison of model performance. Std. MSE stands for standarized MSE.

Model \ Valid Outputs (%) Location Accuracy (%) Earth Mover’s Distance Score
GPT 4.1 85.00 1.40 8310.64
PAL 99.40 86.40 863.44
LLaMA 3.1 8B-LoRA 100.00 15.20 5959.11
Aquilon U-Net 100.00 13.60 6230.75
Aquilon Stormer 100.00 12.20 6293.78

Table 6: Results for task ID 1-a: Determine which location has the highest/lowest value for a variable.

Model | Valid Outputs (%) Std. Numerical MSE
GPT 4.1 63.40% 222.87
PAL 99.60% 0.0379
LLaMA 3.1 8B-LoRA 100.00% 0.2254
Aquilon U-Net 100.00% 0.2123
Aquilon Stormer 100.00% 0.2864

Table 7: Results for task ID 1-b: Determine maximum/minimum/average value of a variable at a location

Model Valid Outputs (%) Location Accuracy (%) Earth Mover’s Distance Score
GPT 4.1 86.80 12.20 2966.21
PAL 75.20 62.20 903.03
LLaMA 3.1 8B-LoRA 100.00 44.40 2240.32
Aquilon U-Net 100.00 47.20 2003.02
Aquilon Stormer 99.80 43.80 2084.21

Table 8: Results for task ID 1-c: Determine which location within a geofeature has the highest/lowest value for a variable

Model | Valid Outputs (%) Numerical MSE
GPT 4.1 86.20 401.1512
PAL 98.20% 0.4439
LLaMA 3.1 8B - LoRA 100.00% 0.2969
Aquilon U-Net 100.00% 0.2957
Aquilon Stormer 100.00% 0.3121

Table 9: Results for task ID 2-a: Predict future value of a variable at a location
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Model Valid Outputs (%) Time MSE
GPT 4.1 99.60% 573.57
PAL 95.40% 759.61
LLaMA 3.1 8B-LoRA 100.00% 544.10
Aquilon U-Net 100.00% 507.14
Aquilon Stormer 100.00% 529.47

Table 10: Results for task ID 2-b: Predict when a variable at a location reaches its maximum/minimum value

Model Extreme Weather F1 EMD (km)

GPT 4.1 0.14 6495.0567

PAL 0.101 12395.1000
LLaMA 3.1 8B - LoRA 0.00 -
Aquilon U-Net 0.00 -
Aquilon Stormer 0.00 -

Table 11: Results for task ID 2-c: Detect if an extreme weather event is currently happening

Model Extreme Weather F1 EMD (km)
GPT 4.1 0.00 -
PAL 0.404 8771.07
LLaMA 3.1 8B - LoRA 0.50 4368.29
Aquilon U-Net 0.005 8373.66
Aquilon Stormer 0.00 -

Table 12: Results for task ID 2-d: Predict upcoming extreme weather events based on current weather state
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The following data provides a snapshot of global weather The following data provides a snapshot of
PRI, global weather patterns.
{'type': 'wb2', 'variables':

['mean_sea_ level pressure', S START W AEND

'10m_u_component_of wind', . m
Vi EETEEREE G rHRel, 0fn (ErEeERmE Determine whether an extreme weather . A\ S
'geopotential’, 'specific_humidity', event is occurring within the specified time H

o 5 "o 0 S
temperaturet, ‘u component of windt, frame. If such an event is taking place,

'v_component_of wind'], 'time_indices':
193080:93081:1"'} - provide a description of the event,
including the specific country and regions Extracted

i i q impacted.
Based. on the mfor-matlon above, answer the following ) P WeatherBench 2 snapshot
question: Determine whether an extreme weather event is
occurring within the specified time frame. If such an event Processed text @
is taking place, provide a description of the event,
including the specific country and regions impacted. @ Weather

Encoder

Prompt

Tokenizer+
Embedding 7

! ! Projector

) 4
Input Embeddings [--- l ] | ] | | | | .. B | | | | | ]

global weather  patterns <W_START> <w_END> Determine whether

4

Model Response According to the provided data, the following extreme weather event is currently taking place ....

Figure 3: Overview of the Aquilon architecture. A natural language prompt containing a weather-related question and
metadata is processed into token embeddings. The corresponding WeatherBench 2 snapshot is extracted and passed through
a weather encoder and projector to produce dense weather embeddings. These embeddings are inserted into the token
stream between special <W_START> and <W_END> tokens. The combined sequence is then fed into an LLM to enable
language-based reasoning over structured weather data.
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