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Abstract001

In this work, we address the memory overhead002
of deploying Mixture-of-Experts (MoE) archi-003
tectures in Large Language Models (LLMs).004
While MoE layers improve LLM performance005
without increasing inference costs, the ever-006
growing number of experts inflates memory007
requirements, hindering practical deployment.008
Our empirical study reveals that some ex-009
perts encode redundant knowledge during pre-010
training. We thus propose a method of group-011
ing and pruning similar experts to improve the012
model’s parameter efficiency. We validate the013
effectiveness of our method by pruning three014
state-of-the-art MoE architectures, including015
Mixtral, Deepseek-MoE, and Qwen. The evalu-016
ation shows that our method outperforms other017
model pruning methods on a range of natural018
language tasks. We will release our code to019
facilitate future research.020

1 Introduction021

Large Language Models (LLMs) have achieved out-022

standing performance across various tasks by learn-023

ing a large number of model parameters on large024

amounts of data, as shown by the scaling laws (Ka-025

plan et al., 2020). In addition to increasing the026

depth of neural network models, widening neural027

networks by using the sparsely-activated mixture-028

of-experts (MoE) architecture is also proved ef-029

fective. MoE widens the feed-forward network030

(FFN) layer (one expert) by having multiple par-031

allel FFNs (experts). During forward propagation,032

only a subset of these experts is activated. Thus,033

compared to dense models, MoE models achieve034

better end-task performance and generalize bet-035

ter to new tasks without increasing computation036

costs. Notable examples of MoE models include037

Switch Transformer (Fedus et al., 2022), Mixtral-038

MoE (Jiang et al., 2024), and Uni-MoE (Li et al.,039

2024b).040

Despite significant progress in developing wider041

and deeper MoE LLMs, the increased memory con- 042

sumption due to larger model sizes (i.e., increased 043

number of experts) poses a substantial challenge 044

to the deployment of these models in real-world 045

settings. For example, storing and loading Mixtral- 046

8x7B, which has 8 experts in each of its 32 layers, 047

requires approximately 88 GB. The MoE layers 048

constitute the majority of the parameters. Adding 049

or removing even one expert in each layer can sig- 050

nificantly impact overall memory cost and model 051

performance. For example, (Lu et al., 2024) shows 052

that randomly dropping 2 experts in each MoE 053

layer reduces the memory cost by 21 GB, and de- 054

creases model performance by 7% on the MMLU 055

benchmark (Hendrycks et al., 2020). In this study, 056

we strive to seek the best trade-off between memory 057

efficiency and task performance by identifying an 058

optimal set of experts in each MoE layer to prune. 059

There have been several studies on pruning MoE 060

models. One line of work utilizes task-specific 061

information to prune irrelevant experts. For exam- 062

ple, Chen et al. (2022) prune the less frequently 063

visited experts based on experiments on a range 064

of tasks. Chowdhury et al. (2024) find that less 065

important experts usually exhibit smaller changes 066

in routing weights during the fine-tuning stage. Li 067

et al. (2024a) merge experts that are frequently vis- 068

ited by tokens of a fine-tuned dataset for pruning. 069

While effective, these methods depend on knowing 070

the target tasks. In contrast, task-agnostic pruning 071

methods that do not rely on task information are 072

more appealing and useful in real-world applica- 073

tions because they can apply to both seen and un- 074

seen tasks. However, this is more challenging since 075

there are no explicit task and data cues to guide 076

which experts are redundant. He et al. (2024) ex- 077

plore pruning experts with less visited frequency 078

in a task-agnostic calibration dataset but report a 079

significant performance drop. In comparison, Lu 080

et al. (2024) enumerate all the combinations of ex- 081

perts and prune some to achieve a minimum loss of 082
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Figure 1: Removing several experts from the original
MoE layer would not cause model collapse but improve
efficiency. Experts with similar colors share the similar
knowledge with each other. Prior works often utilize
expert access information to filter out unimportant ex-
perts. In our work, we first group different experts with
similar knowledge in the feature space, then merge them
along with the routers to prune the MoE layer. This post-
processing approach allows us to diversify the features
of each MoE layer, thereby preserving the knowledge
of the original large models as much as possible while
reducing computation and storage consumption.

reconstruction, which significantly improves per-083

formance. We illustrate the difference among these084

works in fig. 1. Although pruning MoE models085

in task-agnostic settings is of great practical value,086

this area has not been fully explored.087

In this work, we explore how to prune MoE088

models in a task-agnostic fashion. Our study is089

motivated by the finding that, given the same in-090

put, many experts respond similarly, indicating091

that these experts likely encode similar knowledge,092

and thus are somewhat redundant. We propose093

a method to improve model parameter efficiency094

by pruning redundant experts in two stages. As095

shown in fig. 3, we first identify and group sim-096

ilar experts in the feature space. Then, for each097

group, we merge experts in the weight space to098

diversify the knowledge in different MoE layers.099

We validate the effectiveness of our method by100

pruning experts for three state-of-the-art MoE ar-101

chitectures, including Mixtral (Mixtral-8x7B and102

Mixtral-8x22B), Deepseek-MoE (Deepseek-MoE-103

16B) and Qwen (Qwen2-57B-14A). The evaluation104

shows that our method outperforms other model105

pruning methods on a range of natural language106

tasks. Our contributions are summarized as fol-107

lows,108

1. We empirically validate that some experts109

within each well-trained MoE layer encode 110

similar knowledge, making them somewhat 111

redundant. 112

2. We propose a two-stage, task-agnostic method 113

for grouping and merging redundant experts, 114

which is further divided into data-centric and 115

model-centric implementation strategies. 116

3. We demonstrate the effectiveness of our 117

method by pruning experts from a series 118

of state-of-the-art MoE models, including 119

Mixtral-MoE, DeepSeek-MoE, and Qwen- 120

MoE. The results from a greedy search for 121

MoE pruning further validate the success of 122

our approach. 123

2 Related Work 124

Sparse MoEs. The Mixture-of-Experts (MoE) 125

structure is firstly applied in classical machine 126

learning models by Jacobs et al. (1991) and Jor- 127

dan and Jacobs (1994), then widely used in var- 128

ious deep learning models (Yuksel et al., 2012; 129

Masoudnia and Ebrahimpour, 2014; Zhang et al., 130

2023). Recently, some works employ the MoE 131

to scale the capacity of transformer-based mod- 132

els, especially the large language models (Shazeer 133

et al., 2017; Lepikhin et al., 2020; Zoph et al., 134

2022). It adapts the original large feed-forward 135

network (FFN) in each transformer block into mul- 136

tiple smaller FFNs, forming an expert layer with a 137

router that computes the weighted output of each 138

MoE layer. Sparse MoEs were first proposed by 139

Fedus et al. (2022). In this approach, only a few ex- 140

perts are activated in each layer, accelerating train- 141

ing and inference while significantly increasing the 142

number of parameters for greater model capacity. 143

Many sparse MoEs have been developed and open- 144

sourced within the AI community, such as Switch 145

Transformer (Fedus et al., 2022), Mixtral-8B (Jiang 146

et al., 2024), and Uni-MoE (Li et al., 2024b). Re- 147

cent studies also indicate that neural networks with 148

the MoE structure exhibit better generalization abil- 149

ity compared to dense models (Zhu et al., 2022; Li 150

et al., 2022). 151

Model Pruning. Model pruning involves removing 152

unimportant parameters from a well-trained neural 153

network to balance task performance and computa- 154

tional efficiency (Liu et al., 2018; Wang et al., 2020; 155

Liu et al., 2021). Pruning techniques can be catego- 156

rized into unstructured pruning (Liao et al., 2023; 157

Shi et al., 2024; Mason-Williams and Dahlqvist, 158
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2024), which introduces sparsity in the weight ma-159

trix by setting some parameters to zero, and struc-160

tured pruning (Lemaire et al., 2019; Fang et al.,161

2023; Shen et al., 2022), which removes entire neu-162

rons, layers, or blocks, reducing redundancy and163

being more suitable for acceleration on GPUs (Choi164

and Yang, 2021). Many efforts have been made to165

leverage model pruning techniques to reduce the166

memory consumption of neural networks, span-167

ning a range of models from conventional archi-168

tectures like CNNs (Luo et al., 2018), RNNs (Zhu169

and Gupta, 2017), and LSTMs (Ding et al., 2020)170

to modern large models such as Llama (Xia et al.,171

2023) and Stable-Diffusion (Castells et al., 2024).172

While the large amount of parameters in sparse173

MoEs benefits the model’s capacity to achieve good174

performance at the pre-training stage, the increas-175

ing memory consumption causes great challenges176

to fine-tuning different downstream tasks. In this177

paper, we work on pruning the sparse MoEs to re-178

duce redundant experts in the task-agnostic setting,179

which enhances the computational and memory ef-180

ficiency throughout the fine-tuning process, and181

scalability of deploying these models.182

3 Method183

In this section, we present our approach for prun-184

ing experts within MoE layers in large language185

models. Our goal is to identify experts that share186

highly similar knowledge and merge them, thereby187

reducing the model size and improving efficiency188

without significantly degrading performance.189

3.1 Notation and Preliminaries190

We denote F (·; Θ,W,K) as an MoE layer. Here,191

Θ = {θ1, θ2, ..., θN} is the set of parameters for N192

experts {fn(·; θn)}Nn=1, where each expert is typi-193

cally a feed-forward network (FFN). The routing194

matrix W ∈ RN×d determines which experts are195

selected for each token. K denotes how many top196

experts are chosen for each input token.197

For a token x ∈ Rd, we first compute the rout-198

ing logits to measure how well it matches each199

expert: pn(x) = eWnx∑N
t=1 e

Wtx
. Then, we select top-200

K experts, {fn(·; θn)}iKn=i1
, based on these logits.201

Finally, we compute the MoE layer’s output as202

the weighted combination of the chosen experts:203

y =
iK∑

n=i1

pn(x) · fn(x; θn).204

3.2 Task Definition 205

Previous works (Lu et al., 2024; He et al., 2024; 206

Li et al., 2024a) have shown that pruning some ex- 207

perts in MoE layers can improve model efficiency 208

in both inference and fine-tuning without causing 209

model collapse. However, an open question re- 210

mains: which experts should be removed? 211

Formally, consider a LLMM(·;F) comprsing 212

L MoE layers. Each MoE Layer F l(·; Θl,W l,K) 213

has N experts. Our objetive is to only remain r 214

experts from each MoE layer: 215

Θ̂l = Θl \ {θl
sl1
, θl

sl2
, . . . , θl

slN−r
}

Ŵ l = W l \ {W l
sl1
,W l

sl2
, . . . ,W l

slN−r
}

(1) 216

We aim to find these indices sl = 217

{sl1, sl2, . . . , slN−r} that minimizes loss on a 218

generic dataset D: 219

min
(x,y)∼D

L(M̂(x; F̂), y). (2) 220

The search space (Cr
N )L is enormous, making di- 221

rect combinatorial search intractable. 222

3.3 Measuring Expert Similarity with CKA 223

Our key insight is that experts exhibiting similar 224

behaviors likely contain redundant knowledge. By 225

identifying and pruning these redundant experts, 226

we can simplify model and improve its efficiency. 227

To quantify similarity, we use Centered Kernel 228

Alignment (CKA) (Kornblith et al., 2019) as the 229

criteria to evaluate the similarity between experts 230

in each MoE layer. Intuitively, CKA measures how 231

similarly two experts transform a shared batch of 232

inputs. For any two experts fi and fj , given a batch 233

of inputs x = {x1, x2, ..., xs}, the similarity ρij is 234

computed as follows, 235

ρij = CKA(Ki,Kj) =
HSIC(Ki,Kj)

HSIC(Ki,Ki) · HSIC(Kj ,Kj)
,

(3) 236

where Ki and Kj are kernel matrices constructed 237

from experts’ outputs on the same input batch 238

x, and HSIC is the Hilbert-Schmidt Indepen- 239

dence Criterion (Greenfeld and Shalit, 2020). 240

The definition is as follows: HSIC(Ki,Kj) = 241
1

(s−1)2
tr(KiHKjH), Ki

mn = k(fi(xm), fi(xn)), 242

H = I − 1
s11

T , and k(·, ·) is the kernel function. 243

Notably, all experts are provided with the same 244

input batch—no token distribution by the router 245

function is involved—allowing for a clearer rep- 246

resentation of the distinct knowledge each expert 247

acquires within the same layer. 248
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Figure 2: Evaluation of the expert similarity for different MoE layers in Mixtral-8x7B under two kernel-based CKA
criteria (Linear and RBF). A darker color indicates a greater similarity between experts.

We evaluate the similarity between experts in249

Mixtral-8Bx7B using 32 randomly selected sam-250

ples from the C4 pre-training dataset (Raffel et al.,251

2020). Following eq. (3), we compute expert simi-252

larity with both a linear kernel (equivalent to using253

a dot product) and an RBF kernel.254

As shown in fig. 2, darker cells indicate greater255

similarity between pairs of experts. Both kernel256

measures reveal similar patterns across layers, indi-257

cating that some experts are moderately to highly258

similar. This suggests the feasibility of pruning259

certain MoE layers. For example, in the first layer,260

experts 2 through 5 consistently show similarity261

scores above 0.7, suggesting that removing one of262

these experts would likely have minimal impact on263

overall model performance. Full evaluation results264

can be found in appendix B.265

3.4 Discovering and Merging Similar Experts266

As shown in fig. 3, our pruning strategy consists of267

two key steps to reduce the number of experts from268

N to r: (1) identifying groups of similar experts269

and (2) merging each group into a single expert.270

Discovering Similar Experts from the Expert271

Graph. We construct a unidirectional graph G =272

{V, E ,A} to cluster similar experts, where V is273

the set of nodes (each representing an expert), E274

denotes the set of edges connecting experts that275

exhibit positive similarity, and A is a weight ma-276

trix that encodes these pairwise similarities. The277

procedures for constructing A is shown as follows.278

First, we represent each expert fi by its output279

embedding on a shared calibration dataset (data-280

centric) or by its own weights (model-centric) if281

data is unavailable, asR(fi).282

Second, we calculate the weight on each edge283

of E to represent the similarity between experts, 284

i.e., A (E), using CKA (data-centric) as eq. (3) or 285

cosine similarity (model-centric). Each element 286

A (Eij) = CKA(R(fi),R(fj)) reflects how simi- 287

lar experts fi and fj are in the transformed space 288

R(f) as the previous step. 289

Last, we split G into r subgraphs {Gi}ri=1 to 290

group similar experts. The experts indexed by Vi 291

of Gi share the most similar knowledge with each 292

other and show much difference with experts in- 293

dexed by Vt of Gt, t ̸= i. This can be formulated 294

as the follows, 295

max

r∑
i=1

 ∑
j,k∈Vi

A (Ejk)−
r∑

t̸=i

∑
j∈Vi,k∈Vt

A (Ejk)

 ,

s.t.
r⋃

i=1

Vi = V, Vi ∩ Vt = ∅ for i ̸= t.

(4) 296

Our objective is to minimize the intra-group sim- 297

ilarity (first term) and maximize the inter-group 298

difference (second term) based on the pairwise sim- 299

ilarity A (Eij) based on expert i and j. 300

Merging Similar Experts To diversify the experts 301

and preserve the different knowledge learned by dif- 302

ferent models clustered in the same group (Worts- 303

man et al., 2022; Wang et al., 2022; Zhao et al., 304

2024), we merge the clustered experts with their 305

routers on the weight space as follows, 306

θ̂n ←
|Vn|∑
i=1

αiθVn(i), Ŵn ←
|Vn|∑
i=1

αiWVn(i), (5) 307

where Vn is the set of similar experts in the n-th 308

cluster Gn, and we have
∑|Vn|

i=1 αi = 1. We update 309

the MoE layer F by respectively replacing all the 310
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Figure 3: We first leverage model or data-centric strategies to obtain the expert representation, then compute the
pairwise distance to get the disparity matrix. Based on the expert similarity matrix, we can group similar experts
with shared knowledge in the same cluster, which can be merged on the weight space for pruning.

experts grouped in Gn by a single FFN expert layer311

f(·; θ̂n) and corresponding routing weights Ŵn,312

n = 1, 2, ..., N − r. The pseudo-code is provided313

in appendix G.314

3.5 Practical Considerations315

Data-Centric vs. Model-Centric Strategies. We316

propose two strategies for computing the disparity317

matrix A(E): a data-centric strategy and a model-318

centric strategy.319

For the data-centric strategy, since the full pre-320

training datasets for different models are large and321

inaccessible, we use the C4 dataset, a commonly322

used smaller pre-training subset that serves as an ef-323

fective surrogate for capturing task-agnostic knowl-324

edge of experts (Lu et al., 2024). Specifically, by325

disabling the router function, for the same input, we326

use the output of each expert as its expert represen-327

tation R(·). Then, we use the linear kernel-based328

CKA metric introduced in eq. (3) to compute the329

expert similarity and discover the similar experts330

by eq. (4). To enhance generalization and mitigate331

overfitting to the selected samples during model332

pruning, we apply data augmentation by randomly333

mixing token embeddings during the representation334

computation at the discovery stage.335

For model-centric strategy, we propose two ways336

to prune models with only expert weights, which337

encode the dataset information during the training338

process and can be a good agency for expert repre-339

sentation. One is to leverage the vectorized weights340

directly (♣). The other is to leverage the local lin-341

earity* of neural networks (Zhang and Wu, 2020)342

*In short, the ’local linearity’ property of neural networks
refers to the observation that, despite having multiple hidden

to compute the surrogate weight matrix (♠). 343

Taking the FNN f(·; θ) in Mixtral-8x7B as an 344

example, it consists of three linear layers, i.e., 345

θ = {θ1, θ2, θ3}. For input x, the output is com- 346

puted as f(x; θ) = θ2(σ(θ1x) · θ3x). Then, the 347

vectorized weight (♣) is concat{θ1, θ2, θ3}, while 348

the surrogate weights can be obtained by θ2(θ1 ·θ3) 349

(♠). Compared to vectorized weights, surrogate 350

weights are more flexible with model size, showing 351

more stable performance (see appendix D). 352

Due to the lack of data for computing the CKA 353

for distance evaluation, we replace the Ki and Kj 354

of eq. (3) with the weights of i-th and j-th experts, 355

respectively. This substitution enables us to use 356

the cosine similarity between model weights to 357

estimate the similarity between experts. 358

Merging Strategies and Trade-offs. We consider 359

three approaches in practice deciding α to merge 360

similar grouped experts. The first is to only main- 361

tain the experts with the maximum visiting fre- 362

quency and drop all the others. The second is to set 363

αi =
1

|Vn| , which uniformly assembles all the ex- 364

perts grouped. The last one is learning α to merge 365

the grouped experts by minimizing the following 366

loss function, 367

L({αn}|Vn|
n=1) = ∥y − F (x; Θ̂, Ŵ ,K)∥,

s.t. Θ̂(n) = λ(

|Vn|∑
i=1

αiθVn(i)), Ŵn =

|Vn|∑
i=1

αiWVn(i),

(6) 368

layers and non-linear activation functions, neural networks
exhibit linear behavior within a local region. This property
motivates our design of a single-layer approximation using
the surrogate weight.
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where the ground-truth is the output of original369

MoE layer y = F (x; Θ,W,K), and we jointly370

optimize λ and α for different merging groups.371

Among these three strategies, both the first and372

third require the presence of data, while the second373

is compatible with both data-centric and model-374

centric approaches. We empirically find that the375

uniform souping strategy offers more stable per-376

formance and greater efficiency in task-agnostic377

model pruning (see appendix D ). While the learn-378

ing strategy can yield slightly better performance, it379

is more time-consuming due to the need for tuning380

the parameter α.381

4 Evaluation382

4.1 Experiment Setup383

Studied Models. We take pruning three MoE-384

based architectures as an example, including the385

Mixtral, Deepseek, and Qwen. For the Mixtral386

architecture, the Mixtral-8x7B has 32 sparse MoE-387

involved layers, in each there are 8 experts. The388

Mixtral-8x22B is similar to Mixtral-8x7B but with389

56 sparse MoE layers. During the inference, each390

token will select 2 experts in each MoE layer. The391

deepseek model has 28 layers, and there are 64 ex-392

perts in each layer. Each token will pass 2 shared393

experts and select 6 experts during the inference.394

The Qwen model also has 28 MoE layers with 64395

experts in each layer but will activate 8 experts dur-396

ing the inference. We include more experimental397

details in appendix A.398

Pruning Methods. We take three advanced MoE399

pruning methods (He et al., 2024; Li et al., 2024a;400

Lu et al., 2024) as our baseline for comparison.401

Among them, router-guided merging (Li et al.,402

2024a) is initially designed for task-specific MoE403

pruning, where we set the target dataset as the404

samples from the pre-training dataset. For task-405

agnostic methods, we select the frequency-based406

pruning method Expert Trimming (Lu et al., 2024),407

also the count-guided strategy and loss-based prun-408

ing method (Lu et al., 2024), namely the Enumer-409

ate in our paper. Under the task-agnostic pruning410

setting, we disable all the fine-tuning stage of all411

methods for fair comparison.412

For our method, we respectively report the best413

results of our data-centric and model-centric meth-414

ods in pruning models. Following the previous415

setting (Lu et al., 2024), we use 128 samples in416

C4 for computation in data-centric pruning meth-417

ods, while the model-centric method doesn’t rely418

on the data. More detailed results on different im- 419

plementations of discovery and merging steps (e.g., 420

vectorized and surrogate weight strategy at the dis- 421

covery step, max or learning strategy at the merging 422

step) are provided in appendix D. 423

Evaluation Datasets. The open-sourced Language 424

Model Evaluation Harness library (Gao et al., 2021) 425

is used to evaluate the performance. We select four 426

tasks, including MMLU (Hendrycks et al., 2020), 427

BoolQ (Clark et al., 2019), OpenBookQA (Mi- 428

haylov et al., 2018), and RTE (Bentivogli et al., 429

2009). Among these tasks, MMLU is the most 430

challenging one, which consists of 57 subtasks, 431

where we present four groups, namely the humani- 432

ties, social science, stem and other. 433

4.2 Pruning the Mixtral Architecture 434

We present the results of the pruning of the Mixtral 435

architecture, including Mixtral-8x7B and Mixtral- 436

8x22B. Both have 8 experts in each MoE layer. 437

We apply different methods to prune them from 8 438

experts to 6 and 4 experts in each layer, respectively. 439

The results of the two models are shown in table 1 440

and table 2 respectively. 441

Results on Mixtral-8x7B. We can see that all our 442

proposed four strategies surpass the related works, 443

with a clear margin performance improvement of 444

1.5% on average. Compared with count-guided 445

strategy (He et al., 2024) which just drops the ex- 446

perts less visited, router-guided strategy (Li et al., 447

2024a) has a large improvement of 3.7% on av- 448

erage by merging these experts, showing that the 449

merging operation plays a crucial role in preserv- 450

ing the expert knowledge. Besides, compared with 451

count-guided and enumerate strategies (Lu et al., 452

2024) which all adopt the dropping strategy, we 453

can see that directly leveraging the expert feedback 454

rather than the routing frequency is more suitable 455

for task-agnostic pruning in MoE layers. We can 456

also notice that the model-centric method surpasses 457

all the other data-involved pruning baseline meth- 458

ods. This suggests that weights already encode 459

fruitful data information and can be deployed to 460

group experts for pruning. 461

Results on Mixtral-8x22B. In this experiment, the 462

model-centric approach achieves the best result, 463

with only a minor performance drop of 2.8% on 464

average compared to the full model. Our proposed 465

data-centric method ranks second to last, with a 466

performance gap of 0.8% compared to the runner- 467

up method. This suggests that model-centric ap- 468

proaches exhibit better robustness when pruning 469
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Table 1: Results on pruning the Mixtral-8x7B from 8 experts to 6 and 4 experts in each MoE layer. The first and
second columns respectively indicate the results of the pruned model with 6 and 4 experts.

Dataset MMLU
BoolQ OpenBookQA RTE Average

Method humanities social science stem Other
Mixtral-8x7B (Jiang et al., 2024) 60.5 77.8 58.9 74.2 85.4 34.4 71.1 66.0
Router-guided (Li et al., 2024a) 51.8/24.8 60.5/26.5 46.9/24.7 60.5/25.0 82.6/39.9 32.0/11.6 70.4/50.9 57.8/29.1
Count-guided (He et al., 2024) 49.2/36.9 59.7/45.6 45.0/35.1 58.2/43.4 77.2/76.6 33.0/26.4 56.6/55.9 54.1/45.7

Enumerate (Lu et al., 2024) 52.4/43.5 66.4/52.7 49.0/40.4 63.7/43.5 84.0/80.8 32.6/28.8 71.1/66.4 59.9/50.8

Ours Model-centric 54.4/48.1 70.2/58.5 51.8/45.2 66.8/55.2 85.6/83.7 31.4/26.2 68.9/62.4 61.3/54.2
Data-centric 56.0/48.0 73.1/57.0 52.4/43.3 68.2/54.6 86.4/83.3 31.4/28.5 69.3/67.1 62.4/54.5

Table 2: Results on pruning the Mixtral-8x22B from 8 experts to 6 and 4 experts in each MoE layer. The first and
second columns respectively indicate the results of the pruned model with 6 and 4 experts.

Dataset MMLU
BoolQ OpenBookQA RTE Average

Method humanities social science stem Other
Mixtral-8x22B (Jiang et al., 2024) 68.6 84.1 67.1 78.7 87.9 0.358 71.2 70.4

Router-guided (Li et al., 2024a) 27.3/22.7 25.4/25.8 24.4/24.0 27.9/23.4 62.8/62.7 12.8/13.0 54.2/49.5 33.5/31.6
Count-guided (He et al., 2024) 58.0/45.7 74.9/57.7 54.1/42.0 70.2/45.7 81.5/74.4 35.2/27.0 69.3/57.4 63.3/50.0

Enumerate (Lu et al., 2024) 60.4/53.9 78.0/67.2 59.5/52.3 73.0/64.2 87.4/80.5 35.0/31.1 70.1/67.9 66.2/59.6

Ours Model-centric 63.7/58.1 80.0/72.5 62.1/54.3 75.6/68.3 88.0/85.2 34.6/31.2 69.0/68.6 67.6/62.6
Data-centric 62.3/57.8 78.5/69.7 60.2/51.3 73.4/64.2 87.6/83.1 35.8/33.2 71.1/68.1 67.0/61.1
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Our Data-Centric Expert-guided
Our Model-Centric Expert-guided

Figure 4: Results on pruning the Deepseek-MoE-16B
with different strategies.

models of different scales, while data-centric meth-470

ods are more prone to overfitting on small calibra-471

tion datasets (as evidenced by the collapse of the472

route-guided method in table 2).473

4.3 Pruning the Deepseek Model474

We also evaluate the effectiveness of our proposed475

pruning method on compressing the DeepSeek ar-476

chitecture. Unlike Mixtral-MoE, DeepSeek-MoE477

features a shared expert and incorporates more fine-478

grained experts at each MoE layer. Specifically, we479

pruned the non-shared experts of DeepSeek-MoE-480

16B, reducing the number of experts from 64 to 48481

using various model pruning strategies. The results482

are illustrated in fig. 4†.483

Notably, even after pruning one-third of the ex-484

perts in Deepseek-MoE-16B, our data-centric strat-485

egy maintains an impressive average performance486

†We only show the pruning results of the Deepseek and
Qwen models on the most challenging MMLU task and the
average performance across MMLU, BoolQ, OpenBookQA,
and RTE. Full results can be found in supplementary.

of 50.9%, with only a 3.1% reduction in perfor- 487

mance compared to the full model. In the eval- 488

uation of the most challenging MMLU task, our 489

model-centric strategy demonstrates superior per- 490

formance in most cases, particularly when reducing 491

the number of experts from 62 to 52. It consistently 492

outperforms the runner-up baseline method, achiev- 493

ing a clear performance advantage of 2.6%. 494

4.4 Pruning the Qwen Model 495

62 60 58 56 54 52 50 48 46
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71

72

73

74

75

Sc
or

e
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62 60 58 56 54 52 50 48 46
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67.0

67.5
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68.5

69.0

Sc
or

e
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Average
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Our Data-Centric Expert-guided
Our Model-Centric Expert-guided

Figure 5: Results on pruning the Qwen2-57B-14A with
different strategies.

The Qwen architecture is also utilized in our ex- 496

periments. We study the Qwen2-57B-14A to eval- 497

uate the performance of different model pruning 498

strategies. We prune the experts from 64 experts 499

to 48 experts in each layer and evaluate the perfor- 500

mance on different tasks. 501

Reported in fig. 5, when pruning 1
3 experts 502

of the full model, the data-centric strategy deliv- 503

ers the best performance, outperforming both our 504

model-centric method and the count-guided base- 505
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Table 3: Evaluation results when ranging the number of
samples for expert similarity estimation. The augmenta-
tion is disabled in this experiment.

# of samples MMLU BoolQ OpenBookQA RTE Avg.
128 61.5 85.6 32.8 68.6 62.1
256 61.4 85.4 33.2 69.7 62.4
512 61.7 85.4 33.4 70.4 62.7

line method. On the MMLU task, our model-506

centric strategy achieves approximately 1.5% bet-507

ter performance compared to the runner-up one.508

4.5 Ablation Study and Discussion509

Comparison with the greedy search. To further510

demonstrate the superiority of our proposed expert511

pruning strategy, we employ a greedy search ap-512

proach to identify the optimal candidates in each513

MoE layer for pruning and compare the results with514

those obtained using our method. Specifically, we515

enumerate all possible combinations of removing516

two experts in each MoE layer, evaluate the pruned517

models on the MMLU task, and record the best518

combination for each layer. We then merge these519

results to prune the model across all layers. The520

model pruned using the greedy search approach521

achieves a performance of 62.22%, while our data-522

centric strategy achieves 61.19%, showing a com-523

parable result. We provide the full enumeration524

results in appendix C.525

On the used samples. We conduct experiments to526

study the effect of both sample size used for the cal-527

ibration dataset and augmentation in data-centric528

pruning methods. As shown in table 3, increasing529

the number of samples from 128 to 512 without530

augmentation leads to a noticeable performance531

improvement of up to 0.6%.In contrast, when com-532

paring this result with table 1, where 128 samples533

were used with augmentation, we observe an av-534

erage performance improvement of 0.3%. This535

demonstrates the importance of both sample size536

and augmentation in enhancing generalization dur-537

ing the pruning process, as discussed in section 3.5.538

On merging the routing policy.The motivation539

of our work is to diversify expert knowledge by540

merging similar experts. A key distinction of our541

approach is the merging of routing policies, which542

potentially directs more tokens to the resulting543

merged expert. To highlight the importance of544

merging routers, we evaluate the performance of545

our pruning method without merging the routing546

policies. As shown in table 4, compared with the547

results in table 1 and table 2,this results in per-548

Table 4: Evaluation results of our data-centric pruning
method without merging the routers.

# of experts MMLU BoolQ OpenBookQA RTE Avg.
4 49.1 83.3 27.4 66.4 56.5
6 60.4 84.7 31.2 67.5 60.9

Table 5: Computation cost of evaluating Mixtral-8x7B
and DeepSeek-MoE-16B on the MMLU task. Experi-
ment settings are consistent with our paper.

Model # Experts Time (s) Mem (GB)

Mixtral-8x7B
8 (Ori.) 281 125

6 241 104
4 223 83

DeepSeek-MoE-16B

64 (Ori.) 457 64
60 446 61
56 429 59
52 413 57
48 386 55

formance degradation across all tasks and different 549

numbers of experts, underscoring the crucial role of 550

simultaneously merging both routers and experts. 551

Efficiency improvement after MoE pruning To 552

demonstrate the benefits of MoE pruning, we pro- 553

vide a statistical efficiency analysis for Mixtral- 554

8x7B and DeepSeek-MoE-16B. We set the batch 555

size to 8 and evaluate the performance on the 556

MMLU task using the lm_eval library (Gao et al., 557

2021). Other settings are consistent with the previ- 558

ous experiment. As shown in table 5, pruning two 559

experts from each MoE layer in the Mixtral model 560

achieves a 1.17× speedup and a 16.8% reduction 561

in GPU memory usage. Pruning 16 experts from 562

each MoE layer in the Deepseek model reduces in- 563

ference time by 15.5% and GPU memory usage by 564

14.1%. These results highlight the computational 565

benefits of expert pruning across different model 566

scales. More analysis can be found in appendix F. 567

5 Conclusion and Future Work 568

In this paper, we work on the task-agnostic pruning 569

of sparse MoEs. We propose discovering similar 570

experts at the feature level and then merging them 571

in the weight space for MoE pruning while preserv- 572

ing as much original expert knowledge as possible. 573

This approach allows the MoE layer to maintain 574

diverse experts with different knowledge, thereby 575

efficiently reducing redundancy. 576

However, we didn’t account for the uniqueness 577

of different MoE layers during the pruning process, 578

often setting the same number of experts to be re- 579

duced across all layers. Our analysis reveals that 580

some experts have low visitation frequencies, indi- 581

cating a significant potential for further pruning. 582
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6 Limitations583

Several unexplored questions remain in our project.584

First, we designed various strategies to prune the585

MoE, and we observed that different models re-586

quire different strategies to achieve optimal post-587

pruning performance. It remains unclear what588

causes these performance differences across strate-589

gies. Second, while the learning strategy at the590

merging step can bring slightly performance im-591

provement, the cost is also large. The question of592

how to efficiently find the optimal merging coeffi-593

cients remains. Third, in our work, we prune the594

same experts across different MoE layers, despite595

each layer having varying levels of redundancy. A596

key question remains: how can we push MoE com-597

pression to its limits while maintaining acceptable598

performance?599
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A Experiment details 831

We conducted our experiments using four 80GB 832

NVIDIA A100 GPUs. 833

In our learning strategy for expert merging, we 834

used SGD as the optimizer to learn the coefficients 835

for expert merging, with the learning rate set to 836

1× 10−3. We randomly sample 128 samples from 837

the calibration set (C4) and partition them into a 838

3 : 1 ratio as the training and evaluation sets, re- 839

spectively. The coefficients were initialized as iden- 840

tity matrices and optimized over 50 epochs until 841

they converged. 842

For baseline methods and models, all usage and 843

distribution comply with the terms of their license, 844

i.e., Mixtral (Apache License 2.0), Deepseek (MIT 845

license), Qwen (Tongyi Qianwen license), lm eval- 846

uation harness (MIT license). We use Copilot to 847

help with debugging and coding. 848

B Evaluation on the expert similarity 849

Following the same setting in section 3.3, we con- 850

duct experiments on evaluating the expert similarity 851

in all MoE layers of Mixtral-8x7B and Mixtral- 852

8x22B. The results are respectively depicted in 853

fig. D1 and fig. D2. We summarize the observation 854

as follows, 855

• Most MoE layers in the two Mixtral models 856

contain significant expert redundancy. 857

• The most redundant MoE layers are located 858

in the first and last several layers, while the 859

experts in the intermediate MoE layers learn 860

more diverse features. 861

C Enumeration on the expert pruning 862

We present the full greedy search result on Mixtral- 863

8x7B in fig. D3. In detail, we first enumerate all 864

the possible combinations of dropping 2 experts 865

layer by layer, and then evaluate the model on the 866

MMLU task. For example, 66.19 in the first row 867

and third column in layer 0 indicates performance 868

while dropping the first and third expert in layer 0 869

of the Mixtral-8x7B model. 870

Although dropping most of the combinations on 871

different layers only leads to a minor performance 872

drop, we can notice that it could cause the model to 873

crash when the fourth expert in layer 1 is involved 874

during the pruning process. 875
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Table B1: Results on pruning the Mixtral-8x7B and Mixtral-8x22B from 8 experts to 6 and 4 experts in each
MoE layer. We present the results of our four strategies, namely 1) Vectorized and surrogate θ: prunable experts
discovery using vectorized or surrogate weights and merging with uniform coefficients; 2) Learn: prunable experts
discovery using vanilla data and learn coefficients to merge based on eq. (6); 3) Max: maintaining the expert in each
discovered group with the maximum visiting frequency. The first and second columns respectively indicate the
results on pruned model with 6 and 4 experts.

Dataset MMLU
BoolQ OpenBookQA RTE Average

Method humanities social science stem Other
Mixtral-8x7B 60.5 77.8 58.9 74.2 85.4 34.4 71.1 66.0

Model-centric Vectorized 54.4/48.1 70.2/58.5 51.8/45.2 66.8/55.2 85.6/83.7 31.4/26.2 68.9/62.4 61.3/54.2
Surrogate 56.8/47.1 69.7/56.4 50.9/42.2 66.0/55.0 86.9/83.8 32.6/27.0 68.5/64.6 61.6/53.7

Data-centric
Learn 56.0/48.0 73.1/57.0 52.4/43.3 68.2/54.6 86.4/83.3 31.4/28.5 69.3/67.1 62.4/54.5
Max 56.4/47.6 71.9/58.6 52.0/42.9 66.9/55.7 85.1/82.8 35.2/28.8 70.4/66.8 62.6/53.7

Uniform 56.2/47.8 72.7/57.2 52.1/42.7 68.1/54.0 85.6/83.2 32.8/28.6 68.6/66.5 62.3/54.3
Mixtral-8x22B 68.6 84.1 67.1 78.7 87.9 0.358 71.2 70.4

Model-centric Vectorized 26.7/24.2 28.5/21.7 26.9/21.3 31.7/23.8 62.0/53.6 19.6/11.4 52.0/53.1 35.3/29.9
Surrogate 63.7/58.1 80.0/72.5 62.1/54.3 75.6/68.3 88.0/85.2 34.6/31.2 69.0/68.6 67.6/62.6

Data-centric
Learn 61.4/57.9 78.3/70.1 61.2/51.4 72.8/65.0 88.2/84.9 35.6/32.7 70.5/67.3 66.9/61.3
Max 56.8/47.1 69.7/56.4 50.9/42.2 66.0/55.0 86.9/83.8 32.6/27.0 68.5/64.6 61.6/53.7

Uniform 62.3/57.8 78.5/69.7 60.2/51.3 73.4/64.2 87.6/83.1 35.8/33.2 71.1/68.1 67.0/61.1

D Results on different strategies for876

pruning877

While we report the best performance using our878

data-centric and model-centric strategies to prune879

the MoE models, we detail more results on pruning880

the Mixtral-8x7B and Mixtral-8x22B.881

1. For model-centric stratgies, we show the re-882

sults with vectorized weight and surrogate883

weight strategies to discover the similar ex-884

perts. We uniformly merge the experts and885

their routers for model pruning. In other886

words, the model-centric strategies differ at887

the discovery stage.888

2. For data-centric strategy, after we discover889

similar experts, we respectively use the learn-890

ing strategy to merge the experts with weights891

(Learn), only maintain the expert with the892

maximum visiting frequency (Max), or uni-893

formly merging different experts (Uniform).894

Thus, in this experiment, the data-centric895

strategies differ at the merging stage.896

From the results of our strategies, we can observe897

the following:898

1. Both the Vectorized and Surrogate strategies899

surpass all other data-involved pruning base-900

line methods. This suggests that weights901

already encode valuable data information,902

which can be utilized to group experts for903

pruning.904

2. When pruning relatively small models 905

(Mixtral-8x7B), the inclusion of data in the 906

pruning process improves candidate selection 907

for merging and pruning, leading to better 908

performance compared to using only model 909

weights. While the learning strategy offers a 910

slight improvement in average performance, 911

it comes at a higher computational cost com- 912

pared to using uniform coefficients for merg- 913

ing. 914

3. For larger models (Mixtral-8x22B), the model- 915

centric method outperforms the data-centric 916

method. We argue that this is due to over- 917

fitting to the small calibration dataset during 918

pruning, especially when dealing with a large 919

number of parameters. The small calibration 920

dataset cannot approximate the distribution 921

of the pre-training dataset effectively. This 922

is evident from the significant performance 923

drop observed when using the Max strategy 924

for pruning Mixtral-8x22B. 925

E Full results on pruning Deepseek and 926

Qwen 927

We present the full results of pruning Deepseek- 928

MoE-16 and Qwen2-57B-14A in fig. E4 and fig. E5. 929

It is evident that our proposed data-centric and 930

model-centric strategies outperform all baseline 931

methods in most test cases. Additionally, when 932

examining different evaluation tasks, the results on 933

MMLU show a more reliable and consistent trend 934
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Figure D1: Evaluation of the expert similarity for different MoE layers in Mixtral-8x7B under the linear kernel-based
CKA criteria.
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Figure D2: Evaluation of the expert similarity for different MoE layers in Mixtral-8x22B under the linear kernel-
based CKA criteria.
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67.07 67.13 67.17 67.11 0.00 67.18 67.04 67.13

67.12 67.11 67.04 66.92 67.18 0.00 67.08 67.19

67.18 67.18 67.10 67.04 67.04 67.08 0.00 67.07

67.21 67.26 67.09 67.13 67.13 67.19 67.07 0.00

layer 28

0.00 67.11 67.06 67.16 67.11 67.11 67.13 67.10

67.11 0.00 67.11 67.03 67.18 67.01 67.09 67.18

67.06 67.11 0.00 67.16 67.13 66.89 67.18 67.11

67.16 67.03 67.16 0.00 67.13 67.01 67.07 67.08

67.11 67.18 67.13 67.13 0.00 67.15 67.19 67.21

67.11 67.01 66.89 67.01 67.15 0.00 67.06 66.96

67.13 67.09 67.18 67.07 67.19 67.06 0.00 67.18

67.10 67.18 67.11 67.08 67.21 66.96 67.18 0.00

layer 29

0.00 67.08 67.06 67.15 67.21 67.10 67.07 67.06

67.08 0.00 67.09 67.04 67.21 67.13 67.21 67.04

67.06 67.09 0.00 67.16 67.27 67.06 67.18 67.02

67.15 67.04 67.16 0.00 67.28 67.09 67.21 67.13

67.21 67.21 67.27 67.28 0.00 67.06 67.01 67.15

67.10 67.13 67.06 67.09 67.06 0.00 66.98 67.16

67.07 67.21 67.18 67.21 67.01 66.98 0.00 67.08

67.06 67.04 67.02 67.13 67.15 67.16 67.08 0.00

layer 30

0.00 67.21 67.26 67.16 67.18 67.18 67.16 66.92

67.21 0.00 67.23 67.15 67.20 67.16 67.17 66.91

67.26 67.23 0.00 67.29 67.28 67.40 67.20 66.88

67.16 67.15 67.29 0.00 67.18 67.15 67.13 66.96

67.18 67.20 67.28 67.18 0.00 67.17 67.16 66.91

67.18 67.16 67.40 67.15 67.17 0.00 67.18 67.00

67.16 67.17 67.20 67.13 67.16 67.18 0.00 66.95

66.92 66.91 66.88 66.96 66.91 67.00 66.95 0.00

layer 31

Figure D3: Enumeration on dropping two experts.
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as the number of pruned experts increases. How-935

ever, for smaller tasks such as the RTE dataset, we936

observe some randomness in the evaluation results937

due to the limited dataset size.We did not include938

the enumeration-based method in our comparison,939

as it is time-consuming and difficult to complete940

within a limited timeframe, especially when the941

number of experts is large in these models.942

F Empirical Analysis on Expert Hints943

We analyze the change of expert hints on the cali-944

bration dataset C4, where the expert hint refers to945

the visiting frequency of the expert on the calibra-946

tion set.947

The statistic results are shown in fig. F6. We948

can see that in most MoE layers in Mixtral-8x7B,949

many pairs of experts have similar hints. In con-950

trast, pruning differentiates the hints of experts.951

Compared to directly using hints as the pruning952

goal, using expert knowledge as the pruning cri-953

terion results in more significant changes in hints.954

Additionally, the merging operation on the gate ag-955

gregates the new expert (last column) more tokens,956

further increasing the hint differences.957

G Pseudo-code implementation958

It is an NP-hard problem to solve eq. (4), where959

we can leverage the spectral clustering method (Ng960

et al., 2001) to get the approximate solution.961

Algorithm 1 Pruning algorithm for given MoE
layer

Input: The set of experts F = {f1, f2, ..., fN}
in the given MoE layer to prune, each expert
fi consisting of three layers parameterized by
θi1, θ

i
2, θ

i
3, respectively, the number of experts

to reserve r, the calibration dataset D, strategy
s.

Output: Pruned MoE layer with reduced experts
{f1, f2, ..., fr}.

1: function MOE PRUNING(MoE layer F , num-
ber of experts r to reserve)

2: Initialize G = {V, E ,A}.
3: for each i in N do
4: if s==Data-centric then
5: R(fi) = fi(Mixup(D)).
6: else if s==Vectorized weights then
7: R(fi) = {θi1, θi2, θi3}
8: else if s==Surrogate weights then
9: R(fi) = θi2(θ

i
1 · θi3)

10: for each i in N do
11: for each j in N do
12: A(Eij) = CKA(R(fi),R(fj))
13: Optimize eq. (4) on G to find r subgroup

of experts.
14: Merge experts with their routers clustered

within the same subgroup based on eq. (5).
15: return Pruned F
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Figure E4: Results on pruning Deepseek-MoE-16B.
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Figure E5: Results on pruning Qwen2-57B-14A.

Figure F6: Statistics of the visiting frequency for all
experts in different MoE layers.
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