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Abstract

Estimating causal effects from observational data
remains a fundamental challenge in causal infer-
ence, especially in the presence of latent con-
founders. This paper focuses on estimating causal
effects in Gaussian Linear Structural Causal Mod-
els (GL-SCMs), which are widely used due to
their analytical tractability. However, parameter
estimation in GL-SCMs is often infeasible with
finite data, primarily due to overparameterization.
To address this, we introduce the class of Cen-
tralized Gaussian Linear SCMs (CGL-SCMs), a
simplified yet expressive subclass where exoge-
nous variables follow standardized distributions.
We show that CGL-SCMs are equally expressive
in terms of causal effect identifiability from ob-
servational distributions and present a novel EM-
based estimation algorithm that can learn CGL-
SCM parameters and estimate identifiable causal
effects from finite observational samples. Our the-
oretical analysis is validated through experiments
on synthetic data and benchmark causal graphs,
demonstrating that the learned models accurately
recover causal distributions.

1. Introduction

Identifying causal effects from observational data is a foun-
dational challenge in causal inference, largely due to the
pervasive issue of unobserved confounding. Over the past
decades, significant progress has been made in addressing
this challenge in the non-parametric setting, culminating in
robust theoretical frameworks such as Pearl’s do-calculus,
and systematic algorithmic approaches for identification
(Pearl, 1995; Tian & Pearl, 2002; Shpitser & Pearl, 2007;
Huang & Valtorta, 2006; Bareinboim & Pearl, 2012; 2016;
Correa & Bareinboim, 2017; Lee et al., 2019; Correa et al.,
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2021; Lee et al., 2020; Correa & Bareinboim, 2024). In
particular, the problems of identifying both interventional
distributions (Lo queries) and counterfactual distributions
(L3 queries) have been extensively explored and largely
resolved in the non-parametric domain.

By contrast, the fields of econometrics and statistics have
traditionally approached causal inference under paramet-
ric assumptions, focusing on the identifiability of causal
effects in structured models—most notably in linear sys-
tems (Brito & Pearl, 2002; Tian, 2005; Chen et al., 2017;
Kumor et al., 2019; 2020; Shimizu, 2014). However, many
of these works assume either access to infinite data, partial
knowledge of distributional parameters, or the Markovian
assumption, which excludes latent confounding and can be
overly restrictive in practical settings. On the other hand, re-
cent efforts have aimed to estimate causal effects from finite
data, but these have primarily focused on non-parametric
models (Jung et al., 2021a;b).

This work seeks to bridge the gap between these two per-
spectives by addressing the problem of estimating identi-
fiable causal effects in Gaussian Linear Structural Causal
Models (GL-SCMs) using only finite observational data.
GL-SCMs are widely used for their interpretability and ana-
lytic convenience, but they often suffer from high parameter
complexity—particularly when modeling both observed and
latent confounding—making accurate parameter estimation
infeasible from limited samples.

To address this, we introduce the class of Centralized Gaus-
sian Linear SCMs (CGL-SCMs), a simplified yet expressive
subclass of GL-SCMs in which all exogenous variables are
standardized to have zero mean and unit variance. This
centralization significantly reduces the number of free pa-
rameters and enables tractable learning from finite data. Our
key contributions are twofold:

1. We prove that CGL-SCMs retain the same expressive
power as GL-SCMs with respect to identifying causal
effects from observational distributions (Th. 2.4).

2. Second, we develop a scalable Expectation-
Maximization (EM) algorithm to estimate the
parameters of CGL-SCMs from finite data (Alg. 1 and
Alg. 2), even in the presence of latent variables, which
can then be used to identify causal effects.
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2. Centralized Gaussian Linear SCMs

In this section, we first investigate the class of Gaussian
Linear SCMs and then introduce a new class of Centralized
Gaussian Linear SCMs which have the same expressive
power for effect identification from observation. In a Gaus-
sian Linear SCM, the exogenous variables are independently
sampled from normal distributions, and endogenous vari-
ables are a linear combination of their parents variables.
Next, we provide a formal definition for such a model.

Definition 2.1 (Gaussian Linear SCM). A GL-SCMis de-
fined by the tuple ((U’,e’),X,P,Fx) where (i) U ~
N (pyr, $2) is the set of exogenous confounders (X2 is
a diagonal matrix) (ii) €’ ~ N (ues, ¥2) is the set of ex-
ogenous non-confounding variables (iii) The endogenous
variables X; are then given by

Xi = Z O[jz'Xj —+ Z

X;€Pa°(X;) U, €Pa"(X;)

o Up + i + €

where Pa°(X;) are the observed parents of X;, and
Pa*(X;) are the unobserved confounding parents of X.
w; are the bias for Xj;.

Estimation of the exact parameters in such a model can be
hard, and often impossible, since the number of parameters
can be too large compared to the information available from
the observed data. In the following part of the section, we
introduce Centralized Linear SCMs, in which the exoge-
nous variables are only sampled from standard distribution
N (0, 1) and the errors are sampled from normal distribu-
tions with zero-mean. Such models can have much lesser
number of parameters compared to GL-SCMs and these
parameters can in many cases be estimated from data alone.

Definition 2.2 (Centralized Gaussian Linear SCM). A
CGL-SCM is defined by the tuple (U, ), X, P, Fx) where
(i) U: set of exogenous confounders and U ~ A(0,I)
(ii) e: set of exogenous non-confounding variables, and
€ ~ N(0, ¥2) (iii) The endogenous variables X; are then

given by
X; = Z X+ Z
UkGPa"(Xi)

X,€Pa°(X;)

aiUp + s + €5

where Pa°(X;) are the observed parents of X;, and
Pa*(X;) are the unobserved confounding parents of X;.
w; are the bias for X;.

A natural question now is how much do we lose from GL-
SCM to CGL-SCM is there any model which can be repre-
sented in GL-SCM, that cannot be modeled in CGL-SCM?
Is there an effect that can be identified in GL-SCM with
graphical assumptions and observational data, but not in
CGL-SCM. The following theorem shows that as far as ob-
servational distributions are concerned, both GL-SCM and
CGL-SCM has the same expressive power.

Theorem 2.3 (Expressivity of CGL-SCM). For any model
M’ in GL-SCM, there exists a model M in CGL-SCMwith
same causal graph such that P (X) = PM(X).

An advantage of CGL-SCM is that it can be estimated from
data when GL-SCM cannot be estimated because of the
higher number of parameters. Next, we state the most im-
portant observation that follows from the above discussion.
Suppose a query (@ is identifiable in the causal graph from
observational data in the GL-SCM M’. Now, by the defini-
tion of identifiabiity, it implies that any SCM with the same
causal graph and P(X) will result in the same result for Q).
Hence, estimating @ in the CGL-SCM with the same P(X)
gives us an estimate of ) in the GL-SCM, even though the
exact parameters of the later are impossible to know from
the available data. We formally state the theorem as follows:

Theorem 2.4 (Identification in GL-SCM). Let M’ and M
be a GL-SCM and CGL-SCM respectively, with the same
causal graph G and PM' (X) = PM(X). If a query Q is
identifiable in causal graph G, then

PM(Q) =PM(Q) (1)

All proofs and derivations are in the Appendix.

3. Estimation of CGL—SCM using Finite Data

For our problem, we assume that the causal graph is known
and that we are given finite samples from an observational
(L1) distribution. In this section, we present a procedure to
estimate the parameters of a CGL-SCM using only finite
observational data. It is important to note that the parameter
estimation problem in this setting may not have a unique
solution. However, our goal is not necessarily to recover the
true data-generating model, but rather to find a CGL-SCM
that induces the same L distribution. Once such a model is
estimated, any identifiable counterfactual or interventional
query can be computed using this estimated SCM. By Theo-
rem 2.4, the results of these queries will match those from
the original model that generated the data.

To estimate the parameters of a CGL-SCM, we adopt
the Expectation-Maximization (EM) algorithm, a well-
established method for maximum likelihood estimation in
the presence of latent variables. However, to apply EM in
our setting, we must first reformulate the CGL-SCM in a
vectorized form that aligns with the classical linear-Gaussian
framework.

3.1. CGL-SCM in Vectorized Form

Given a CGL-SCM M, we first define a matrix represen-
tation of its causal structure. Let X denote the vector of
endogenous variables, and let G be the known causal graph
over X. Construct a |X| x |X| matrix 7" where each entry
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(4, 4) is defined as:

if causal edge X; — X exists in G o)

otherwise

Next, define the matrix B to capture the total influence of
one variable on another through all directed paths in the
graph. Let d be the length of the longest path in G. The
matrix B is computed as:

d
B=I+) T 3)
i=1
This sum includes the identity matrix to account for self-
influence, which we define to have unit weight. The (i, j)-th

entry of B thus represents the total (additive) influence of
X; on X; across all directed paths in the graph.

In addition to B, define a |U| x |X| matrix C, where each
entry (4, j) gives the direct effect of exogenous variable U
on endogenous variable X ;.

Following this, the endogenous variables X in a CGL-SCM
can be written in terms of only U and ¢ in the vectorized
form as follows:

X =B"u+BTCTU + B¢ “)

3.2. Algorithm
In the E-step, we compute the distribution of U’ |
X', B, C ~ N (pyijxi, Suijx: ) Where,
puix = CB(CB)'CB+ B"B) ™! (x' — B" )
Syix =I1-CB(CB)"CB+ B"B)"'B"C"
In the M-step, we want to maximize

mazp,c,, — nlog |BTB|

N
= By | (x' = B - BTCTUY)”
i=1

(B"B)™ (x' - BT~ BTCTU)]

We apply EM Algorithm for estimating B, C' and p. Note
that naively applying EM Algorithm may resultin a B, C'
which does not satisfy the graphical constraints. In order to
do that we define masks B,, and C,,,. Let T},, be a matrix
where the element (4, j) is 1 is there is an edge X; — X.
Then B,, is defined as

d .
. 1 ifa;; >0
A= E T . = *
— m ” {O otherwise

Algorithm 1 CGL-Go
1: Inmitialization: Initialize B, C, p and , B,,, C,, as de-
fined in 3.2
2: B=I1+B-B,,
3: repeat
4:  E-step (Expectation):

C=C-Cpn

pix: = CB((CB)"CB+B"B)"' (X' —B" )

Ypijx: =1 — CB((CB)'CB + B"B)~"'(CB)"

5.  M-step (Maximization):
6:  Maximize {(B, C, u) given by

—nlog|BTB|
N . .

=S B [(XF = (BT + (CB)TU)T
i=1

(BTB)"'(X' — (BTp + (CB)'U))

7. Update B:
8:  repeat
9: for each training example X’ do
10: Compute the gradient: Vl(B,C, )
11: Update parameters: B <+ B+nVl(B,C, u)-
By,
12: end for
13:  until Convergence
14:  Update C:
15:  repeat
16: for each training example X’ do
17: Compute the gradient: Voi(B, C, )
18: Update parameters: C' < C+nVl(B,C, ) -
Cm
19: end for
20:  until Convergence
21:  Update u:

N
= % Z ((BT)_lxi - CT“Ui\Xi>
=1

22: until Convergence

where a;; and b} are the element (i, j) of A and B,, respec-
tively and d is the length of the longest path in the graph.
In C,y,, the element (34, j) is 1 if there is an edge U; — Uj;
otherwise 0. We did not find any closed form solution for
B, C' during maximization so we used gradient ascent to
find the matrices during this step. While optimizing using
gradient ascent we mask the gradients so that graphical con-
straints are maintained. The final algorithm is presented in
Algorithm 1. The derivation is shown in Appendix.

Matrix C' directly provides edge weight from each exoge-
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Algorithm 2 CGL-Edge
1: for each node X; in X do
2:  Identify a topological order 7; of endogenous vari-
ables X; connected by direct outward edge from X
using causal graph G
3:  foreach X} in X, in topological order 7; do
4: Calculate edge weight ¢,

tik = i — >

Ti(X;3) <7 (Xk)

tijbjk

5:  end for
6: end for

nous confounder in U to endogenous variables X. But
matrix B only provides aggregated weight between each
pair of endogenous variables. In order to identify matrix 7'
we use Algorithm 2.

4. Experiments

We evaluate our algorithm on synthetic datasets generated
from two synthetic Gaussian Linear SCMs. The causal
graphs, known as Frontdoor Graph (Fig. 1) and Napkin
Graph (Fig. 2) are widely studied in the causal inference
literature. For each graph, we generated 10,000 samples of
endogenous variables using its associated CGL—-SCM and
applied Alg. 1 and 2 to estimate the SCM parameters from
observational data. We then compared the resulting causal
distributions with those of the original models. Full param-
eter matrices are provided in the Appendix; representative
comparisons are shown below in Tab. 1 and 2.

4.1. Frontdoor Graph

We used following CGL-SCM M = ((U,¢),X,P,Fx)
inducing a frontdoor graph as shown in Figure 1 with p =
(03 01 02]".

Table 1. Comparing Original and Estimated Causal Distributions
for Frontdoor Graph

ORIGINAL ESTIMATED
P(X3ldo(Xs = 1))  N(1.1,1.09) N(1.1018,1.069)
P(X3|do(X; =1)) N(0.74,1.9) N(0.7391,1.881)
4.2. Napkin Graph

We used following CGL-SCM M = ((U,¢),X,P,Fx)
inducing a napkin graph as shown in Figure 2 with 1 =
(0.8 —0.9 001 —0.5]".

As we can see for both examples, estimated causal distribu-

Table 2. Comparing Original and Estimated Causal Distributions
for Napkin Graph

ORIGINAL ESTIMATED
P(Xaldo(X5 = 1))  N(0.3,1.16)  AN(0.3051, 1.1692)
P(X4|ldo(X1 =1)) N(—1.068,2.3248) N (—0.9721,2.3274)
Hormone
U,
02 T - 03
o Lung .
5 Condition "¢
€1 > X, 5 > Xo > X3 <«— €3
Smoking ’ T Lung Cancer

€2

Figure 1. Frontdoor Causal Graph with edge weights
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Figure 2. Napkin Causal Graph with edge weights

tions are very close to original distributions.

5. Conclusion

In this work, we introduced Centralized Gaussian Linear
SCMs as a tractable subclass of Gaussian SCMs that pre-
serve the identifiability of causal effects from observational
data. We demonstrated their theoretical equivalence to GL-
SCMs in terms of expressivity and identifiability and pro-
posed an EM-based learning algorithm for parameter esti-
mation, and then estimating causal effects once we know
the parameters. Through experiments on canonical graphs
like the frontdoor and napkin structures, we showed that
our method accurately recovers interventional distributions
from finite samples. Future works can explore more general
distributions or finding bounds for non-identifiable queries
from finite data.
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6. Impact Statements

This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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A. Background

It is pivotal to introduce and elucidate the concepts of intervention and identifiability—crucial aspects in the realm of
causality, integral to this paper.

Definition A.1 (Intervention). Given two disjoint sets of variables in an SCM M, Z,Y C X, the causal effect of Z on
Y, denoted as P(y|do(z)), is a function from Z to the space of probability distributions of Y. For each realization z of Z,
P(y|do(z)) gives the probability Y = y induced by deleting from the model all equations corresponding to variables in Z
and substituting Z = z in the remaining equations.

Definition A.2 (Identifiabilty). Given the set of observed variables X such that Z, Y C X the causal effect of Z on 'Y is
said to be identifiable from a causal diagram G if the quantity P(y | do(z)) can be computed uniquely from a positive
probability of the observed variables. That is, if for every pair of models M; and M> inducing G,

PM(y | do(z)) = P*(y | do(z))

whenever PM1(x) = PMz(x) > 0.

B. Proofs
B.1. Proof of Theorem 2.3

Let us take a GL-SCM M’ = ((U’,€’), X, P, Fx). The endogenous variables X; are then given by

Xi= > apX;+ Y Ui+t
X,;€Pa°(X;) UlePa*(X;)

where Pa’(X;) are the observed parents of X;, and Pa"(X;) are the unobserved confounding parents of X,;. y. are the
bias for X;. X; can be re-written as:

X; dooapXg+ Y ahuoy + 0t Uk) + i+ ey + €

X;€Pa°(X;) U, €Pa"(X;)

Z 0 X5 + Z o Uk + s + €4
XjEPCL“(Xi) UkEPa“'(Xi)

where,
U~ N(Oa I, e~ N(07 l1’2)7 Aki = a;cialzjév i = ( Z a;wu%g) + M; + et
UjePa%(X;)

This is exactly the definition of a CGL—SCM. Thus for every GL—-SCM M’ there exists a CGL-SCM M such that PM' (X)) =
PM(X).

B.2. Proof of Theorem 2.4

The proof follows directly from the definition of identifiablity, which says that if a query () is identifiable from observational
data P(V') and causal graph, then all models which match on P(V'), must match on (). Now, CGL-SCM is a subclass of
GL-SCM, and if a Q) is identifiable from P (V') and the causal graph, then it must also match in Q.

C. Derivation of EM Steps

The distributions for U and X can be written as !
U~N(0,I), e~N(0I, X=BT"u+B"C"U+ B¢

! Assume that ¢ has variance I for this part. Derivation for general W is similar.

6



Estimating Causal Effects in Gaussian Linear SCMs with Finite Data

From these, we can derive the join distribution of (U, X), after computing mean and variance

Now, the variances X7y = I (from definition). Xy x and X x x can be computed as follows:
Sux = E[(U-E[U)(X - EX]))"] = E[U(B"u+ BTCTU + B'e - BT )]
=E[UUTCB +"B] = E[UUT|CB + E[e"]B = CB
Similarly, X x x
Yxx = E[(X - EX)(X - EX)] =E[(BTCTU + BTe)(BTCTU + BT¢)"]
=E[BTCTUUTCB + BY'CTUe" B + BTeU”TCB + BTec" B]
= BTCTE[UUT|CB + B'Elee”|B = (CB)'CB + B"B

The joint distribution (U, X) can be written as
U

~N
X

In the E-step, we compute the distribution of U* | x*; u, B,C ~ N (uUi|Xi, EUi|xi) where,

0 I CB

)

B'ul |(¢B)T (¢B)TCB+ BB

By = CB((CB)"CB+ B"B) ' (x' — B"p), Syix =I1-CB(CB)"CB+ B"B)~'B"C"

The mean and variance of X* | u’; u, B, C can be computed similarly,
pxijwi = B'p+BTCTa',  Sxijw = B'B

In the M-step, we want to maximize

N
> Euillogp(x’ | U's u, B, C)]

i=1

N
= _%d log(27) — glog |BTB| - %ZE[(XZ' ~BTu— B C"UN (B"B) ' (x' = BT - BTOTUi)}
i=1

with respect to B, C,

In order to optimize this, we have to compute the third term and take expectation

N
S E[(x' - B'u-BTCTU) (B"B) " (x' - B p— BTCTUY)|

=1

N
=Y (x)"(B"B)'x' = 2(x")" B~ (1 + CTEyipi [UY)) + 1" o + 26" CTBi i [U'] + B s [(Ui)chTUZ}
=1
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The term Eyyi i [(U*)TCCTU?] can be computed as follows:

Eu [(Ui)TCCTUi] _ E[Z S ey - Ui} | x’} =SS uenEUiUL | K] = 30 e ElUiUL | X1

7 Lk 7 Lk Lk j

=Y E[UUL | %) cjen = E[UUT | x]- cCT = (BUi i i i + D) - COT
N j

J

D. Experiments
D.1. Frontdoor Graph

Following is the vectorized form of frontdoor CGL-SCM M = (U, €), X, P, Fx):

€1 0.3 0 05 0
U = [Us] ~ N(0,1) €= |ea| ~N(0,T) w=10.1 T=1({0 0 09
€ 0.2 0 0 0
1 05 045
C=[-02 0 03 B=I+Y;,T'={0 1 09
0o 0 1
X1
X = |Xo| =BTpu+BTCTU + B”e
X3

After running Alg. 1 we obtained following estimations for B, C' and p

0.3002 . X 1 0.5012 0.4491
fi = |0.0963 C=[-02149 0 02626) B=|0 1 09011
0.2007 0 0 1
After running algorithm 2 we obtained following estimation for T’
. 0 0.5012 0
T=10 0 0.9011
0 0 0
D.2. Napkin Graph
Following is the vectorized form of napkin CGL-scM M = {(U, ¢), X, P, Fx):
€1 0.8 0 01 0 O
_|Us e y ~|-0.9 10 0 09 0
U_[UG]NN(O’I) €= || ~NOI) =100 =10 0 o0 o8
€4 —-0.5 0 0 0 0
1 01 0.09 0.072
_|-02 0 01 O _ 3 4|0 1 09 072
C‘[o.a 0 0 0.4} B=I+2wT =10 o 1 o3
0 0 0 1
X3
X = ? =B"u+ BTCTU + BTe
3
X4

After running Algorithm 1 we obtained following estimations for B, C' and
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0.7994 1 0.1024 0.0920 0.0566
. 1—0.9044 G —0.1271 0 0.1665 0 B 0 1 0.8985 0.7134
H=1 00113 103389 0 0 0.4113 |0 0 1 0.7945
—0.4894 0 0 0 1
After running algorithm 2 we obtained following estimation for 7'
0 0.1024 0 0
P 0 0 0.8985 0
|0 0 0 0.7945
0 0 0 0



