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Abstract

As Al becomes more closely integrated with peoples’ daily activities, socially
intelligent Al that can understand and interact seamlessly with humans in daily
lives is increasingly important. However, current works in Al social reasoning
all rely on language-only or language-dominant approaches to benchmark and
training models, resulting in systems that are improving in verbal communication
but struggle with nonverbal social understanding. To address this limitation, we tap
into a novel data source rich in nonverbal social interactions — mime videos. Mimes
refer to the art of expression through gesture and movement without spoken words,
which presents unique challenges and opportunities in interpreting nonverbal social
communication. We contribute a new dataset called MIMEQA, obtained by sourc-
ing ~8 hours of videos clips from YouTube and developing a comprehensive video
question-answering benchmark comprising 806 carefully annotated and verified
question-answer pairs, designed to probe nonverbal social reasoning capabilities.
Using MIMEQA, we evaluate state-of-the-art video large language models (Vide-
oLLMs) and find that they achieve low accuracy, generally ranging from 20-30%,
while humans score 86%. Our analysis reveals that VideoLLMs often fail to ground
imagined objects and over-rely on the text prompt while ignoring subtle nonverbal
interactions. We hope to inspire future work in AI models that embody true social
intelligence capable of interpreting non-verbal human interactions.

1 Introduction

Social intelligence is integral to human interactions and enables nuanced understanding and com-
munication with others [48], 28] [8]]. There is increasing interest in developing socially intelligent Al
systems that can understand and interact seamlessly with humans to help them in daily lives, such as
stimulating empathic conversations in online mental health forums [[67], assisting patients in geriatric
care [27,118]], supporting children with autism spectrum conditions [32}|64], and helping educators in
classroom teaching [78]]. However, the majority of research towards socially intelligent Al focuses
on language-only data and tasks (e.g., question-answering and dialogue) [39} 163]], or multimodal
data where language is often primary and nonverbal modalities (e.g., vocal and visual expression)
are treated as second-class citizens [45} 85]]. This results in a fundamental mismatch where today’s
foundation models are strong at language understanding but have a generally poor command of
nonverbal social interactions; for example, nonverbal theory-of-mind [37], facial expression [30} 44|,
group social dynamics [68]], and egocentric goal-oriented reasoning [34] are all challenges for today’s
language and multimodal foundation models.

To address these limitations, we tap into a novel data source rich in nonverbal social interactions —
mime performances. Mimes refer to the art of expression through gesture and movement without
spoken word [95]], which presents unique challenges and opportunities for Al [60]. Since mime
performances are devoid of speech, props, and actual objects, instead relying solely on the mime’s
ability to convey messages, emotions, and narratives through nonverbal communication, Al models
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[ Grounding J Cobjecl Recognition )

What is the person in the black shirt holding?

A: The person is holding a heavy object, likely a stone.

S [Scene—LevelJ LTemporul Reasoning ]
v What caused the person reading a book to trip?

granularity

A: The person tripped over a heavy object left by someone.

[GIobaI-Level] C Social Judgment )

How do the person'’s actions demonstrate his personality?

A: He is a mischievous person, as he pranks people walking by.

Figure 1: MIMEQA is a new benchmark testing nonverbal social reasoning in multimodal large language
models, with 101 videos of mimes (the art of expression through gesture without spoken words), and 806
question-answer pairs at three levels: 1) grounding the imagined object or activity, 2) scene-level understanding,
and 3) global-level questions on holistic social comprehension. Most models achieve only 20-30% accuracy.

must have an acute understanding of human behavior, theory of mind, and the ‘imagined’ objects
and actions they convey. Furthermore, mimes often depict complex interpersonal relationships and
affective states from nonverbal interactions alone, without explicit narration and dialogue.

To systematically assess proficiency on these tasks, we create a benchmark called MIMEQA, obtained
by sourcing 221 mime videos spanning 8 hours of content from Youtube, annotating each video
with questions ranging from local grounding tasks to broader theory of mind and social norm
understanding, and meticulous verification of the annotations, resulting in 101 videos and 806 QA
pairs. We benchmark state-of-the-art open-source and closed-source VideoLLMs and find that the
overall accuracy ranges mostly from 20% to 30%, while humans perform 86%. Our extensive
error analysis and ablations point to fundamental shortcomings of VideoLLMs’ social and visual
understanding capabilities, as common failure modes include failing to recognize imagined objects,
misinterpreting nuanced social cues, and hallucinating responses based on the text input. We release
our benchmark and evaluation framework athttps://github. com/MIT-MI/MimeQA|to drive future
research toward verbal and nonverbal social intelligence in Al systems.

2 Theoretical Grounding & Related Work

Building socially intelligent AI involves creating agents that can sense, perceive, reason about, learn
from, and respond to the affect, behavior, and cognition of other agents (human or artificial), and is a
key part of Al as it becomes increasingly involved in our everyday lives [48]]. To push the frontiers
of socially intelligent Al a rich body of work has examined various modalities, including language,
video, audio, and more. For example, Gandhi et al. [22] evaluates the capabilities of Al to model
human mental states from language to predict human goals and future behavior. Related work has
also focused on extracting fine-grained visual features from gaze [70} 87]], expressions [91} 92], and
body language [81) 158, 84, 46]]. Multimodal approaches have also been proposed to provide more
holistic human intent understanding [435] 44, |49]]. Wilf et al. [77] evaluate video understanding of
social situation via question-answering, Jin et al. [35]] evaluate theory of mind question answering on
human household activities, and Li et al. [41] evaluate human intent understanding in videos.

Recent advances in large multimodal models have shown impressive video understanding capabili-
ties in various domains, such as egocentric understanding and navigation [47]], multimedia content
analysis [42], and human language understanding [44,[74]. State-of-the-art enterprise models, such
as Google Gemini [25] and GPT-4 [1]], and open-source models such as Qwen-VL [61]] and LLaVA-
Video [88]] have long context windows capable of handling video and audio inputs. These multimodal
models have significantly improved performance on recent challenging video question-answering
benchmarks [55] 147,162, [19]]. Despite significant progress, most existing models rely primarily on
the language modality [44], resulting in commonsense biases in question prompts and, in extreme
cases, good performance even without access to video at all [52]]. Consequently, there is a lack of
benchmarks that effectively evaluate the social intelligence of Al beyond language.
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( Grounding the Imagined)

Activity Recognition

What is the person doing on the street?
A: The person is playing the violin.

Object Recognition

What is the person holding in his hands?

Scene-Level Understanding

Temporal Reasoning.

What happened after the person on the
left reached out to his friend?

A: He tried to get his friend onto the train,
but both of them ended up falling off it.

Affect Recognition

/i o
How is the man standing on the left
feeling towards the man with a hat?

A: The man on the left likely feels annoyed
and frustrated by the man wearing a hat.

Intention and Behavior

Why did the man ask the woman to
look the other way?

A: He asked her to look the other way so
that he could steal her food.

A: He is holding a newspaper or a magazine.

Global-Level Understanding

Working Memory
How has the relationship between the

mime and the children changed over time?

A: The children were initially awkward, but
soon later they began happily playing.

In what ways does the group demonstrate
courage at the end of the video?
A: They show courage by fiercely fighting in
war, undeterred by the fallen comrades

Theory of Mind

[ )
o 4

How would the group of people feel
at the end of the video?

A: The people would feel disappointed
and tired as they did not win the race.

Figure 2: Examples of MIMEQA question types. Left: Grounding the imagined questions includes recognizing
the activity or pretend object that the mime is acting out. Top right: Scene-level questions include temporal
reasoning about a localized sequence of events, affect recognition questions about the emotional state of the
characters, and intention and behavior questions that require interpreting the goals and motivations within a
scene. Bottom right: Global-level questions involve working memory questions that probe understanding of the
plot beyond localized sequences, social judgment questions about how the characters’ actions adhere to cultural
and social norms, and theory of mind questions about the characters’ beliefs, desires, and motivation.

Mime performances serve as a good case for measuring nonverbal social intelligence. Mimes, or
pantomimes when the performance has a coherent narrative, are often considered a peripheral form
of communication due to their independence of speech and lack of structured conventions [50, 51]].
Nevertheless, pantomimes have a crucial place in developing the human’s natural language system;
they are often seen as the fundamental building block to human language evolution, where systematic
grammatical systems arise from increasingly complex gestural interaction over time [38, 53} 194, [16].
From a cognitive development perspective, Arbib [3| 4] posits that pantomimic gestures are crucial
in the development from “language-ready” to “language use” brains, and studies have found that
pantomime understanding is related to causal reasoning, working memory, and theory of mind
capabilities [2,[24]]. In human everyday communication, the highly iconic and transparent nature of
pantomimic gestures leads to their frequent use in language-restrained settings, such as language
impairment [17} 26], cross-cultural communication [S7, 96], and neurodivergent communication
[82]. Thus, mime performance presents a rich and untapped source for benchmark nonverbal social
understanding in modern Al systems. While some prior works used mimes for evaluating action
recognition [76} [11], to our best knowledge, MIMEQA is the first dataset to use mime performances
to holistically evaluate multimodal foundation models’ nonverbal social intelligence.

3 MIMEQA Dataset

We operationalize the opportunities and challenges of building nonverbal social intelligence through
mime videos in a new open-ended video question-answering benchmark called MIMEQA. This
benchmark consists of questions that evaluate social understanding at varying levels, from basic
perception to complex reasoning about social dynamics across the full video.

3.1 Question Hierarchy

The MIMEQA questions are structured into three levels across the temporal scale, progressing from
low-level visual recognition to scene-level interpretation and global-level cognitive reasoning. See
Figure 2| for example questions for each category.

Grounding the Imagined. An important element of mime performances is its use of abstract
iconic gestures or body movements to convey an imagined object or activity [95]]. For example,
a movement of flapping one’s wings may represent a flying bird. These gestures are grounded in
humans’ embodied experience, and understanding their meaning is crucial for mimic communication
[23,194]. To measure the VideoLLMs’ capabilities to ground these imagined objects and actions, our
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Figure 3: Dataset construction pipeline: 1) Collecting videos from YouTube with various search terms that
are summarized by the word cloud. 2) Annotating approximately 6 grounding and scene-level questions and 4
global-level questions per video, removing 120 videos in the process. 3) Verifying the annotated questions and
answers, with 97.58% verifier agreement.

first level of questions involves recognizing basic visual elements in the mime performance, such
as objects and activities. This foundational perceptual information is a precursor for higher-level
reasoning about interactions and intentions, as shown by Sibierska et al. [69].

Scene-Level. This level moves beyond perception to examine social interactions within a short
video segment. Inspired by previous benchmarks [80} [77] and cognitive development research [9],
we define three categories to assess fine-grained social understanding at the scene level.

» Temporal reasoning [73] requires structuring events into a causal chain linked by logical necessity
and transitivity. This category involves identifying sequences of events in a scene and their
temporal-causal relationships, beyond mere event ordering.

* Affect recognition [59] involves identifying and analyzing emotional states through nonverbal
cues. Other than static emotion classification, this category also requires detecting subtle emotional
shifts, group sentiment, and changes in expression.

¢ Intention and behavior understanding [7] involves inferring the motivations behind actions and
interpreting how observed behavior reflects unobserved internal goals and mental states.

Global-Level. This level assesses the ability to synthesize and reason social information across
multiple scenes. Unlike scene-level understanding, it prioritizes organizing and weighing social
cues to form higher-order interpretations rather than isolated moments. Drawing from research on
non-linguistic narrative comprehension [6, 40, 2], we define three categories to evaluate global social
intelligence.

* Working memory [13] involves retrieving, integrating, and reasoning information across the entire
video. Beyond single events, these questions require the ability to determine the relevance of past
information, recall key events, and synthesize a coherent narrative.

* Social judgment [36] involves evaluating behaviors, assessing personality traits, and identifying
social constructs like rapport, trust, and cooperation. This category requires comparing observations
to social norms and counterfactual alternatives, highlighting unexpected or abnormal behavior.

* Theory of mind [5] measures the ability to infer beliefs, goals, and perspectives. This abil-
ity enables perspective-taking, reasoning about unseen motives, and anticipating how different
individuals understand the same situation.

3.2 Dataset Construction

We summarize our dataset construction pipeline in Figure [3]and detail individual steps below.

Video collection. We collect videos from YouTube using various search terms that include the
keyword “mime”, downloading up to 50 videos per keyword. See Figure|3|for a word cloud of the
search terms. We restrict video durations to between one and ten minutes. Additionally, we only
select videos licensed under Creative Commons. This process yields a dataset of 221 videos.

Video validation and annotation. We asked two human annotators familiar with the question
hierarchy to generate questions for each video, along with one-sentence answers to the question. The
annotators are provided with a comprehensive description of the question hierarchy alongside a few
examples per category. To ensure a diversity of categories, for each video, the annotators are asked
to annotate approximately six scene-level questions, four global questions, and as many grounding
questions as relevant, although the actual number of questions may vary based on the video. For
grounding and scene-level questions, we asked them to provide start and end timestamps denoting
the segment that the question is referring to. During the annotation process, annotators eliminated
videos that lack a plot, are too difficult to understand, or explicitly involve language such as song
lyrics or verbal explanations. We use the VGG Image Annotator [[15] for all annotations.
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Figure 4: MIMEQA dataset statistics. Distribution of video lengths shows the range of short to long timescales.
The distribution of the number of questions per video shows that each video is densely annotated, and the
distribution of the number of questions per category is balanced.

Annotation verification. After an annotator has created a set of questions and answers for a video,
a second person who has not seen the video verifies the quality of the annotation. The verifier is
asked to watch the videos, answer the set of questions, and compare their answer with the originally
annotated ground truth. The verifier then marks whether the two answers are consistent or otherwise
provides suggestions to refine the questions. Finally, we manually review the verification results,
remove any questions with inconsistent answers to avoid ambiguity, and refine the questions based
on suggestions. By the end of this process, we reduced the original set of questions to 806 questions.
See Figure [3|for an illustration of the dataset construction pipeline.

3.3 Dataset Statistics

Figure [4] contains MIMEQA’s dataset statistics. The videos are densely annotated, with 806 total
questions and most videos having more than five questions. MIMEQA has balanced questions
across categories, with over 70 questions for each global category and over 100 questions for each
local category. We provide additional analysis on MIMEQA'’s gender, cultural, and human behavior
diversity in Appendix [B.1]

4 Experiments

In this section, we evaluate closed and open-source VideoLLMs on the MIMEQA dataset. We detail
the evaluation setup, present quantitative results, and conduct error analysis to understand model
behavior in non-verbal social reasoning.

4.1 Experimental setup

We evaluate state-of-the-art closed- and open-source VideoLLMs on MIMEQA based on performance
on video understanding benchmarks [[19,[79]. For closed-source, we selected Gemini-1.5-Pro [23],
Gemini-2.5-Pro [12]], and GPT-40 [1], and we selected open-source models Qwen2.5-VL [61]],
LLaVA-Video [89], InternVL2.5 [[10], and VideoLLaMA3 [86]. We use a standardized prompt,
where we introduce the task of understanding mimes and subsequently ask a question, potentially
including timestamps if it is a grounding or scene-level question. For models that do not natively
support video input, we uniformly sample a number of frames with timestamps attached to the frames.
See Appendix [C.5|for the evaluation prompt template and Appendix [C.2]for model settings.

To evaluate the model accuracy on our open-ended QA task, we use GPT-4o for LLM-as-a-judge [90]
to automatically verify the model response against ground truth answers. A response is considered
correct if it is semantically equivalent to the annotated ground truth. We evaluate the LLLM grader
quality on a sample of 352 questions and find that the automated grader aligns with a human grader
92.0% percent of the time. See Appendix for LLM grader prompt.

4.2 Results

We report the performance of open-source and closed-source models in Table[I] All models achieved
low performance on the dataset: the open-source models achieve approximately 20% average accuracy,
whereas GPT-40 achieves 31.3% and Gemini-2.5-Pro obtains 38.3%, significantly below the human
baseline of 86.0%. This highlights the continued challenge for current models in visual abstraction
and recognizing subtle social cues. In general, models perform better on global-level questions than
on scene-level and grounding questions, suggesting that models struggle more with fine-grained
video understanding compared to grasping the overall context of a video. Notably, models perform
especially poorly on the grounding category, indicating a significant limitation in models’ abstract
visual cognition on imagined objects. GPT-40, Gemini-1.5-Pro, and Gemini-2.5-Pro outperform
open-source models by a factor of 2-3x across most categories.



Table 1: Model accuracies on vision-language and language-only inputs across different questions.
VL=Video and text, L=Text only. Avg=Average overall performance. GI=Grounding the Imagined, I=Intention,
AR=Affect Recognition, T=Temporal, ToM=Theory of Mind, SJ=Social Judgment, WM=Working Memory.

| Grounding Scene-Level | Global-Level
Model Ag [ __GI I [ AR T | ToM | S WM

VL L [ VL L VL L VL L VL L VL L VL L VL L
Qwen2.5-VL [61] 20.1 132 ] 66 95 | 158 89 |23.6 144143 6.1 |387 293|333 184 194 13.0
LLaVA-Video [89] 194 172 | 95 7.3 133 133|259 236 | 82 11.2 | 26.7 267 | 39.1 253 | 195 182
InternVL2.5 [10] 21.6 206 | 7.3 5.8 1222 17.1 | 282 259 | 153 122 | 320 32.0 | 333 437 | 156 156
VideoLLaMA3 [86] 222 195 | 7.3 95 | 133 12.0 | 345 247 | 133 122 | 413 36.0 | 31.0 31.0 | 22.1 20.8
GPT-4o0 [1] 31.3 181 ] 190 6.5 | 285 146299 224|306 102|453 320|437 333|351 156
Gemini-1.5-Pro [25] 30.6 133 | 204 58 | 228 10.8 | 345 17.2|30.6 82 | 427 200|402 230|337 117
Gemini-2.5-Pro [12] 383 155|284 44 |31.6 108 | 437 19.5|28.6 122 | 54.7 320 | 51.7 253 | 39.0 130

Human 86.0 - 89.8 - 87.3 - 83.9 - 88.8 - 933 - - 76.6 -

To assess language bias in our dataset, we ablate the effect of video information by evaluating all
models on text-only input, excluding video. We observe that models achieve higher accuracy on
global-level questions than on scene-level ones without access to video. For example, without video,
InternVL2.5 achieved 43.7% accuracy on the Social Judgment category, but only 5.8% on Grounding.
This bias in global-level questions likely arises because some questions often include additional
context to avoid referring to specific video segments, making it easier for models to infer information
from annotations alone. Among open-source models, we observe an accuracy drop of 1-7% when
transitioning from video to text-only evaluation. Interestingly, open-source models do not always
benefit from video input. For example, both Qwen2.5-VL and VideoLLaMA3 observe a drop in
accuracy in the Grounding category when provided with video, suggesting they struggle to integrate
visual information effectively in question answering. In contrast, GPT-40, Gemini-1.5-Pro, and
Gemini-2.5-Pro demonstrate significantly better video comprehension, showing substantial accuracy
improvements across all categories when provided with video input.

4.2.1 Improving Model Performance on MIMEQA

In this section, we attempt two distinct approaches to improve model performance on MIMEQA:
supervised finetuning and the integration of explicit pose-based information. We also experimented
with chain-of-thought prompting [75] in Appendix which yielded no gains in accuracy.

First, we evaluated whether supervised finetuning could enhance nonverbal social reasoning. From
Table |2} we observe that finetuning the 72B Qwen2.5-VL model [61]] on 80% of the MIMEQA
benchmark improved overall accuracy from 22.5% to 26.6% on the held-out test set, reaching a
level comparable to proprietary models like Gemini-1.5-Pro. The most significant gains occurred
in categories requiring higher-level social reasoning, such as Intention (18.8% to 28.1%), Theory
of Mind (44.4% to 55.6%), and Working Memory (23.5% to 47.1%). This suggests finetuning
effectively improves the model’s comprehension of nonverbal human behavior. However, Grounding
performance remained low at 7.1%, indicating persistent challenges in inferring mimed objects and
motivating our next experiment.

Table 2: Fine-tuned vs. base Qwen2.5-VL on per-category accuracy. FT = fine-tuned. GI = Grounding the
Imagined, I = Intention, AR = Affect, T = Temporal, ToM = Theory of Mind, SJ = Social Judgment, WM =
Working Memory. Finetuning Qwen2.5-VL on MIMEQA improves overall performance on test set.

Model Avg  Grounding Scene-Level Global-Level
GI I AR T [ToM SJ] WM

Qwen2.5-VL  22.5 7.1 188 167 174 | 444 474 235

Qwen2.5-FT  26.6 71 28.1 194 174 | 556 31.6 471

To address the models’ persistent low performance in grounding imagined objects and actions, we
explored whether incorporating explicit human pose information as input could enhance performance
on MIMEQA. We used PoseC3D [14], a skeleton-based action recognition model trained on the
NTU RGB+D [66] dataset, to generate timestamped action labels for a 30% subset of MIMEQA at
10-second intervals. We retained only action predictions with confidence scores above 60%, which is
chosen arbitrarily after manually checking a sample of the recognition results. These action labels
were then included as additional input to the evaluation prompt of a Qwen2.5-VL-72B model. The
prompt explicitly noted that the action recognition results are potentially unreliable.



Table 3: Cross-dataset generalization results. We report the average accuracy improvement from a five-fold
cross-validation between MIMEQA, Social-IQ 2.0, and IntentQA. Models finetuned on MimeQA show good
generalization to Social-IQ 2.0 and IntentQA, while models trained on other datasets struggle on MIMEQA.

MimeQA Test Social-IQ Test IntentQA Test

Finetuned on MimeQA 3.5% +31% 1.2% + 3.0% 2.6% + 1.6%
Finetuned on Social-1Q 2.0 [77] 0.4% + 2.3% 1.0% + 2.3% N/A
Finetuned on IntentQA [41] 1.1% + 3.4% N/A 3.7% + 1.2%
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Figure 5: Transfer analysis between MIMEQA and Social-IQ 2.0 [77]. Models fine-tuned on MIMEQA
consistently generalize well to Social-IQ 2.0, while training on Social-1Q 2.0 yields little to no gains on MIMEQA.
This highlights the distinct nonverbal social reasoning required in MIMEQA that is transferrable to other tasks.

This approach yielded a discernible trade-off. We saw a marginal decline in overall accuracy from
16.84% to 16.16% on this subset of MIMEQA. Notably, performance on fine-grained perceptual tasks
improved, with accuracy on Grounding the Imagined increased from 2.33% to 6.98%, and Working
Memory rose from 14.29% to 23.81%. Meanwhile, performance on higher-level social inference tasks
dropped, with Theory of Mind decreasing from 52.17% to 34.78% and Social Judgment from 34.48%
to 24.14%. We posit that the performance declines can be attributed to model hallucinations induced
by inaccurate or overly literal action labels from the perception module, especially since PoseC3D
has a limited number of 60 action labels. For example, a quarrel between actors is sometimes
misclassified as “nausea or vomiting condition”, which misled the model during reasoning.

Nevertheless, the improvement in the Grounding category represents a critical gain not achievable
through supervised fine-tuning alone. This finding suggests that integrating explicit perception mod-
ules is a promising avenue for resolving fundamental grounding challenges in MIMEQA. However,
future work must develop more sophisticated integration strategies that preserve low-level grounding
benefits without compromising the model’s capacity for high-level social reasoning.

4.2.2 Studying Transfer Between MIMEQA and Other Social Intelligence Tasks

To assess how well the nonverbal social reasoning skills learned from MIMEQAtransfer to other
tasks, we performed a cross-dataset generalization experiment with two other social intelligence
benchmarks: Social-1Q 2.0 [[77] and IntentQA [41]]. For each source dataset, we conducted five-fold
cross-validation, finetuning a 7B Qwen2.5-VL model on four folds (80%) and validating on the
remaining fold (20%) in each split. This allows us to measure both the finetuned model’s in-domain
performance (e.g., trained on MIMEQA, tested on MIMEQA) and its ability to generalize to the other
two tasks. Since Social-1Q 2.0 and IntentQA are multiple-choice question-answering datasets, we
adapt them to open-ended QA by using the correct choice texts as the target answers.

The results, summarized in Table[3] demonstrate the strong transferability of the skills learned from
MIMEQA. On the Social-1Q 2.0 test, the model finetuned on MIMEQA achieves an average accuracy
improvement of 1.2%, which is comparable to the 1.0% improvement from fine-tuning on Social-IQ
2.0 itself. Similarly, on the IntentQA test, the MIMEQA-finetuned model shows a 2.6% improvement,
only slightly lower than the 3.7% gained from finetuning on IntentQA directly. These findings show
that the nonverbal social understanding learned from MIMEQA effectively generalizes to broader
social tasks. Conversely, models finetuned on Social-IQ 2.0 and IntentQA yielded much smaller
accuracy improvements on MIMEQA at only 0.4% and 1.1%, respectively. Finetuning on MIMEQA
offers significantly greater (p < 0.05) improvement of 3.5% on its own test set, highlighting the
distinct nonverbal reasoning required by our benchmark.



Story Hallucination: generated answer is unrelated to video plot
Q: How is the woman's hope different from the reality?

The woman dreamed of having a loving family and living with her loved ones, but V/
tragically lost her family to gunfire.

Gemini She begins with aspirations in conducting an orchestra, but she then plays the
violin and piano, highlighting her hope of conducting is different from her reality. love for family gunfire loss of family

Imagined Objects: errors due to failed imagined object perception
Q: From 00:56 to 01:07, what caused the boy to lie on the ground?

The boy lay on the ground after the girl threw a firecracker, which he didn’t notice, V/
resulting in him getting injured.

Gepini The flower pot fell on his head, causing him to lie on the ground.

@ throws firecracker walks in gets injured
Nuanced Signals: lack nuanced understanding of human behavior
Q: Does the man enjoy reading books?

The man probably does not enjoy reading books, since everytime he reads he turn
to play video games.

Gemini Yes, the mime performs the action of picking up a book, reading it, laughing with
enjoyment, then crying at a sad scene. reads book does not like it plays game

Language Bias: model infer answer from text rather than video

Q: How do the surgeons' actions align with their professionalism?

They were unprofessional, as they used phones during surgery, leading to a phone V/
accidentally left inside the patient and ultimately causing the surgery to fail.

Gemini The surgeons exhibit professionalism by performing surgery, carrying a stretcher,
and mourning the patient's death. surgery phone call surgery fails

Figure 7: MIMEQA model error examples. We identify four common error categories. Top-Bottom. Story
hallucination errors are when the model’s response is unrelated to the video plot. Imagined objects denote errors
where the model misidentifies the imagined objects. Nuanced signals denote instances of the model lacking
a nuanced understanding of human behavior. Language bias denotes errors when the model is misled by the
framing of the question and ignores the video.

To further investigate these performance differences, we progressively finetuned Qwen2.5-VL on
increasing subsets (25%, 50%, 75%, 100%) of the MIMEQA and Social-1Q 2.0 train sets. As shown
in Figure 3] increasing the training data from MIMEQA consistently improves accuracy on its own
test set, while training on Social-IQ 2.0 yields negligible gains. We hypothesize this gap occurs
because the verbal nature of common real-world videos in Social-IQ 2.0 means they often lack the
expressive body language central to mime performances. In fact, finetuning on Social-IQ 2.0 did lead
to improvements on Theory of Mind (21.1% to 27.6%) and Intention (8.8% to 11.7%) questions,
particularly on questions with sufficient grounding context. However, Social-IQ finetuning degraded
performance in categories requiring precise interpretation of mimed actions: Temporal accuracy
dropped from 9.1% to 7.0%, and Working Memory fell from 17.0% to 14.2%. This drop was often
caused by increased hallucination. For example, when asked “Why did the person on the left lose
what he was holding?”, the MIMEQA-tuned model correctly identified a quarrel, whereas the Social-
[Q-tuned model misinterpreted the action as a dance routine. Thus, the social cues in Social-IQ 2.0
can be insufficient and even detrimental for tasks demanding robust nonverbal understanding.

Overall, our results demonstrate that finetuning on MIMEQA yields consistent and transferable gains
across diverse social reasoning benchmarks, highlighting its unique contribution of social information
not captured by existing datasets.

4.3 Error Analysis Error Types
We highlight the main sources of errors by Hallucinasory Other
the VideoLLMs on MIMEQA, focusing on Language
Gemini-1.5-Pro. We plot the distribution 13.9%6-6% Bias
of sources of errors in Figure[6] 13:6%
Story hallucination from missing lan-
din, One common pitfall 40.2% 23.8%
guage grounding. p Imaginary Nuanced

pf today’s best models on MIMEQA is hal- Objects Signals

lucinating an answer that is plainly dis-

connected from the performance narrative.

Due to the abstract and nonverbal nature Figure 6: Error types distribution. We annotate the error
of mime performances, VideoLLMs may types for 20 videos and plot the distribution.



interpret narratives in ways that deviate from commonsense. Figure [/|contains an example where
the mime is acting as a woman who, initially living peacefully with family, tragically lost her family
during a war. However, Gemini-1.5-Pro misunderstands the narrative and hallucinates that the mime
is conducting an orchestra, which is completely unrelated from the video.

We hypothesize that the model hallucinations Table 4: Model performance on videos with and with-
stem from the lack of language grounding in out text. Text in the video frames is detected automat-
mime performances, which provide no verbal ically with manual verification. All models except for
context as in existing social video datasets with LLaVA-Video have significantly improved performance
spoken communication. To test this hypothesis, ©n videos containing text.

we examined how model performance varies be-

tween videos containing meaningful text—such Model _ With Text Without Text
as hand-held signs or banners indicating the Qwen2.5-VL [ol] 24.6 15.5
topi . LLaVA-Video [89] 19.2 19.5
opic of the performance—and those without X
. InternVL2.5 [10] 229 20.3
text. We sample frames from videos at one . .
VideoLLaMA23 [86] 27.1 17.3
frame per second and use EasyOCR [33] for text :
. . GPT-40 [1] 37.9 24.5
detection. A human then verifies the detected L .
! . . Gemini-1.5-Pro [25] 35.2 26.0
text, filtering meaningless texts like watermarks. o -. 5 5 pro 2 44.8 31.8

We report model accuracy on videos with and
without text in Table E} We observe that most models, with the exception of LLaVA-Video, achieved
higher accuracy on videos containing text, which highlights their dependence on language modality
and explains their poor performance on MIMEQA.

Additionally, we investigate whether providing video titles as supplementary language context
improves model accuracy. We select Qwen2.5-VL for experiment, and we report the results in Table
[3l where we observe that incorporating titles in the input prompt enhances accuracy across most
categories. These results highlight a fundamental limitation: models heavily rely on language cues
for social commonsense reasoning. To advance nonverbal social intelligence, we must rethink visual
cognition in multimodal foundation models, ensuring better alignment of social signals across diverse
modalities, especially when verbal information is not present.

Table 5: Model performance with and without video title provided. T: text prompt includes title.
Avg=Average performance across all questions. GI=Grounding the Imagined, I=Intention, AR=Affect Recog-
nition, T=Temporal, ToM=Theory of Mind, SJ=Social Judgment, WM=Working Memory. Qwen2.5-VL’s
performance improves across almost all categories when given the title.

Grounding Scene-Level Global-Level
Model Avg GI I AR T ToM SJ WM
Qwen2.5-VL (with title) 24.3 10.2 215 21.8 204 453 368 312
Qwen2.5-VL (without title)  20.1 6.6 158 23.6 143 387 333 194

Failure to interpret imagined objects. Understanding mime performances requires the audience
to imagine invisible objects or activities from fine-grained gestures and body language [69]. Our
analysis suggests that models struggle to perceive imagined objects, leading to downstream reasoning
errors in MIMEQA. For example, in Figure[7] a girl throws a firecracker on the ground, causing a
boy to fall and appear injured. However, the model incorrectly identifies the firecracker as a flower
pot. We also observe that the accuracy of Grounding is often positively correlated with correctness in
other question categories (see Appendix [B.3).

To assess the impact of misperceived imagined objects on reasoning accuracy, we qualitatively
analyze sample questions and examine how model responses change as object references become
more explicit. We provide a representative example in Figure [§] In this example, when initially
asked what happens after the man in the video raises his hands, Gemini-1.5-Pro provides an incorrect
response, misinterpreting the mime’s action as holding a trapeze. However, when the question is
augmented with a clear description of the imagined objects, which are two children the man lifts
onto his shoulders, Gemini-1.5-Pro now correctly responds that the mime is juggling them in the
air. Building upon prior studies critically examining foundation models’ abstract visual cognition
[29, 183|165, [72]], our findings highlight the need for better human-AlI perception alignment [54] to
advance multimodal social intelligence.



welcomes children children on shoulder Juggles children in air

Q: What happened after the man raised  increased Q: What happened after the man lifted
his hands in the air? reference the two children?

A: He grabbed hold of the trapeze, and improved A: He juggled the two children in the air
swung back and forth. accuracy and catched them.

v

Figure 8: Failure to interpret imagined objects impacts model’s MIMEQA accuracy. In this example, adding
explicit reference to imagined objects in question allows Gemini-1.5-Pro to correctly answer the question.

Lack nuanced understanding of social signals. While models perform relatively well on Social
Judgment and Theory of Mind compared to other categories, a closer examination reveals frequent
errors stemming from a lack of nuanced understanding of human social signals. Figure[7]illustrates
such a case: a man begins reading a book but eventually loses interest and switches to playing a game.
When asked whether the man enjoys reading, Gemini-1.5-Pro incorrectly responds affirmatively,
relying on a naive interpretation of his initial reading behavior rather than recognizing his loss
of interest. These global-level questions require models to integrate various local signals into a
comprehensive narrative, highlighting the limitations of VideoLLMs in the complexity of social
reasoning. Therefore, there is a need for research on fine-grained social reasoning which has been
relatively understudied [48],49].

Language bias over video content. Finally, we observe that models often infer answers based on
the question prompt rather than the video content, making them prone to biases in language inputs.
For example, in Figure[7] the mimes depict a scene where surgeons use their phones during surgery,
accidentally leaving one inside the patient, resulting in their death. However, Gemini-1.5-Pro blindly
and incorrectly identifies the surgeons as acting professionally, relying on prior assumptions and
biases from its language pretraining rather than interpreting the visual narrative. This analysis is
further supported by models’ text-only accuracy results in Table [T] which show that, particularly
for open-source models, performance improves only marginally when video context is provided
alongside the question text. This suggests that VideoLLMs’ reliance on the question prompt rather
than genuine video understanding.

The above findings underscore the need for multimodal models that effectively integrate all input
modalities on language rather than over-rely on language, as also observed in other works [20].
Additionally, while social bias in language models has been widely studied [43l [21], our results
emphasize the need to understand and mitigate how these biases transfer to multimodal social
tasks, given the models’ dependence on language.

5 Conclusion

Our MIMEQA benchmark highlights the crucial need for video LLMs to move beyond linguistic
bias by integrating deeper non-verbal understanding for socially intelligent Al. By proposing mime
understanding as a novel evaluation setting, we introduce a challenging yet valuable benchmark that
requires models to interpret human gestures, emotional dynamics, and social interactions without
explicit spoken dialogue. Our fine-tuning experiments reveal that while targeted training can improve
higher-level social reasoning capabilities, fundamental challenges in grounding imagined objects
persist. The asymmetric transfer patterns between MIMEQA and an existing social benchmark
demonstrate that MIMEQA captures distinct aspects of social cognition, with mime-trained models
generalizing well while models trained on conventional social datasets show minimal improvement on
mime understanding. Our comprehensive analysis presents new research directions toward advancing
the next generation of verbal and nonverbal socially intelligent foundation models.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our core contribution is our benchmark of mime performance videos, which
we use to evaluate the nonverbal social understanding of foundation models. Our claim
that large vision language models fall short of human-like nonverbal understanding is
substantiated by experiments in Section 4]

Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in Appendix [A]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: Our paper does not have theoretical results.
Guidelines:
* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Details on the multimodal foundation models and hyperparameters that we
used for inference and supervised finetuning are in Appendix [C|

Guidelines:
* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.
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(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We have released our data and code at https://github.com/MIT-MI/MimeQA.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Experiment settings for inference and supervised finetuning are detailed in
Appendix [C]
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.
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* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: For experiments involving open-source models, we run multiple seeds.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Details on the compute resources are in Appendix [C.4]
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
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10.

11.

Answer: [Yes]

Justification: We have carefully reviewed the code of ethics and discussed any potential
harms of our work in Appendix [A]

Guidelines:
¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Appendix [A]for a discussion of potential societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our dataset poses little risk as the dataset is sourced from YouTube videos
under Creative Commons license.

Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: In Section[3] we explicitly mention that the dataset is sourced from YouTube
videos under Creative Commons license.

Guidelines:
» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: In Section |3 we thoroughly document the question hierarchy.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
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14.

15.

16.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: We used human annotators to construct MIMEQA. The details are mentioned
in Appendices[A]and
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not conduct research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: Our work evaluates the performance of large vision-language models on
our proposed dataset and describes experiments involving these models in Section ] and
additional details in Appendix

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.
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* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Limitations, Ethics Statement and Broader Impact

In this paper, we focused on benchmarking Al models beyond linguistic cues by exploring the domain
of mimes — a uniquely rich form of nonverbal, embodied human communication. However, there
are many other expressive, human-centered interaction modalities that remain underexplored and
present promising avenues for future research, including interactive art installations, dance, cultural
performances, and musical expressions. These domains offer distinct affordances for evaluating and
enhancing AI’s capacity for social understanding. Additionally, our current dataset is limited in size,
and developing effective training methods that can achieve robust social reasoning from small data
regimes remains an open challenge. Finally, the cultural and demographic contexts reflected in our
benchmark primarily represent Western societies, and semantic subtleties vary across cultures [31]].
A crucial direction for future work is to broaden the cultural scope of MIMEQA to encompass a more
diverse range of social norms, behaviors, and modes of expression across global communities.

All human annotations and verifications, both for dataset construction and analysis, were conducted
by the authors. Details of the annotation instructions can be found in Appendix D} All video data used
in this article are publicly available under Creative Commons license, and none of the annotations
contain personally identifiable information. MIMEQA is released under a CC-BY-NC-SA 4.0 license
and is intended solely for research purposes.

Developing rich nonverbal social reasoning is crucial for Al systems to interact effectively with
humans and enhance well-being. While our work aims to advance this capability, we acknowledge
the potential risks associated with such advancements, including applications in mass surveillance
that could infringe on individual privacy. We support efforts to mitigate potential misuse and to
ensure that socially intelligent Al systems are developed and applied responsibly.

B Additional Results

B.1 Diversity Analysis of MIMEQA

We acknowledge that the interpretation of mime performances may be influenced by cultural con-
text and perceived gender of the performer. To understand the cultural and demographic biases in
MIMEQA, we randomly sampled 25% of the videos in the dataset and manually annotated two
attributes using both the video content and its title/description: 1) whether the cultural context ap-
peared Western or non-Western, and 2) the perceived binary genders (male/female) of the individuals
depicted. Our analysis indicates that 56% of the sampled videos reflect non-Western cultural contexts,
with many sources originating from Asian regions. In terms of gender, 88% of videos feature at least
one male participant, and 68% include at least one female participant. A majority of videos contain
both male and female participants. Thus, although MIMEQA was not explicitly curated to enforce
cultural or gender diversity, these findings suggest a reasonably balanced representation across both
dimensions, with no dominant cultural or gender skew.

We further elaborate on the diversity of non-
verbal social cues in MIMEQA. We examined

the reference answers for the “Grounding the %ng " - pl’ulehangdlr;g
Imagined” category and extracted all words end- perforning | © § 8 3 eatlin g
ing in “-ing,” yielding a list of action-related placing act 1;n . playi ing
terms. After removing mime- or performance- = 1o

specific words (e.g., “pretending,” “portraying”), - E

we obtained 68 unique action keywords, compa- W ag S

rable to the range found in many action recog-

nition datasets. We provide a word cloud of the S mo k 1 n VD1
. . X . xamining Clothing changing yping

action keywords in Figure [3] To further esti-

mate the diversity of actions in MIMEQA, we Figure 9: Word cloud of actions in MIMEQA. There

ran PoseC3D [14], an action recognition model are 68 distinct action keywords in MIMEQA’s answers,

trained on the NTU RGB+D dataset [66], on indicating its human behavior diversity.

10-second clips from a 30% subset of MIMEQA

videos. Out of 60 possible action categories, the model identified 46 distinct actions across the subset.

While this is only a proxy measure, we believe it reflects the broad range of perceived nonverbal

behavior captured in MIMEQA.
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B.2 Does Chain-of-Thought Improve Accuracy on MIMEQA?

We additionally experiment whether model accuracy on MIMEQA could be improved with chain-of-
thought (CoT) prompting [[75]. To integrate CoT prompting, we add the following line to the end of
evaluation prompt.

"Think step by step to answer the question. Format the
final answer in a separate sentence like ’The answer is X’."

We report the results in Table[] Overall, although CoT prompting slightly improves Qwen2.5-VL's
accuracy on MIMEQA, for most models it slightly decreases performance. Taking a closer look, we
find that, for example, GPT-40 with CoT prompting tends to hallucinate more for the Grounding the
Imagined, Temporal Reasoning, and Affect Recognition categories, thereby leading to performance
drop. This finding is in line with prior work [71]] that shows CoT is not always helpful for tasks which
lack symbolic reasoning.

Table 6: Model performance on MIMEQA with and without chain-of-thought (CoT). We find that CoT
yields no significant accuracy improvement on MIMEQA.

Model Without CoT With CoT
Qwen2.5-VL 20.1% 22.2%
LLaVA-Video 19.4% 17.7%
InternVL2.5 21.6% 18.7%
VideoLLaMA3 22.2% 17.7%
GPT-40 31.3% 29.5%

B.3 Correlation between Grounding and Other Question Categories

To analyze the effect of the model’s inability to understand localized events, we compute the
correlation between performance on Grounding the Imagined questions to the other scene-level and
global-level questions. Intuitively, we would expect that a model’s ability to perform grounding
would correlate strongly with, for example, temporal understanding, as one needs to understand
individual actions and objects before reasoning about a sequence of events.

In Table[7} we report the computed accuracy correlation for selected models. We find that Qwen2.5-
VL’s Grounding performance positively correlates with Temporal understanding. For LLaVA-Video,
Grounding accuracy correlates with Affect Recognition and Theory of Mind. For Gemini-1.5-Pro,
we see that Grounding performance contributes both to understanding localized temporal sequences
as well as to a more holistic understanding of the video, as shown by higher correlation scores
with Temporal understanding, Social Judgment, and Working Memory. For GPT-40, Grounding
performance correlates with Affect Recognition and Theory of Mind. See Figure [I0|for correlation
between all pairs of question categories when the input contains both video and language, and Figure
[[T]for all correlations when the input is language only. This suggests that improved understanding of
the fine-grained visual cues would lead to a better grasp of the video plot, with the specific reasoning
pathways that benefit from this grounding being model-dependent. Our results demonstrate that an
important line of future work is to improve VideoLLMs’ ability to reason without explicit objects or
human-object interactions, which can bottleneck performance on holistic video understanding.

Table 7: Performance correlation between grounding the imagined questions and other categories for se-
lected models. I=Intention, AR=Affect Recognition, T=Temporal, ToM=Theory of Mind, SJ=Social Judgment,
WM=Working Memory.

Model I AR T ToM SJ WM
Qwen2.5-VL  -0.091 -0.013 0.330 0.003 0.030 0.132
LLaVA-Video -0.040 0.329 -0.106 0.228 0.129 -0.050

GPT-40 -0.122  0.179 -0.040 0.163 -0.014 -0.156

Gemini-1.5-Pro  0.146  -0.053 0301 -0.088 0.313  0.302
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Figure 10: Question type performance correlation matrices on video and text input. For each video, we
compute the accuracy over all question types and plot the correlation between accuracies on different question
types. From left to right, we show the correlation matrices for Qwen2.5-VL, LLaVA-Video, Gemini-1.5-Pro,
and GPT-4o.
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Figure 11: Question type performance correlation matrices on only text input. To ablate the effect of video,
we perform inference for all models with only the text prompt. For each video, we compute the accuracy over all
question types and plot the correlation between accuracies on different question types. From left to right, we
show the correlation matrices for Qwen2.5-VL, LLaVA-Video, Gemini-1.5-Pro, and GPT-4o.
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B.4 How Does Reasoning Vision-Language Models Perform on MIMEQA?

We evaluated the performance of frontier vision-language models not specifically fine-tuned for video
understanding, focusing on OpenAI’s GPT-03 [56] on the MIMEQA benchmark. Following a similar
setup to GPT-40, videos were sampled at 1 frame per second to a maximum of 64 frames. The results,
presented in Table [§] show that GPT-03 (34.4) demonstrates exceptional strength in global-level
questions requiring sophisticated reasoning. It significantly outperforms all other models on Theory
of Mind (62.7) and Working Memory (41.6). It also performs well on scene-level Intention (32.3)
and Temporal (34.7) reasoning.

However, these advanced reasoning capabilities appear to come at the cost of visual perception.
GPT-03 struggles with perception-heavy tasks, lagging behind Gemini-2.5-Pro in Affect Recognition
(32.3 vs. 43.7). Notably, it scores just 13.1 on Grounding the Imagined, falling significantly behind
both GPT-40 (19.0) and Gemini-1.5-Pro (28.4). This highlights a potential trade-off where language
reasoning gains may compromise foundational visual grounding capabilities.

Table 8: GPT-03 accuracy on MIMEQA compared to selected models. GPT-03 shows the most significant
gains on global level questions.

Model Avg  Grounding Scene-Level Global-Level
GI I AR T | ToM SJ] WM
GPT-40 31.3 19.0 285 299 306 | 453 437 35.1
Gemini-2.5-Pro  38.3 28.4 31.6 43.7 286 | 547 517 39.0
GPT-03 344 13.1 323 322 347 | 62.7 448 41.6
Human 86.0 89.8 873 839 888 | 933 805 76.6

C Additional Experimental Details
C.1 Video Collection Details

We searched YouTube for videos using eight keywords: mime performance, mime act, mime
artist, mime comedy, mime theatre, mime play, mime skit, and mime video. For each
search, we collected a maximum of 50 results, keeping only those videos that are between 1 and 10
minutes in duration and released under a Creative Commons license.

C.2 Model Settings and Parameters

We set the maximum output tokens for each model to be 128 tokens. We detail the settings of the
models below.

* Gemini-1.5-Pro [25]] and Gemini-2.5-Pro [12]: natively supports video as input, including audio.

* GPT-4o0 [1]: We sample 1 frame per second up to a maximum of 64 frames, in which case the
frames are uniformly sampled. We resize the image to 512x512 to fit in the context window.

* Qwen2.5-VL-72B [61]]: natively supports video as input, sampled at 2 frames per second for a
maximum of 768 frames.

* LLaVA-Video-72B [89]: We sample 1 frame per second up to a maximum of 384 frames, in which
case the frames are uniformly sampled.

* InternVL2.5 [10]: natively supports videos as input.

* VideoLLaMA3 [86]: natively supports video as input, with a maximum of 180 frames.

C.3 Supervised Finetuning

All fine-tuning experiments were conducted using the LLaMA Factory framework [93]]. For the
Qwen2.5-VL-72B model, we applied QLoRA fine-tuning with 8-bit quantization, a LoRA rank of 8,
a learning rate of 1 x 1074, and trained for 3 epochs on MIMEQA.. For the Qwen2.5-VL-7B model,
we used standard LoRA fine-tuning with a rank of 8, a learning rate of 3 x 1079, and trained for 2
epochs. No additional hyperparameter tuning was performed.

C.4 Compute Resources

All evaluations and experiments in this paper were conducted on a remote cluster equipped with
two NVIDIA H200 GPUs (each with 141 GB HBM3 memory). Runtime for each model evaluation
varied between 1-10 hours depending on the model size.
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C.5 Prompt Details

Below is the prompt template for Gemini-1.5-Pro, Gemini-2.5-Pro, and Qwen2.5-VL, which natively
take in video input.

You are an expert in mime performance understanding and question answering.

Typically, the mime would use exaggerated gestures or pretend objects to convey a message.
Answer the question in one sentence using the video, with brief explanations.

Do not describe the frames just answer the question, and say nothing else.

If the mime is using imaginary objects, describe the objects as if they were real.
Question: <question>

As GPT-40 and LLaVA-Video require frames to be sampled from the video, we additionally specify
the length of the video and the timestamps of the sampled frames in the text prompt. Below is the
prompt template for GPT-40 and LLaVA-Video.

You are an expert in mime performance understanding and question answering.

Typically, the mime would use exaggerated gestures or pretend objects to convey a message.

The video lasts for {video_time}, and {num_frames} frames are uniformly sampled from it.

These frames are located at {frame_time}. Answer the question in one sentence using the video, with brief
explanations.

Do not describe the frames just answer the question.

If the mime is using imaginary objects, describe the objects as if they were real.

Question: <question>

Below is the prompt to GPT-40 for LLM-as-a-judge, which is adapted from Nagrani et al. [55]].

Answer Grading Instructionms:

Carefully consider the following question and answers regarding understanding of a mime performance.

You will be shown a "gold-standard" answer from a human annotator, referred to as the "Reference Answer", and a
"Candidate Answer".

Your task is to determine whether the candidate answer is a good answer in place of the "gold" reference using
the following criteria:

1. The candidate directly answers the question without deviation or misunderstanding.

2. The candidate does not contain misleading information and does not hallucinate story plots not present in
the reference answer.

3. Since the videos are mime performances, invisible actions, objects, or the mime actor portraying objects
should be considered correct if and only if they are relevant to the question.

4. The candidate answer can be a good answer in place of the reference answer even if they are not semantically
equivalent, as long as they are in the same ballpark, given that there can be multiple interpretations of a
mime acting out invisible actions or objects.

Your response should be one word, "TRUE" or "FALSE", and a brief explanation of your decision. You should

respond "TRUE" if the candidate is a good answer in place of the reference answer, and "FALSE" otherwise.
win

GRADE_PROMPT = """

Question:

"{question}"

Candidate Answer:
"{candidate_answer}"

Reference Answer:

"{ref_answer}"

Equivalent? (True/False, and why?):

D Human Annotation Details

D.1 Guidelines for Annotators

Annotation Instructions

Each video ranges from 1 minute to 10 minutes. For each video, aim for approximately 6
scene-level questions, 4 global-level questions, and any relevant grounding questions. Mark
explicit START and END timeframes for shot-level and local-level questions. Here is the
question hiearchy:
Grounding This level mainly serves as a sanity check for whether the model understands
the portrayed object in mime videos — what’s the person doing, holding, and describing the
imagined objects depicted.
» E.g. What is the person in black shirt doing/holding/etc.?
Scene-Level — local social information and temporal connection
* Temporal Interpreting sequences of events, causality, and the flow of actions within
a specific timeframe.
— Template: What caused (some event) to happen?
— E.g. What caused the person to fall over?
— E.g. What happened before the person placed the spoon on the table?
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* Affect Recognition Tracking and analyzing emotions within a local scene, including
subtle transitions and group sentiment.
— Template: What is the attitude of (some person) towards (some event)?
— Template: How does the (person) feel when (some event) happened?
— E.g. How is the person in black shirt feeling after placing the stone?
— E.g. What is the attitude of the man towards the woman?
— E.g. How did the group’s emotional tone shift during the interaction?
* Intention and Behavior Interpreting goals, plans, and motivations within a scene.
— Template: Why did the (person) do (some action)?
— E.g. Why did the person holding the ice cream cry?
— E.g. Why is the person in black outfit not speaking ?
— E.g. Why did the woman pretend not to notice the man?
— textitE.g. Why did the individual wait their turn before speaking?
Global-Level — focus on the overall narrative and high-level concepts
* Working Memory Retrieving, integrating, and reasoning with information across
the entire video, beyond localized linear sequences. Requires the ability to decide
relevance of information and present a coherent narrative.
— Template: What happened after (some event)?
— Template: How has the relationship between (person) and (person) changed?
— Template: What would happen if (an event) didn’t happen?
— E.g. What object in the beginning of the video foreshadowed the outcome?
— E.g. How has the actions of the person changed throughout the video?
— E.g. What event in the start of the video triggered the conflict in the final scene?
* Social Judgment Evaluating behaviors, morality, and adherence to social norms,
with consideration for cultural context and moral reasoning.
— Template: How are the (person) and (person) getting along?
— Template: How do the (person) actions demonstrate (social concept)?
— E.g. How does the person in the black shirt demonstrate rapport with the person
in the blue dress?
— E.g. What do the person’s actions tell about his personality?
— E.g. How might the group perceive this individual’s behaviour?
— E.g. How do the characters’ behaviors suggest they are cooperating?
* Perspective Taking (Theory of Mind) Inferring beliefs, desires, and emotions of
others, including both cognitive and affective understanding.
— Template: Does (person A) understand what (person B) was feeling?
— Template: What is the (person) hoping to achieve?
— Template: Would (person) do (action) after (event)?
— E.g. What goal does the main character pursue throughout the video?
— E.g. How is the character’s hope different from the reality?
— E.g. Why is the main character motivated to change his behavior?

N\ J
D.2 Guidelines for Verifiers

Verification Instructions

This is a video question-answering dataset consisting of mime videos. The goal of this dataset
is to evaluate whether current video language models can perform rich visual social reasoning
without relying on natural language.
* Watch the entire video before reviewing the questions. The videos can be found
[link]
* Answer each question based on the video content. If a question refers to a specific
timestamp, focus on that section; otherwise, consider the whole video.
* Compare your answer with the “Reference Answer” column: Mark T in the “Answer
Aligned” column if they align. ark F if they are clearly misaligned.
» For ambiguous questions, suggest a clearer version in the “Alternative Question”
column.
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