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Abstract

Existing acceleration techniques for video diffusion models often rely on uniform
heuristics or time-embedding variants to skip timesteps and reuse cached features.
These approaches typically require extensive calibration with curated prompts
and risk inconsistent outputs due to prompt-specific overfitting. In this paper, we
introduce a novel and robust discovery: a unified magnitude law observed across
different models and prompts. Specifically, the magnitude ratio of successive
residual outputs decreases monotonically, steadily in most timesteps while rapidly
in the last several steps. Leveraging this insight, we introduce a Magnitude-aware
Cache (MagCache) that adaptively skips unimportant timesteps using an error
modeling mechanism and adaptive caching strategy. Unlike existing methods
requiring dozens of curated samples for calibration, MagCache only requires a
single sample for calibration. Experimental results show that MagCache achieves
2.10×—2.68× speedups on Open-Sora, CogVideoX, Wan 2.1, and HunyuanVideo,
while preserving superior visual fidelity. It significantly outperforms existing
methods in LPIPS, SSIM, and PSNR, under similar computational budgets.

1 Introduction

In recent years, diffusion models [1, 2, 3, 4] have achieved remarkable success in visual generation
and understanding[5, 6] tasks. These models have evolved from U-Net [7, 8, 9] to more sophisticated
diffusion transformers [10], significantly enhancing both model capacity and generation quality.
Leveraging these advancements, state-of-the-art video generation frameworks [11, 12, 13, 14, 15, 16]
have demonstrated impressive fidelity and temporal coherence in generated videos.

Despite these achievements, the slow inference speed of diffusion models remains a critical bottleneck
[17]. The primary reason is the inherently sequential nature of the denoising process [18], which
becomes increasingly problematic as models scale to higher resolutions and longer video durations
[19, 14]. While recent approaches such as distillation [20, 21, 22] and post-training quantization
[23, 24] offer potential acceleration, they often require costly retraining and additional data, making
them less practical for widespread adoption.

Caching-based methods [25, 26, 27, 28] present a lightweight alternative by reusing intermediate
outputs in multiple steps without the need for retraining. However, conventional uniform caching
strategies fail to fully exploit the dynamic nature of output similarities during inference, leading
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Figure 1: Relationships between residuals across diffusion timesteps. Differences between adjacent
residuals are mainly due to magnitude rather than direction during the first 80% of steps. In the final
20%, both magnitude ratio and cosine distance change sharply in opposite trends, but the magnitude
ratio still reflects residual differences. (a) Average magnitude ratio decreases gradually, then drops
sharply near the end; ratios close to 1 indicate stable transitions suitable for cache reuse. (b) Standard
deviation of the magnitude ratio remains near zero in early steps, indicating stable magnitudes. (c)
Token-wise cosine distance stays near zero early on, showing consistent residual directions.

to redundant computations and suboptimal cache utilization. Recent work such as AdaCache [29]
dynamically adjusts caching strategies based on content complexity, while FasterCache [30] identifies
redundancy in classifier-free guidance (CFG) outputs. Additionally, TeaCache [31] builds step-
skipping functions through output residual modeling with time embedding difference or modulated
input difference, which requires extensive calibration for different models and may overfit to the
calibration set.

In this paper, we uncover a new law for the magnitude ratio of successive residual outputs across
different video diffusion models and prompts. The residual output is the difference between the
model’s predicted output and its input. The magnitude ratio shows the change of residuals from
previous timestep to the current one. Figure 1(a) shows that the magnitude ratio steadily decreases
during most of the diffusion process and drops sharply in the final steps. This trend tells us that many
early and mid-range timesteps behave very similarly, which suggests that there is a lot of redundancy
that can be used to speed up the process.

Figure 1 demonstrates that the change across adjacent timesteps comes mainly from differences in
magnitude rather than from their direction in the first 80% timesteps. In Figure 1(c), the token-wise
cosine distances are very small in the first 80% process. This indicates that the direction vectors
remain very similar. In addition, Figure 1(b) shows that the standard deviation of the magnitude ratio
is close to zero in the early stages. Together, these observations confirm that the change between
residual outputs at adjacent timesteps is primarily due to differences in average magnitude in the early
timesteps. For the last 20% timesteps, both average magnitude ratio and residual cosine distance
change dramatically. It indicates that the residual change of final 20% steps can also be measured
by average magnitude ratios. Therefore, we can utilize the unified law of average magnitude ratio
to indicate the difference between adjacent timesteps. Besides, the magnitude ratio is robust across
various random inputs. As seen in Figure 1(a) for Wan 2.1, the ratio stays consistent and stable when
different prompts are used.
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By relying on the stable magnitude ratio, we can avoid the complexity and the risk of overfitting
found in polynomial fitting methods like TeaCache [31]. With this robust magnitude law, we can
more accurately estimate and control the error introduced by skipping timesteps. This allows us to
achieve a significant acceleration in inference without compromising visual quality.

Motivated by this insight, we introduce MagCache, a magnitude-aware cache designed to adaptively
skip unimportant timesteps based on the observed magnitude ratios. The method consists of two
main components:

Accurate Error Modeling: Building on the observations in Figure 1, we model the potential error in-
troduced by skipping timesteps by quantifying changes in residual magnitude. Unlike TeaCache [31],
our method accurately estimates the error even when multiple consecutive steps are skipped. In
contrast, TeaCache performs poorly in this scenario due to the inherent inaccuracies of its polynomial
fitting and prediction approach. By leveraging magnitude variation to estimate error, MagCache
ensures that timestep skipping does not significantly compromise the quality of the generated video.

Adaptive Caching Strategy: With the accurate error modeling, we can adaptively skips consecutive
timesteps until its accumulated error exceeds the predefined threshold or maximum skip length. This
ensures that the total approximation error remains within an acceptable threshold, maintaining high
visual fidelity while achieving significant speedup.

In contrast to the TeaCache, which using 70 curated prompts to fitting coefficients, our MagCache
requires only a random sample to forward once for calibration, avoids extensive fitting time. Besides,
the calibrated magnitude curve is more stable and robust than the polynomial curve. It seamlessly
integrates into existing diffusion model pipelines, providing a plug-and-play solution for efficient
video generation. Our contributions are summarized as follows:

• Unified Magnitude Law: We identify a stable, monotonically decreasing ratio of residual mag-
nitudes, which is robust across different prompts, providing a principled criterion for skipping
redundant diffusion steps during inference.

• MagCache: We introduce MagCache, a magnitude-aware cache that adaptively skips timesteps
with an error modeling mechanism and adaptive caching strategy.

• Superior Performance: MagCache consistently achieves over 2× inference speedup on video
diffusion models such as Open-Sora, CogVideoX, Wan 2.1, and HunyuanVideo, as well as on image
diffusion model Flux, while maintaining superior visual fidelity. Under similar computational
budgets, MagCache significantly outperforms existing caching-based methods across LPIPS, SSIM,
and PSNR metrics.

2 Related Work

2.1 Diffusion Models for Video Synthesis

Diffusion models have become foundational in generative modeling due to their ability to produce
high-quality and diverse outputs [2, 3, 32, 33]. Initially, diffusion models for video synthesis followed
the U-Net-based architecture and extended image diffusion models for temporally coherent video
generation [34, 7, 35, 36, 37, 38, 39]. These methods generated short to medium-length videos by
conditioning spatial diffusion models on temporal signals [40, 41].

However, the scalability of U-Net-based architectures poses limitations in modeling complex spa-
tiotemporal dependencies. Inspired from the success of LLM [42, 43, 44, 45, 46, 47], transformer-
based diffusion models (DiT)[10] have been increasingly adopted due to their greater modeling
capacity and flexibility[48, 19, 13, 49, 14]. Notably, Open-Sora [50] demonstrates the scalability
and realism achievable through large-scale training of diffusion transformers for video generation.
Recently, the newly open-sourced Wan 2.1 [16] has demonstrated impressive video generation
performance, but generating a five-second video still takes several minutes on a single A800 GPU.

2.2 Efficiency Improvements in Diffusion Models

Despite their impressive generation quality, diffusion models suffer from high inference costs, which
limit their deployment in real-time or resource-constrained settings. Efforts to improve efficiency can
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be broadly categorized into reducing the number of sampling steps and lowering the computational
cost per step.

For sampling step reduction, methods based on improved SDE or ODE solvers [51, 52, 53, 54] and
model distillation [55, 22, 20, 21] have been proposed. Consistency models [56, 57] and pseudo-
numerical solvers [4, 58] offer further improvements for fast sampling. Caching-based methods
improve inference efficiency by reusing features at select timesteps.

To reduce per-step cost, approaches such as quantization [59, 60, 61, 62], pruning [63, 64], sparse
attention[65, 66, 67], and neural architecture search [68, 69] have been explored.

In these methods, cache-based acceleration [70, 71, 72] has gained attention due to its simplicity and
portability. DeepCache [25], Faster Diffusion [73], and PAB [27] improve inference efficiency by
reusing features at select timesteps. ∆-DiT [28] adapts this idea to transformer-based models by
caching attention-layer residuals. Recent work such as AdaCache [29] dynamically adjusts caching
strategies based on content complexity, while FasterCache [30] identifies redundancy in classifier-free
guidance (CFG) outputs to enable efficient reuse.

While these cache-based approaches demonstrate promising results, they often rely on heuristic
or data-driven patterns that may not generalize across prompts or model variants. For example,
TeaCache [31] builds step skipping functions through prompt-specific residual modeling with 70
curated prompts. It may overfit the calibration prompts and require extensive resources for calibration.

Differences with Previous Methods: Our method leverages a newly discovered unified law in
residual magnitudes to accurately control the error when skipping timesteps. Unlike TeaCache, which
requires extensive prompt-specific polynomial fitting and calibration, our approach only needs a
single random sample for calibration. This simpler, magnitude-aware strategy offers a more robust
and generalizable caching mechanism. It achieves significant speedup without compromising visual
fidelity, and it reliably performs across different models and scenarios.

3 Method

3.1 Preliminary

Flow Matching. Flow matching [74, 75] is a continuous-time generative modeling framework that
learns a velocity field vθ(x, t) to transport samples from a data distribution pdata(x0) to a simple prior
distribution (e.g., Gaussian). Given a forward trajectory xt defined by a stochastic or deterministic
interpolation between x0 and a noise sample x1, the training objective is to match the model-predicted
velocity vθ(xt, t) to the target velocity v∗(xt, t):

LFM = Ex0,x1,t

[
∥vθ(xt, t)− v∗(xt, t)∥2

]
. (1)

This formulation naturally encompasses diffusion models and score-based models as special cases.
For example, linear interpolants with time-dependent velocity targets can recover DDPM and score
matching objectives.

Trajectory and Velocity. The forward trajectory xt is constructed via a prescribed interpolant
between the data sample x0 and a noise sample x1 ∼ N (0, I), such as:

xt = (1− ρ(t))x0 + ρ(t)x1, (2)

where ρ(t) is a monotonically increasing interpolation schedule with ρ(0) = 0 and ρ(1) = 1. The
ground-truth velocity v∗(xt, t) can be derived from the time derivative of xt or computed via an
optimal transport formulation depending on the specific design.

Residual. In this work, we define the residual as the difference between the model’s predicted
velocity and its input at each timestep:

rt = vθ(xt, t)− xt. (3)

This residual captures the effective “update signal“ generated by the model at each step, which reflects
the model’s internal belief about how the input should evolve. By analyzing these residuals across
different timesteps, we uncover the magnitude correlation with timesteps, which form the basis for
our MagCache introduced in Section 3.3.

4



: maximum skip length
: total error threshold
: total accumulated error

(Current)(Last Cached)t̂ ˆ 1t + … t

Error Modeling

Adaptive Caching Strategy

1 skip ˆ( , )t t t tε−= + 

Condition Check

t δ≤

ˆt t K− ≤
&

Reuse
Old Cache

Compute
New Cache

Pass

Fail

t
skip ˆ( , )t tε : error of step t

δ
K

MagCache

Diffusion Timesteps

Figure 2: Overview of the MagCache. The MagCache consists of error modeling mechanism and
adaptive caching strategy. With the estimated total accumulated error E , MagCache adaptively reuses
the old cache or computes a new cache by validating the two conditions in Sec 3.3.

3.2 Magnitude Analysis

In this section, we empirically demonstrate that our unified magnitude law serves as both an accurate
and stable criterion for measuring the difference between residuals. Concretely, we show (1) that
the average magnitude ratio faithfully captures the change in residual outputs, and (2) that this ratio
exhibits remarkable consistency across different models and prompts.

We define the per-step magnitude ratio as

γt = mean(
∥rt∥2
∥rt−1∥2

), (4)

where rt = vθ(xt, t)− xt denotes the residual at timestep t.

Accurate Criterion for Residual Difference. First, we verify that changes in residual outputs
between adjacent timesteps are driven almost entirely by differences in magnitude rather than direction.
As shown in Figure 1(a), during the first 80% of the diffusion trajectory, γt decreases slowly and
smoothly from 1, and the standard deviation of γt remains near zero (Figure 1(b)). Meanwhile, the
token-wise cosine distance between rt and rt−1 also stays extremely small (Figure 1(c)), indicating
that their directional patterns are virtually unchanged. Together, these observations confirm that

∥rt − rt−1∥ ≈
∣∣∥rt∥ − ∥rt−1∥

∣∣, (5)

so that γt alone accurately quantifies the residual difference. In practice, when γt is close to 1, the
two residuals are nearly identical; when γt drops, their difference grows accordingly.

Robustness Across Models and Prompts. Next, we assess the robustness of γt under varying
models and textual prompts. Figure 1(a) overlays the average magnitude-ratio curves for both Wan
2.1 and Open-Sora models: in each case, γt follows the same monotonically decreasing trajectory,
with only a sharp fall in the final few steps. This consistency demonstrates model-agnostic behaviour.
We further sample a diverse set of text prompts (see Appendix) and compute γt for each; the resulting
curves almost coincide on Wan 2.1, showing that γt is prompt-invariant. Such stability implies that a
single calibration run suffices to characterize residual scaling for any prompt or model variant.

By combining these two findings, we establish that the average magnitude ratio not only captures the
true per-step change in residual outputs but does so in a highly stable and prompt-agnostic manner.
This insight underpins our adaptive caching mechanism in Section 3.3, allowing MagCache to skip
redundant timesteps reliably without risking undue approximation error.
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3.3 MagCache

Building on the unified magnitude law analyzed in Section 3.2, MagCache leverages the stable,
monotonically decreasing behavior of the per-step magnitude ratio γt to drive both its error modeling
and adaptive caching decisions. An overview is shown in Figure 2.

3.3.1 Error Modeling

Let t̂ be the last timestep at which we refreshed the cache. If we skip steps t̂+ 1, . . . , t, the skip error
at step t is given by

εskip(t̂, t) = 1−
t∏

i=t̂+1

γi, (6)

where

γi = mean(
∥ri∥2
∥ri−1∥2

). (7)

Since Section 3.2 demonstrated that (i) the residual difference is dominated by these magnitude
changes (Equation 5 ), and (ii) γi is highly stable (low variance) across models and prompts, this
multiplicative estimate closely matches the practical deviation between the cached residual rt̂ and
the ground-truth residual rt. To account for accumulated error over multiple skips, we maintain a
running total error Et:

Et = Et−1 + εskip(t̂, t), (8)
initialized with Et̂ = 0. Thanks to the near-zero standard deviation of γi in early and mid timesteps
(Figure 1(b)), this accumulation remains predictable, ensuring our bound on approximation error is
both tight and reliable.

3.3.2 Adaptive Caching Strategy

Armed with an accurate error estimate, MagCache only skips a step t if both the total accumulated
error and the number of consecutive skips remain within bounds. Specifically, it requires

Et ≤ δ, (9)

where δ is a user-specified threshold on total accumulated error, and

t− t̂ ≤ K, (10)

where K is the maximum number of steps that could be skipped using a single cached residual. If
either condition is violated, we reset:

t̂← t, Et ← 0, (11)

recompute the true residual rt, and update the cache. Otherwise, we reuse rt̂ for step t, incurring no
new computation.

The introduction of a maximum skip length K is crucial. Although our magnitude-based error
modeling is highly accurate, it is still an approximation. Over long sequences of steps, small
modeling errors can accumulate. By bounding the skip length, we ensure that such drift is regularly
corrected, preventing the model from deviating too far from the true residual trajectory.

In summary, by tightly integrating the empirical magnitude law from Section 3.2 into both error
modeling and adaptive caching strategy, MagCache provides a principled, training-free acceleration
framework that dynamically balances efficiency and quality in video diffusion inference.

4 Experiment

4.1 Settings

Base Models and Compared Methods. To demonstrate the effectiveness of our method, we quanti-
tatively evaluate our MagCache on video diffusion models like Open-Sora 1.2 [11], CogVideoX [14],
Wan 2.1 [16], and HunyuanVideo [76] and image diffusion model Flux [77]. Following TeaCache [31],
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Figure 3: Comparison of visual quality and efficiency (denoted by latency) with the competing
method. MagCache outperforms TeaCache [31] in both visual quality and efficiency. Latency is
evaluated on a single A800 GPU. Video generation specifications: Open-Sora [11] (51 frames, 480p),
Wan 2.1 1.3B [16] (81 frames , 480p). Best-viewed with zoom-in.

we compare our base models with recent efficient video synthesis techniques, including PAB [27],
T-GATE [72], ∆-DiT [28], FasterCache [30], TeaCache [31], DuCa [78], and TaylorSeer [79], to
highlight the advantages of our approach. Notably, our MagCache also support recent visual genera-
tion or editing models, such as FramePack [80], Wan2.2 [16], Flux-Kontext [81], OmniGen2 [82],
Qwen-Image [83], and Qwen-Image-Edit [83] in the official code repository.

Evaluation Metrics. To assess the performance of video synthesis acceleration methods, we focus
on two primary aspects: inference efficiency and visual quality. For evaluating inference efficiency,
we use Floating Point Operations (FLOPs) and inference latency as metrics. Following PAB [27] and
TeaCache [31], we employ LPIPS [84], PSNR, and SSIM for visual quality evaluation.

Implementation Detail. We enable FlashAttention [85] by default for all experiments. Latency
is measured on a single A800 GPU. As shown in Figure 1, the magnitude ratio remains stable and
robust across different prompts. Therefore, we select the prompt 1 in Appendix A.1 to compute the
magnitude ratio. For all models, following prior works [86, 87], we keep the first 20% of diffusion
steps unchanged, as these initial steps are critical to the overall generation process. It is consistent
with our observation that the magnitude ratio has a relatively larger variation in the first 20% steps.
For Open-Sora, we set K = 3 and δ = 0.12 for MagCache-fast, and K = 1, δ = 0.06 for MagCache-
slow. For Wan 2.1, MagCache-fast uses K = 4 and δ = 0.12, while MagCache-slow uses K = 2
and δ = 0.12. In the ablation study, we randomly sample 100 prompts from VBench to conduct our
experiments. More details can refer to our official repository.

4.2 Main Results

Quantitative Comparison. Table 1 provides a comprehensive evaluation of our proposed MagCache
method, highlighting its superiority over TeaCache and other cache-based methods in both inference
efficiency and visual quality across diverse scenarios. We evaluated both the slow and fast variants
of MagCache on multiple baselines, including Open-Sora 1.2 (51 frames, 480P), Wan 2.1 1.3B (81
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Table 1: Quantitative evaluation of inference efficiency and visual quality in video generation
models. MagCache consistently achieves superior efficiency and better visual quality across different
base models. It surpasses existing methods in visual quality by a large margin under the similar
computation budget. † denotes that these methods are not memory-efficient, which yeild tens of
additional memory cost.

Method Efficiency Visual Quality
FLOPs (P) ↓ Speedup ↑ Latency (s) ↓ LPIPS ↓ SSIM ↑ PSNR ↑

Open-Sora 1.2 (51 frames, 480P)
Open-Sora 1.2 (T = 30) 3.15 1× 44.56 - - -

∆-DiT [28] 3.09 1.03× - 0.5692 0.4811 11.91
T-GATE [72] 2.75 1.19× - 0.3495 0.6760 15.50

PAB-slow [27] 2.55 1.33× 33.40 0.1471 0.8405 24.50
PAB-fast [27] 2.50 1.40× 31.85 0.1743 0.8220 23.58

FasterCache † [30] 1.91 1.72× 25.90 0.1511 0.8255 23.23
DuCa † [78] - 2.08× 21.42 0.2316 0.7652 19.96

TeaCache-slow [31] 2.40 1.40× 31.69 0.1303 0.8405 23.67
TeaCache-fast [31] 1.64 2.05× 21.67 0.2527 0.7435 18.98

MagCache-slow 2.40 1.41× 31.48 0.0827 0.8859 26.93
MagCache-fast 1.64 2.10× 21.21 0.1522 0.8266 23.37

Wan 2.1 1.3B (81 frames, 480P)
Wan 2.1 (T = 50) 8.21 1× 187.21 - - -

TeaCache-slow [31] 5.25 1.59× 117.20 0.1258 0.8033 23.35
TeaCache-fast [31] 3.94 2.14× 87.55 0.2412 0.6571 18.14

TaylorSeer(N=2, O=1) † [79] - 2.07× 90.15 0.3792 0.5220 15.06
MagCache-slow 3.94 2.14× 87.27 0.1206 0.8133 23.42
MagCache-fast 3.11 2.68× 69.75 0.1748 0.7490 21.54

HunyuanVideo (129 frames, 540P)
HunyuanVideo (T = 50) 45.93 1× 1163 - - -

TeaCache-slow [31] 27.56 1.63× 712 0.1832 0.7876 23.87
TeaCache-fast [31] 20.21 2.26× 514 0.1971 0.7744 23.38

MagCache-slow 20.21 2.25× 516 0.0377 0.9459 34.51
MagCache-fast 18.37 2.63× 441 0.0626 0.9206 31.77

CogVideoX 2B (49 frames, 480P)
CogVideoX (T = 50) 2.36 1× 74.10 - - -

TeaCache [31] 1.03 2.30× 32.20 0.1221 0.8815 27.08
MagCache 0.99 2.37× 31.15 0.0787 0.9210 30.44

Flux (Text-to-Image 1024 × 1024)
Flux (T = 28) 1.66 1× 14.26 - - -

TeaCache-slow [31] 0.77 2.00× 7.11 0.2687 0.7746 20.14
TeaCache-fast [31] 0.59 2.52× 5.65 0.3456 0.7021 18.17

MagCache-slow 0.59 2.57× 5.53 0.2043 0.8883 24.46
MagCache-fast 0.53 2.82× 5.05 0.2635 0.8093 21.35

frames, 480P), Flux (Text-to-Image 1024×1024) and HunyuanVideo (129 frames, 540p) to provide a
robust comparison.

On the Open-Sora 1.2 benchmark, compared to TeaCache-slow, with an LPIPS of 0.1303, MagCache-
slow significantly improves visual quality with an LPIPS of 0.0827, an SSIM of 0.8859, and a
PSNR of 26.93—demonstrating a clear advantage over TeaCache. Notably, our MagCache-fast
variant achieves a remarkable 2.10× speedup with a latency of 21.21 seconds. This performance is
comparable to the TeaCache-slow variant, which operates with a higher latency of 31.69 seconds,
while both methods deliver similar visual quality. In other words, MagCache-fast successfully
combines a high acceleration effect with performance that rivals TeaCache-slow, demonstrating that
it is possible to achieve both rapid inference and competitive visual fidelity simultaneously.

For the Wan 2.1 1.3B benchmark, the benefits of MagCache become even more apparent. MagCache-
slow reduces FLOPs from 8.21 to 3.94, resulting in a 2.14× speedup and a latency of 87.27 seconds,
compared to TeaCache-slow’s 5.25 FLOPs with a 1.59× speedup and 117.20s latency. In addition,
MagCache-slow achieves better visual quality (LPIPS 0.1206, SSIM 0.8133, PSNR 23.42) than
its TeaCache counterpart. Meanwhile, MagCache-fast further improves performance by reducing
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FLOPs to 3.11, leading to an impressive 2.68× speedup and latency as low as 69.75 seconds, clearly
outperforming TeaCache-fast in the speed-accuracy trade-off.

Across other benchmarks, MagCache consistently provides better visual quality under comparable
computational budgets. It is worth noting that other methods, such as FasterCache [30], DuCa [78],
and TaylorSeer [79], require significantly larger memory for caching, which limits their applicability
to video diffusion models. For instance, TaylorSeer requires 40 GB of additional memory to generate
a 480P video with Wan 2.1 1.3B, whereas MagCache requires only 0.5 GB of extra memory.

Overall, these results demonstrate that MagCache can achieve better visual quality than other cache-
based methods under similar computational cost.

Compatibility with other acceleration methods. As shown in Appendix A.3, MagCache is compat-
ible with other acceleration techniques, including model distillation and low-precision arithmetic.

Visualization. Figure 3 compares videos generated by MagCache-fast, the original model, and
TeaCache-fast[31]. For Open-Sora, TeaCache performs poorly—the overall color and style of the
video shift significantly. As shown in Table 1, TeaCache-fast yields very low PSNR scores, indicating
poor video quality. When PSNR falls below 20, visual distortions typically become quite noticeable.
In the case of Wan 2.1, TeaCache alters key details such as the object held by the panda and the
background wall, whereas our method preserves these fine details effectively. In human-centric
scenarios, our approach maintains the identity and structure of the person, while TeaCache often
modifies the person’s identity entirely. Finally, our method achieves a 2.68× speedup on Wan 2.1
without noticeable quality degradation. These results demonstrate that MagCache delivers superior
visual quality with reduced latency compared to TeaCache. Please refer to Appendix A.6 for more
visualization.

4.3 Ablation Studies

Table 2: Ablation study of maximum skip length K and total error threshold δ in slow and fast
inference mode. K controls the acceleration mode, while δ fine-tunes the qulity-speed trade-off
within that mode.

Mode K δ Speedup ↑ LPIPS ↓ SSIM ↑ PSNR ↑

MagCache-slow
(Wan2.1 1.3B) 2

0.06 2.0× 0.0940 0.8383 24.57
0.12 2.1× 0.1053 0.8275 24.32
0.03 1.9× 0.0888 0.8427 24.68

MagCache-fast
(Wan2.1 1.3B) 4

0.06 2.4× 0.1375 0.7749 22.34
0.12 2.7× 0.1625 0.7571 22.25
0.03 2.0× 0.1263 0.7828 22.51

MagCache-slow
(OpenSora) 2

0.06 1.8× 0.1414 0.8142 23.91
0.12 1.9× 0.1432 0.8130 23.81
0.03 1.7× 0.1389 0.8162 24.05

MagCache-fast
(OpenSora) 4

0.06 2.1× 0.2040 0.7632 21.93
0.12 2.4× 0.2065 0.7542 21.77
0.03 2.0× 0.2000 0.7668 22.00

We conduct an ablation study to analyze the sensitivity of MagCache to its two primary hyperparam-
eters: the maximum skip length K and the total accumulated error threshold δ. The parameter K
primarily controls the acceleration mode (i.e., slow mode or fast mode), while δ serves to fine-tune
the trade-off between generation quality and inference speed within that mode. The results in Table 2
demonstrate that a desired speedup can be achieved with only a few adjustments. We provide robust
default parameters for a slow mode (K = 2, δ = 0.06) and a fast mode (K = 4, δ = 0.06). Note that
in the implementation details of Section 4.1, the parameters were specifically set to achieve similar
acceleration speeds to TeaCache [31] for a fair comparison.

The impact of maximum skip length K. The parameter K primarily governs the acceleration mode
of MagCache, setting a broad trade-off between inference speed and generation quality. As shown in
Table 2, switching from K = 2 to K = 4 consistently yields a significant increase in speedup across
different models. For instance, with the Wan2.1 model, increasing K from 2 to 4 elevates the speedup
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from 2.0× to 2.4× under the default δ = 0.06. This is accompanied by a predictable trade-off in
quality metrics, with LPIPS increasing from 0.0940 to 0.1375. This clear relationship allows users to
first select an acceleration range by choosing K before detailedly adjusting the qulity-speed trade-off.

The impact of threshold δ. Within a selected mode, the threshold δ offers fine-grained control over
the quality-speed trade-off. For example, in the slow mode (K = 2) for OpenSora, decreasing δ from
default 0.06 to 0.03 slightly lowers the speedup from 1.8× to 1.7× but improves generation quality,
with LPIPS decreasing from 0.1414 to 0.1389 and PSNR increasing from 23.91 to 24.05. Conversely,
increasing δ from 0.06 to 0.12 boosts the speedup to 1.9× at a minor cost to quality. This consistent
and monotonic behavior confirms that only 1–2 adjustments to δ are typically sufficient to achieve a
desired balance. This tuning process is efficient and user-friendly, particularly with our interactive
ComfyUI integration, where users can observe the effects of parameter changes in minutes.

The influence of the calibration prompt. In Table 3, we compare three calibration strategies:
calibrate with a random prompt (Prompt 1 from Figure 1), calibrate with all 944 prompts (average
magnitude ratios), calibrate with the most distant outlier prompt (farthest from the average curve). The
results in Table 3 show that all three configurations yield nearly identical visual quality and speedup,
with negligible differences in LPIPS, SSIM, and PSNR. These findings confirm that MagCache does
not rely on carefully selected calibration prompts, and is robust even in the presence of outliers or
complex inputs.

Table 3: The influence of the calibration prompt. The calibration of MagCache is robust to the random
prompt, even to outliers.

Calibration Prompt Speedup ↑ LPIPS ↓ SSIM ↑ PSNR ↑
Random Prompt 1 (Ours) 2.14× 0.1206 0.8133 23.42

944 Prompts 2.14× 0.1162 0.8163 23.52
Outlier Prompt 2.21× 0.1209 0.8103 23.36

Please refer to Appendix A.4 for more ablation studies.

5 Conclusion and Future Work

In this paper, we introduce MagCache, a novel magnitude-aware cache designed to accelerate video
diffusion models by adaptively skipping unimportant timesteps. Our approach leverages a newly
discovered unified law governing the magnitude ratio of successive residual outputs, which remains
robust across different video samples and prompts. This insight allows us to model skipping errors
accurately, ensuring high visual fidelity even during rapid inference. Through extensive evaluations on
benchmarks such as Open-Sora and Wan 2.1, we demonstrated that MagCache consistently achieves
significant speedups while improving visual quality compared to existing methods. Our results
indicate that MagCache is a versatile solution, effectively balancing computation efficiency with
output quality, making it applicable in various real-time or resource-constrained video generation
scenarios. We have only verified the effectiveness of the magnitude law and MagCache on video
generation models. It is necessary to further validate and extend them to more tasks and models. In
future work, we will validate the MagCache on more tasks and models.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction accurately reflect the contributions and scope
of the paper. The introduction outlines the limitations of existing methods and presents the
novel magnitude-aware caching strategy (MagCache) as a solution, which is further detailed
in the paper.
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are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: In Section 5, the paper discusses limitations related to the scope of the
experiments and the focus on video diffusion models, suggesting areas for future work.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The paper provides a theoretical framework for the magnitude ratio and its
application in caching strategies, including assumptions and derivations in the method
section.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 4.1 outlines the experimental setup, including baseline models, eval-
uation metrics, and implementation details, which are sufficient for reproducing the main
results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We utilize the Vbench benchmark for evaluation, which is open access. The
prompts used in the experiments are provided in the Appendix. We are organizing our code
and plan to open-source both soon.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Section 4.1 provides detailed settings, including hyperparameters and experi-
mental conditions, to understand the results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Due to the resource limitation, we do not report error bars. Our method is
stable in Open-SoRA and Wan 2.1 as shown in Table 1.
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We use a single A800 GPU for latency measurement and experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We followed the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: As discussed in Section 1 and Section 2, our MagCache accelerates video
generation by up to 2×. This improvement facilitates the practical deployment of video
diffusion models while significantly reducing computational costs and carbon footprint.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not release any data or models. We do not believe that the algorithm for
fast video generation has a high risk for misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All existing models and datasets used in this work are properly credited with
appropriate references, and their licenses and terms of use have been fully respected.
Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not conduct any experiments with human subjects or any experiments
that are otherwise subject to IRB review.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as
any important, original, or non-standard components. We only utilize it for editing and
formatting pape.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Technical Appendices and Supplementary Material

A.1 Prompts in Figure 1

We utilize the following three prompts to generate the average magnitude ratio, magnitude ratio
variability, and residual cosine distance. In all experiments, we only utilize Prompt 1 to calibrate the
average magnitude ratio.

• Prompt 1: A stylish woman walks down a Tokyo street filled with warm glowing neon and
animated city signage. She wears a black leather jacket, a long red dress, and black boots, and
carries a black purse. She wears sunglasses and red lipstick. She walks confidently and casually.
The street is damp and reflective, creating a mirror effect of the colorful lights. Many pedestrians
walk about.

• Prompt 2: In a still frame, a stop sign

• Prompt 3: a laptop, frozen in time

Table 4: The list of prompts in Figure 1. In all experiments, we only utilize prompt 1 to calibrate the
magnitude ratio for MagCache.

A.2 Definition of Statistics in Figure 1

In Figure 1, we define three metrics: the average magnitude ratio, magnitude ratio variability, and
residual cosine distance. The average magnitude ratio γ is defined in Equation 7. Specifically,
Equation 7 first computes the L2 norm of the residuals rt and rt−1 along the channel dimension, then
takes the token-wise ratio, and finally averages the result across the sequence length dimension to
obtain γt. The mean operation is omitted in Equation 7.

The magnitude ratio variability σ and residual cosine distance dist can be represented as follows:

Magnitude Ratio Variability.

σt = std(
∥rt∥2
∥rt−1∥2

), (12)

where rt ∈ RN×d denotes the residual at timestep t, and ∥ · ∥2 represents the L2 norm computed
along the channel dimension d. The standard deviation is then calculated across the sequence length
dimension N .

Residual Cosine Distance.

distt =
1

N

N∑
i

(1− cos(rit, r
i
t−1)). (13)

Here, the cosine distance is computed for each token between residuals at timesteps t and t− 1, and
the final residual cosine distance distt is obtained by averaging across all tokens.

A.3 Compatibility with Other Acceleration Methods

To assess the versatility of MagCache, we investigate its compatibility with other acceleration
techniques for diffusion models, namely model distillation and low-precision arithmetic. These
experiments demonstrate that MagCache can be seamlessly integrated as a plug-and-play module to
achieve further speedups on already optimized models.

Compatibility with Model Distillation. Model distillation reduces the number of denoising steps
by distillation post-training. We evaluated the performance of MagCache on FusionX, a few-step
distilled variant of the Wan2.1 14B model. As presented in Table 5, MagCache achieves a 1.66×
speedup on FusionX without a significant degradation in visual quality.

With the reduced step-wise redundancy inherent in distilled models, MagCache still provides sub-
stantial acceleration by caching and reusing intermediate computations. Notably, a simple reduction
of inference steps to T = 6 to match MagCache’s speedup results in a severe decline in generation
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quality, with an LPIPS score of 0.2982. In contrast, MagCache achieves a much better LPIPS of
0.1812, demonstrating its ability to maintain quality while accelerating inference.

Table 5: Evaluation of MagCache on the few-step distilled model Wan2.1 14B FusionX (33 frames,
480P). MagCache accelerates the distilled model while maintaining significantly better visual quality
compared to a baseline with a reduced step count at the same speedup.

Method Speedup ↑ Latency (s) ↓ LPIPS ↓ SSIM ↑ PSNR ↑
FusionX (T=10) 1× 30 - - -
FusionX (T=6) 1.66× 18 0.2982 0.6471 20.35

MagCache
(T=10, skip 4 steps) 1.66× 18 0.1812 0.7868 24.23

Compatibility with Low-Precision Arithmetic. We also assessed the performance of MagCache
in low-precision settings by applying it to a 4-bit quantized version of the Wan2.1 14B model. The
results, detailed in Table 6, show that MagCache remains effective under quantization. Both the fast
and slow variants of MagCache improve the quality-speed trade-off.

Specifically, MagCache-fast achieves a 2× speedup with only a minor increase in memory footprint.
While there is a slight drop in the speedup ratio compared to the full-precision model due to the
reduced numerical precision, the acceleration benefit remains substantial.

Table 6: Evaluation of MagCache on the 4-bit quantized Wan2.1 14B model (33 frames, 480P).
MagCache is compatible with low-precision settings, maintaining its acceleration benefits.

Method Memory Speedup ↑ Latency (s) ↓ LPIPS ↓ SSIM ↑ PSNR ↑
Wan2.1 14B 4bit (T=30) 26.3G 1× 241 - - -

MagCache-fast 26.5G 2.0× 119 0.2223 0.6780 20.42
MagCache-slow 26.5G 1.4× 169 0.1184 0.7902 22.78

A.4 More Ablations

A.4.1 Robustness to Denoising Schedulers.

To evaluate the generalizability of the calibrated magnitude ratios across different denoising sched-
ulers, we performed a cross-scheduler validation. Magnitude ratios were calibrated using one
scheduler (e.g., UniPC) and then directly applied during inference with a different scheduler (e.g.,
DPM++). As shown in Table 7, the performance remains remarkably consistent. For instance, ratios
calibrated with UniPC and used with DPM++ achieve the same 2.1× speedup and nearly identical
SSIM and PSNR scores as when both calibration and inference use DPM++. This demonstrates
that the learned magnitude ratios are not specific to the dynamics of a single scheduler and can be
generalized effectively.

Table 7: Robustness of magnitude ratios to different schedulers. The speedup and visual quality is
stable when the scheduler used for inference differs from the one used for calibration

Calibrated Scheduler Inference Scheduler Speedup ↑ LPIPS ↓ SSIM ↑ PSNR ↑
UniPC UniPC 2.1× 0.1053 0.8275 24.32
UniPC DPM++ 2.1× 0.0976 0.8412 24.37
DPM++ DPM++ 2.1× 0.0976 0.8412 24.37
DPM++ UniPC 2.1× 0.1053 0.8275 24.32

A.4.2 Robustness to the Number of Steps.

We also tested the robustness of the magnitude ratios when the number of inference steps is changed.
For these cases, we use nearest-neighbor interpolation to align the calibrated ratio curve to the new
number of steps. Table 8 shows that hyperparameters calibrated with 50 steps can be effectively
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applied to a 30-step inference process, and vice-versa, without requiring recalibration. The speedup
remains constant, and the image quality metrics are determined by the number of inference steps
rather than the calibration setting. This stability simplifies the deployment of MagCache, as the
pre-calibrated magnitude ratios can be used across different inference steps.

Table 8: Robustness of magnitude ratios to different numbers of inference steps. The speedup is
maintained, and quality metrics are consistent for a given number of inference steps, regardless of the
number of steps used for calibration.

Calibrated Steps Inference Steps Speedup ↑ LPIPS ↓ SSIM ↑ PSNR ↑
50 50 2.1× 0.1053 0.8275 24.32
30 50 2.1× 0.1053 0.8275 24.32
50 30 2.1× 0.1917 0.7116 21.06
30 30 2.1× 0.1917 0.7116 21.06

A.4.3 Computation of Skip Error in Equation 6

In Section 3.3, we adopt the multiplicative formulation in Equation 6 to compute the single-step
skip error εskip(t̂, t) between the cached residual rt̂ at timestep t̂ and the ground-truth residual rt
at timestep t. The multiplicative formulation is reasonable according to our following empirical
observation and ablation experiments.

Empirical Observation. We first define the ground-truth magnitude ratio between the resiudal rt
and rt̂ as Γ(t, t̂). Accordding to our empirical observation in Figure 4, the magnitude ratio Γ(t, t̂)

can be approximated by the product
∏t

i=t̂+1 γi, i.e.:

Γ(t, t̂) = mean(
∥rt∥2
∥rt̂∥2

) ≈
t∏

i=t̂+1

γi =

t∏
i=t̂+1

mean(
∥ri∥2
∥ri−1∥2

). (14)

Figure 4: Average Magnitude Ratio between rt and rt̂, where t̂ = t− 3. The Γ(t, t̂) is the ground-
truth magnitude ratio, while the

∏t
i=t̂+1 γi is the predicted magnitude ratio using the multiplicative

formulation in Equation 6.

Besides, the difference between Γ(t, t̂) and
∏t

i=t̂+1 γi is less than 1e-5 in value. Therefore, the
multiplicative formulation in Equation 6 accurately captures the ground-truth magnitude ratio and
thus serves as a reliable surrogate.

Ablation Experiments. As a naive baseline, we consider a simplified error modeling method that
ignores the accumulated error from previously skipped timesteps and considers only the instantaneous
magnitude ratio γt at timestep t. The corresponding skip error is defined as:
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Table 9: Different error modeling methods of single-step skip error εskip on Wan 2.1. Our multiplica-
tive formulation in Equation 6 performs better than the naive baseline in Equation 15.

Error Modeling Latency (s) ↓ LPIPS ↓ SSIM ↑ PSNR ↑
Wan 2.1 187 - - -

Multiplicative
Equation 6 87 0.1053 0.8275 24.32

Naive
Equation 15 84 0.1154 0.8137 24.06

εskip(t̂, t) = 1− γt. (15)

As shown in Table 9, our multiplicative formulation (Equation 6) consistently outperforms the naive
baseline (Equation 15) across all evaluation metrics. This result aligns with our empirical observation
that the multiplicative product

∏t
i=t̂+1 γi provides an accurate approximation of the ground-truth

magnitude ratio Γ(t, t̂) between residuals rt and rt̂.

It is also worth noting that when the magnitude ratio exceeds 1.0, we take the absolute value of the
skip error, as is done in models like HunyuanVideo and Flux.

A.4.4 The Influence of the Initial Steps.

In this section, we investigate the impact of preserving different numbers of initial steps during
inference. As shown in Table 10, the first 10 steps are crucial to the overall quality of the generated
video. Reducing the number of unchanged initial steps from 10 to 5 leads to a significant degradation
in video quality, with LPIPS increasing from 0.1053 to 0.2431, SSIM dropping from 0.8275 to 0.6423,
and PSNR falling from 24.32 to 18.80.

While retaining more steps generally improves video quality, it also increases latency and computa-
tional cost. To strike a balance between visual fidelity and efficiency, we adopt a default setting that
preserves the first 20% of steps, corresponding to 10 steps for Wan 2.1 and 6 steps for Open-Sora.

Table 10: Ablation study on the number of initial unchanged steps for Wan 2.1. The model Wan 2.1
has 50 inference steps in total. †: Default setting where the first 10 steps (20%) are preserved.

Initial
Unchanged Steps Ratio Latency (s) ↓ LPIPS ↓ SSIM ↑ PSNR ↑
Wan 2.1 T = 50 - 187 - - -

5 10% 73 0.2431 0.6423 18.80
10 † 20% 87 0.1053 0.8275 24.32
15 30% 98 0.0664 0.8966 27.71

A.5 Theoretical Analysis of Equation 5

Equation 5 states that when the cosine distance between adjacent residuals is small, the residual
difference ||rt − rt−1|| can be approximated by the magnitude difference |||rt|| − ||rt−1|||:

||rt − rt−1|| ≈ |||rt|| − ||rt−1||| . (5)

This holds when rt and rt−1 are nearly colinear, i.e., 1− cos(rt, rt−1) ≈ 0. Empirically, this occurs
in the first 80% of steps. Theoretically, we can analysize the cosine law:

||rt − rt−1||2 = (||rt|| − ||rt−1||)2 + 2||rt||||rt−1||(1− cos(rt, rt−1)). (16)

As 1− cos(rt, rt−1)→ 0, the second term vanishes, yielding Equtation 5. Let r(t) = vθ(xt, t)− xt.
By the chain rule:

dr

dt
= (∂xvθ − I)x′(t) + ∂tvθ. (17)

Assuming ||x′
t|| ≤M , spatial lipschitz continuity ||∂xvθ|| ≤ Lx, and temporal lipschitz continuity

||∂tvθ|| ≤ Lt, we get
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∣∣∣∣∣∣∣∣drdt
∣∣∣∣∣∣∣∣ ≤ (Lx + 1)M + Lt = B, (18)

where B aggregates the ODE’s stiffness (M ) and model smoothness (Lx, Lt), which is usually within
a small constant range. Integrating over step size h(small in early steps), we can get ||rt − rt−1|| ≤
Bh. Assuming ||rt||, ||rt−1|| ≥ c > 0, we get:

1−cos(rt, rt−1) =
||rt − rt−1||2 − (||rt|| − ||rt−1||)2

2||rt||||rt−1||
≤ ||rt − rt−1||2

2||rt||||rt−1||
≤ B2h2

2c2
= O(h2). (19)

Hence, rt and rt−1 are nearly aligned when h is small. In non-uniform schedules (e.g., shift=8), early
steps use small h (e.g., 0.001), making 1− cos(rt, rt−1) negligible, validating Equation 5.

A.6 More Visualization Cases

In this section, we present additional qualitative results, including both videos and images, to further
demonstrate the effectiveness of MagCache. Compared with TeaCache, MagCache consistently
achieves superior visual quality while maintaining comparable or lower latency. Specifically, Mag-
Cache consistently delivers better alignment with ground-truth content, improved preservation of fine
visual details, and enhanced rendering of textual elements, such as clearer and more accurate text
generation in both videos and images. The qualitative results span four widely used video generation
models and one state-of-the-art image generation model: Wan 2.1 1.3B in Figure 5, Wan 2.1 14B in
Figure 6, Open-Sora in Figure 7, HunyuanVideo in Figure 8, and Flux(Image Generation Model) in
Figure 9.
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Figure 5: Videos generated by Wan 2.1 1.3B using original model, Teacache-Fast, and our MagCache-
Fast. Best-viewed with zoom-in.

29



TeaCache
Latency: 87s

Wan 2.1 1.3B

MagCache
Latency: 69s

Original
Latency: 187s

TeaCache
Latency: 87s

MagCache
Latency: 69s

Original
Latency: 187s

TeaCache
Latency: 87s

MagCache
Latency: 69s

Original
Latency: 187s

TeaCache
Latency: 1749s

MagCache
Latency: 1470s

Original
Latency: 3497s

Wan 2.1 14B

Figure 6: Videos generated by Wan 2.1 1.3B and Wan 2.1 14B using original model, Teacache-Fast,
and our MagCache-Fast. Best-viewed with zoom-in.
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Figure 7: Videos generated by Open-Sora using original model, Teacache-Fast, and our MagCache-
Fast. Best-viewed with zoom-in.
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Figure 8: Videos generated by HunyuanVideo using original model, Teacache-Fast, and our
MagCache-Fast. Best-viewed with zoom-in.
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Figure 9: Images generated by Flux using original model, Teacache-Fast, and our MagCache-Fast.
Best-viewed with zoom-in.
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