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Abstract

Offline goal-conditioned reinforcement learning (GCRL) is a promising approach
for pretraining generalist policies on large datasets of reward-free trajectories, akin
to the self-supervised objectives used to train foundation models for computer
vision and natural language processing. However, scaling GCRL to longer horizons
remains challenging due to the combination of sparse rewards and discounting,
which obscures the comparative advantages of primitive actions with respect to
distant goals. Hierarchical RL methods achieve strong empirical results on long-
horizon goal-reaching tasks, but their reliance on modular, timescale-specific
policies and subgoal generation introduces significant additional complexity and
hinders scaling to high-dimensional goal spaces. In this work, we introduce an
algorithm to train a flat (non-hierarchical) goal-conditioned policy by bootstrapping
on subgoal-conditioned policies with advantage-weighted importance sampling.
Our approach eliminates the need for a generative model over the (sub)goal space,
which we find is key for scaling to high-dimensional control in large state spaces.
We further show that existing hierarchical and bootstrapping-based approaches
correspond to specific design choices within our derivation. Across a comprehen-
sive suite of state- and pixel-based locomotion and manipulation benchmarks, our
method matches or surpasses state-of-the-art offline GCRL algorithms and scales
to complex, long-horizon tasks where prior approaches fail.
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1 Introduction

Goal-conditioned reinforcement learning (GCRL) specifies tasks by desired outcomes, alleviating the
burden of defining reward functions over the state-space and enabling the training of general policies
capable of achieving a wide range of goals. Offline GCRL extends this paradigm to existing datasets
of reward-free trajectories, and has been likened to the simple self-supervised objectives that have
been successful in training foundation models for other areas of machine learning [58, 37]. However,
the conceptual simplicity of offline GCRL belies practical challenges in learning accurate value
functions and, consequently, effective policies for goals requiring complex, long-horizon behaviors.
These limitations call into question its applicability as a general and scalable objective for learning
foundation policies [5, 39, 41] that can be efficiently adapted to diverse control tasks.

Hierarchical reinforcement learning (HRL) is commonly used to address these challenges and is
particularly well-suited to the recursive subgoal structure of goal-reaching tasks, where reaching
distant goals entails first passing through intermediate subgoal states. Goal-conditioned HRL exploits
this structure by learning a hierarchy composed of multiple levels: one or more high-level policies,
tasked with generating intermediate subgoals between the current state and the goal; and a low-
level actor, which operates over the primitive action space to achieve the assigned subgoals. These
approaches have achieved state-of-the-art results in both online [29, 33] and offline GCRL [36], and
are especially effective in long-horizon tasks with sparse rewards.
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However, despite the strong empirical performance of HRL, it suffers from major limitations as a
scalable pretraining strategy. In particular, the modularity of hierarchical policy architectures, fixed to
specific levels of temporal abstraction, precludes unified task representations and necessitates learning
a generative model over the subgoal space to interface between policy levels. Learning to predict
intermediate goals in a space that may be as high-dimensional as the raw observations poses a difficult
generative modeling problem. To ensure that subgoals are physically realistic and reachable in the
allotted time, previous work often implements additional processing and verification of proposed
subgoals [62, 8, 19, 59]. An alternative is to instead predict in a compact learned latent subgoal
space, but simultaneously optimizing subgoal representations and policies results in a nonstationary
input distribution to the low-level actor, which can slow and destabilize training [52, 29]. The choice
of objective for learning such representations, ranging from autoregressive prediction [47, 60] to
temporal metric learning [51, 35, 31], remains an open question and adds significant complexity to
the design and tuning of hierarchical methods.

Following the tantalizing promise that flat, one-step policies can be optimal in fully observable,
Markovian settings [42], this work aims to isolate the core advantages of hierarchies for offline
GCRL and distill them into a training recipe for a single, unified one-step policy. We first conduct
an empirical analysis on a state-of-the-art hierarchical method for offline GCRL that significantly
outperforms previous approaches on a range of long-horizon goal-reaching tasks. Beyond the original
explanation based on improved value function signal-to-noise ratio, we find that separately training
a low-level policy on nearby subgoals improves sampling efficiency. We then reframe hierarchical
policies as a form of implicit test-time bootstrapping on subgoal-conditioned policies, revealing a
theoretical connection to earlier methods that learn subgoal generators and bootstrap directly from
subgoal-conditioned policies to train a flat, unified goal-conditioned policy.

Building on these insights, we construct an inference problem over optimal subgoal states that
unifies these ideas and yields Subgoal Advantage-Weighted Policy Bootstrapping (SAW), a novel
policy extraction objective for offline GCRL. SAW uses advantage-weighted importance sampling
to bootstrap on in-trajectory waypoint states, capturing the long-horizon strengths of hierarchies in
a single, flat policy without requiring a generative subgoal model. In evaluations across 20 state-
and pixel-based offline GCRL datasets, our method matches or surpasses all baselines in diverse
locomotion and manipulation tasks and scales especially well to complex, long-horizon tasks, being
the only existing approach to achieve nontrivial success in the humanoidmaze-giant environment.

2 Related Work

Our work builds on a rich body of literature encompassing goal-conditioned RL [23], offline RL [25,
28], and hierarchical RL [9, 50, 22, 4, 52]. The generality of the GCRL formulation enables powerful
self-supervised training strategies such as hindsight relabeling [2, 16] and state occupancy matching
[30, 13, 63, 48]. These are often combined with approaches that exploit the recursive subgoal
structure of GCRL.: either implicitly by enforcing quasimetric structure on the goal-conditioned value
function [56], or explicitly through hierarchical decomposition into subgoals [33, 29, 17, 36]. Despite
these advances, learning remains difficult for distant goals due to sparse rewards and discounting
over time. Many methods rely on the key insight that actions which are effective for reaching an
intermediate subgoal between the current state and the goal are also effective for reaching the final
goal. Such subgoals are typically selected via planning [21, 61, 18], searching within the replay
buffer [12], or, most commonly, sampling from generative models. Hierarchical methods in particular
generate subgoals during inference and use them to query “subpolicies” trained on shorter-horizon
goals, which are generally easier to learn [49, 3]. Our method also leverages the ease of training
subpolicies to effectively learn long-horizon behaviors, but aims to learn a flat, unified policy while
avoiding the complexity of training generative models to synthesize new subgoals.

Policy bootstrapping: Our work is most closely related to Reinforcement learning with Imagined
Subgoals [7, RIS], which, to our knowledge, is the only prior work that performs bootstrapping on
policies, albeit in the online setting. Similar to goal-conditioned hierarchies, RIS learns a generative
model to synthesize “imagined” subgoals that lie between the current state and the goal. Unlike HRL
approaches, however, it regresses the full-goal-conditioned policy towards the subgoal-conditioned
target, treating the latter as a prior to guide learning and exploration [Figure 1]. While RIS yields
a flat policy for inference, it still requires the full complexity of a hierarchical policy, including a
generative model over the goal space. In contrast, our work extends the core benefits of subgoal-based
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Figure 1: Learning with subgoals. Both HIQL and RIS “imagine” subgoals (thought bubbles) en
route to the goal (red star) with generative models. However, HIQL samples actions directly from the
subgoal-conditioned policy, while RIS regresses (black arrow) a flat goal-conditioned policy towards
the subgoal-conditioned action distribution during training. SAW also performs regression but only
uses “real” subgoals from the dataset D, weighting the regression more heavily towards distributions
conditioned on good subgoals and less (gray arrow) towards bad ones.

bootstrapping to offline GCRL with an advantage-based importance weight on subgoals sampled
from dataset trajectories, eliminating the need for a subgoal generator altogether.

3 Preliminaries

Problem setting: We consider the problem of offline goal-conditioned RL, described by a Markov
decision process (MDP) M = (S, A, R, P) where S is the state space, A the action space, R :
S x § — R the goal-conditioned reward function (where we assume that the goal space G is
equivalent to the state space S), and P : S x A — S the transition function. In the offline setting,
we are given a dataset D of trajectories 7 = (so, ag, $1, a1, .- ., s7) previously collected by some
arbitrary policy (or multiple policies), and must learn a policy that can reach a specified goal state g
from an initial state so € S without further interaction in the environment, maximizing the objective

J(ﬂ-) = ngvp(g),‘rfvp"(‘r) [Z ’Ytr (Stvg)] ) (1)

t=0

where p(g) is the goal distribution and p™ (7) is the distribution of trajectories generated by the policy
« and the transition function P during (online) evaluation.

Offline value learning: We use a goal-conditioned, action-free variant of implicit Q-learning [24,
IQL] referred to as goal-conditioned implicit value learning [36, GCIVL]. The original IQL formula-
tion modifies standard value iteration for offline RL by replacing the max operator with an expectile
regression, in order to avoid value overestimation for out-of-distribution actions. GCIVL replaces the
critic Q(s, a, g) with an action-free estimator (s, a,g) = r(s,g) + ¥V (¢, g), minimizing

‘CGCIVL(U]) = Es,a,gwpD [€72' (T(Sa g) + ’YV (S/, g) - Viﬁ(sag))] ) (2)

where ¢2(x) = |7 — 1(x < 0)|z? is the expectile loss parameterized by 7 € [0.5,1) and V(")
denotes a target value function. Note that using the action-free estimator with expectile regression
is optimistically biased in stochastic environments, since it directly regresses towards high-value
transitions without using Q-values to marginalize over environment stochasticity.

Offline policy extraction: To learn a target subpolicy, we use Advantage-Weighted Regression [40,
AWR] to extract a policy from a learned value function. AWR reweights state-action pairs according
to their exponentiated advantage with an inverse temperature hyperparameter v, maximizing

Tawn(7) = Ega g [e2@00 VD log n(a | 5,9)] 3)

and thus remaining within the support of the data without requiring an additional behavior cloning
penalty. As with GCIVL, we use the action-free estimate Q)(s, a, g) to compute the advantage.



4 Understanding Hierarchies in Offline GCRL

In this section, we seek to identify the core reasons behind the empirical success of hierarchies in
offline GCRL that can be used to guide the design of a training objective for a simpler, flat policy.
We first review previous explanations for the benefits of HRL and propose an initial algorithm that
seeks to capture these benefits in a flat policy, but find that it still fails to close the performance gap
to a state-of-the art method. We then identify an additional practical benefit of hierarchical training
schemes and show how HIQL exploits this from a policy bootstrapping perspective.

4.1 Hierarchies in online and offline GCRL

Previous investigations into the benefits of hierarchical RL in the online setting attribute their
success to improved exploration [22] and training value functions with multi-step rewards [34]. They
demonstrate that augmenting non-hierarchical agents in this manner can largely close the performance
gap to hierarchical policies. However, the superior performance of hierarchical methods in the offline
GCRL setting, where there is no exploration, calls this conventional wisdom into question.

Our empirical investigation focuses on Hierarchical Implicit Q-Learning [36, HIQL], a simple yet
effective hierarchical method for offline GCRL that learns a high-level policy over subgoals and a
low-level policy over primitive actions from a single goal-conditioned value function [Figure 1]

JTFh (gh) = E(s,,,erk)ND,ng(g) {GXP (Bh . Ah (st» st+kvg)) IOg ’/Tgh (St+k | Stag):|
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where 3" and 3¢ are inverse temperature hyperparameters and Aisan approximation of the advantage
function described further in Appendix F.1. Importantly, the value function is trained with standard
one-step temporal-difference (TD) learning (GCIVL) instead of multi-step rewards [34], isolating
HIQL’s significant performance gains across a number of complex, long-horizon navigation tasks to
improvements in policy extraction. While this does not preclude the potential benefits of multi-step
rewards for offline GCRL, it does demonstrate that the advantages of hierarchies are not limited to
temporally extended value learning, in line with previous claims that the primary bottleneck in offline
RL is policy extraction and not value learning [38].

4.2 Value signal-to-noise ratio in offline GCRL

Instead, HIQL claims to address a separate “signal-to-noise ratio” (SNR) issue in goal-conditioned
value functions when the goal is very far away, where a combination of sparse rewards and discounting
makes it nearly impossible to accurately determine the advantage of one primitive action over another
with respect to distant goals. This is also known as the action gap phenomenon [14]. By separating
policy extraction into two levels, the low-level actor can instead evaluate the relative advantage
of actions for reaching nearby subgoals and the high-level policy can utilize multi-step advantage
estimates to get a better notion of progress towards distant goals.

To test whether improved SNR in advantage estimates with respect to distant goals is indeed the key to
HIQL’s superior performance, we propose to utilize subgoals to directly improve advantage estimates
in a simple baseline method we term goal-conditioned waypoint advantage estimation (GCWAE).
Briefly, we use the advantage of actions with respect to subgoals generated by a high-level policy as
an estimator of the undiscounted advantage with respect to the true goal

Aw(stvatvg) ~ A (staataﬂ—s},lg(w | Stvg)) ) (5)

where the sg subscript indicates a stop-gradient operator. Apart from using this advantage to extract a
flat policy with AWR, we use the same architectures, sampling distributions, and training objective
for 7" as HIQL. Despite large gains over one-step policy learning objectives in several navigation
tasks, GCWAE still underperforms its hierarchical counterpart, achieving a 75% success rate on
antmaze-large-navigate compared to 90% for HIQL without subgoal representations and 16%
for GCIVL with AWR policy extraction [Appendix H].



4.3 It’s easier to find good (dataset) actions for closer goals

While diagnosing this discrepancy, we observed that training statistics for the two methods were
largely identical except for a striking difference in the mean action advantage A(s, as, w). The
advantage was significantly lower for GCWAE, which samples “imagined” subgoals w ~ 7"(- | s, g)
from a high-level policy to train the flat policy; than HIQL, which samples from the real k-step future
state distribution w ~ pP (s | s¢) of the dataset to train the low-level policy (and then imagines
subgoals during inference). This leads us to an obvious but important insight: in most cases, dataset
actions are simply better with respect to subgoals sampled from nearby future states in the trajectory
than to distant goals or “imagined” subgoals generated by a high-level policy. The dataset is far
more likely to contain high-advantage actions for goals sampled at the ends of short subsequences,
whereas optimal state-action pairs for more distant goals along the trajectory are much rarer due to
the combinatorial explosion of possible goal states as the goal-sampling horizon increases.

The practical benefits of being able to easily sample high-advantage state-action-goal tuples are hinted
at in Park et al. [37], who pose the question “Why can’t we use random goals when training policies?”
after finding that offline GCRL algorithms empirically perform better when only sampling (policy)
goals from future states in the same trajectory as the initial state. While their comparison focuses on
in-trajectory versus random goals instead of nearer versus farther in-trajectory goals, we hypothesize
both observations are driven by similar explanations: namely, the solutions reached by constrained
policy optimization algorithms are dependent on the base sampling distribution over actions [28, 38].

4.4 Hierarchies perform test-time policy bootstrapping

Our observations suggest that training policies on nearby goals benefits both from better value SNR
in advantage estimates and the ease of sampling good state-action-goal combinations. For brevity,
we will refer to such policies trained only on goals of a restricted horizon length as “subpolicies,"
denoted by 7P and analogous to the low-level policies 7* in hierarchies. Now we ask: how do
hierarchical methods take advantage of the relative ease of training subpolicies to reach distant goals,
and can we use similar strategies to train flat policies?

HIQL separately trains a low-level subpolicy on goals sampled from states at most & steps into the
future, reaping all the benefits of policy training with nearby goals. Similar to other goal-conditioned
hierarchical methods [33, 29], it then uses the high-level policy to predict optimal subgoals between
the current state and the goal at fest time, and “bootstraps” by using the subgoal-conditioned action
distribution as an estimate for the full goal-conditioned policy.

5 Subgoal Advantage-Weighted Policy Bootstrapping

We now seek to unify the above insights into an objective to learn a single, flat goal-reaching
policy without the additional complexity of HRL. Following the bootstrapping perspective, a direct
analogue to hierarchies would use the subpolicy to construct training targets, regressing the full
goal-conditioned policy towards a target action distribution 7"" (a | s, 7" (w | s, g)) given by a
subpolicy 75"P conditioned on optimal subgoals from a subgoal generator, similar to Equation 5.

Deriving such an objective in a principled manner leads us to a key contribution of this work: by
viewing hierarchical policy optimization as probabilistic inference over the optimal distribution of
subgoals, we can (1) derive SAW, our training-time bootstrapping objective that does not require
generative subgoal models; and recover (2) RIS, a related bootstrapping objective that still requires
a high-level policy [7]; and (3) the bilevel HIQL objective [Equation 4]. We present an abridged
version below and leave the full derivations to Appendix B.

5.1 Hierarchical RL as inference

The connection between RL and probabilistic inference is well-established [10, 44, 27, 26, 1, 40] and
begins by constructing a probabilistic model over states, actions, and a binary optimality variable
O;. The joint likelihood of optimality (O; = 1 for ¢t = {¢,...,T}) over a trajectory T is chosen as
p(O=1]|7)xexp (> 4oq7're/a), where « is a temperature parameter. Intuitively, Oy represents
the event of maximizing return by choosing an action, i.e., maximizing progress towards the goal
in the goal-conditioned case. Peng et al. [40] derive a similar form that instead maximizes the



expected policy improvement J(m) — J(mg) of  over a behavior policy 7 in terms of the advantage
A™8(s,a) = Q™ (s,a) — V™ (s), which we use both for compatibility with HIQL and for practical
improvements in stability. We provide a more thorough introduction to these ideas in Appendix A.

To paint hierarchical policy optimization as an inference problem, we define a variable U over
subgoals, where p(U = 1| 7,{w},g) o exp (8> joqV' A (st,wt,g)). The binary variable U
can be interpreted as the event of reaching the goal g as quickly as possible from state s; by
passing through subgoal state w. The subgoal advantage is defined as A(s;,w,g) = —V (s, 9) +
VRV (w, g) + Zf;lt r(s¢r, g). In practice, we follow HIQL and simplify the advantage estimate to
V(w,g) — V(st,9), i.e., the progress towards the goal achieved by reaching w [Appendix F.1].

Without loss of generality (since we can represent any flat Markovian policy simply by setting
7" (- | 5, g) to a point distribution on g), we use an inductive bias on the subgoal structure of GCRL
to consider policies 7 of a factored hierarchical form

(e}
p=(7 1 9) = p(s0) Hp(5t+1 | st,a0)m (ar | se, wi)m" (wy | 51, 9).
t=0

The distinctions between hierarchical approaches like HIQL and non-hierarchical approaches such as
RIS and SAW begin with our choice of posterior distribution. For the former, we would consider
similarly factored distributions, whereas for the latter, we use a flat posterior ¢/ (7 | g) that factors as

[.¢]
qf(T | 9) = p(s0) Hp(3t+1 | se,ae)q’ (ar | 51, 9),
t=0

assuming that the dataset policies are Markovian. We also introduce a posterior ¢" ({w} | g) which
factors over a sequence of waypoints {w} = {wp, w1, ...} as

o0
qh({w} | 9) = p(s0) HP(St+1 | St,at)WSUb(at | stawt)qh(wt | st,9),
t=0

where we treat the target subpolicy 75" as fixed. Using these definitions, we define the evidence
lower bound (ELBO) on the optimality likelihood p, (U = 1) for policy 7 and goal distribution p(g)

log p(U = 1) = log / p(9)p=(r, {w} | 9)p(U = 1| 7, {w}, g)d{w} dr dg

p(U =1,7,{w} | g)
> Eys (r19),4" ({w}g)p(g) 108 (r] 9)d"({w} | ) =J (g, m).

Here, ¢/ and ¢ serve as auxiliary distributions that allow us to optimize their corresponding
parametric policies 7y and 7 via an iterative expectation-maximization (EM) procedure. Expanding
distributions according to their factorizations, dropping terms that are independent of the variationals,
and rewriting the discounted sum over time as an expectation over the (unnormalized) discounted
stationary state distribution i (s) = >~ v'p(s¢ = s | m) results in the final objective

T () = Eu(s),p(g) [Ba (wls.g) [A(S; 0, 9)] = Egs (ajs.g) [Drr(d"(w | 5,9) 7" (w | 5,9))]
- th(w\s,g) [DKL(qf(a’ | 8’9)”7{2(& | Saw))] L (6)

where we optimize an approximation of [ by sampling from the dataset distribution up(s) [45, 1, 40].

5.2 Eliminating the subgoal generator

Converting the KL penalty in the first line of Equation 6 to a hard constraint Dk, (-||-) < € allows us
to find the closed form of the optimal posterior ¢" (w | 5, g) o< w)j(w | s,9) exp(A(s, w, g)) [1, 40].
Both RIS and HIQL iteratively minimize the KL divergence between the parametric generative
model Wﬁ(w | s, ) and this sample-based posterior ¢". Then, RIS trains a flat policy 7 using the
remaining KL divergence term in the second line. This minimizes the divergence between the flat



Algorithm 1 Subgoal Advantage-Weighted Policy Bootstrapping (SAW)

1: Input: offline dataset D, goal distribution p(g).

2: Initialize value function V, target subpolicy 7, and policy mg.

3. while not converged do

4:  Train value function: ¢ <~ ¢ — AV, Lacrv(¢) with (s¢, s¢41) ~ pP, g ~ p(g) [Equation 2]
5: end while

6: while not converged do

7:  Train target subpolicy: w < w — AV, Jawr (w) with (s¢, a,w) ~ pP [Equation 3]
8: end while

9: while not converged do
10:  Train policy: 6 < 0 — AV Jsaw (#) with (s¢, a,w) ~ pP, g ~ p(g) [Equation 9]
11: end while

goal-conditioned policy posterior ¢/ and the subgoal-conditioned policy 7‘—in expectation over the
optimal distribution of subgoals ¢”, as approximated by 7"

Ti15(0) = Epis).q(w).nta) [Dxcr (mola | 5, 9)| 70 (a | 5,w)] @

This brings us to the key insight underlying the SAW objective: instead of learning a generative model
over the potentially high-dimensional space of subgoals to compute the expectation over ¢" (w), we
can directly estimate this expectation from dataset samples using a simple application of Bayes’ rule:

p(w]s,g,U=1) och(w | $)p(U=1|s,w,g)
o pP(w | 5) exp(A(s,w, g)),

which replaces the expectation over g to yield our subgoal advantage-weighted bootstrapping term

Eu(s),pD(w|s),p(g) [exp(A(s,w,g))DKL(ﬁg(a | S’g)”ﬂK(a | S, w))] (®)

We learn an approximation to 7¢(a | s,w) by training a separate (sub)goal-conditioned policy with
AWR in a similar fashion to HIQL, whereas RIS uses an exponential moving average of the parameters
of its full goal-conditioned policy as a target. Since our regression target is a parametric distribution,
this conveniently allows us to directly model ¢/ with another parametric policy 7y (a | s, g).

While approximating p(w | s, U = 1) with ¢ directly and using our importance weight on the dataset
distribution are mathematically equivalent, the latter does introduce sampling-based limitations,
which we discuss in Section 7. However, we show empirically that the benefits from lifting the
burden of learning a distribution over a high-dimensional subgoal space far outweigh these drawbacks,
especially in large state spaces with high intrinsic dimensionality.

5.3 The SAW objective

The importance weight in Equation 8 allows the policy to bootstrap from subgoals sampled directly
from dataset trajectories by ensuring that only subpolicies conditioned on high-advantage subgoals
influence the direction of the goal-conditioned policy [Figure 1]. We combine our bootstrapping term
with an additional learning signal from a (one-step) policy extraction objective utilizing the value
function, which improves performance in stitching-heavy environments [Appendix I]. Here, we use
one-step AWR [Equation 3], yielding the full SAW objective:

T(0) = Epp(s5,0,0),p(9) e A(s:0,9) logmg(als,g)— ePAGw9) D (71'9(& \ s,g)Hﬂ'S”b(a | s, w))}
9)

where « and 3 are inverse temperature hyperparameters. This objective provides a convenient
dynamic balance between its two terms: as the goal horizon increases, the differences in action values
and therefore the contribution of one-step term decreases. This, in turn, downweights the noisier
value-based learning signal and shifts emphasis toward the policy bootstrapping term. Finally, we use
GCIVL to learn V, resulting in the full training scheme outlined in Algorithm 1.



Figure 2: OGBench tasks. We train SAW on 20 datasets collected from 7 different environments
(pictured above) and perform evaluations across 5 state-goal pairs for each dataset.

6 Experiments

To assess SAW'’s ability to reason over long horizons and handle high-dimensional observations, we
conduct experiments across 20 datasets corresponding to 7 locomotion and manipulation environments
[Figure 2] with both state- and pixel-based observation spaces. We report performance averaged over
5 state-goal pairs for each dataset, yielding 100 total evaluation tasks. Implementation details and
hyperparameter settings are discussed in Appendices F and G, respectively.

6.1 Experimental setup

We select several environments and their corresponding datasets from the recently released OGBench
suite [37], a comprehensive benchmark specifically designed for offline GCRL. OGBench provides
multiple state-goal pairs for evaluation and datasets tailored to evaluate desirable properties of
offline GCRL algorithms, such as the ability to reason over long horizons and stitch across multiple
trajectories or combinatorial goal sequences. We use the baselines from the original OGBench paper,
which include both one-step and hierarchical state-of-the-art offline GCRL methods. We briefly
describe each category of tasks below and baseline algorithms in Appendix C, and encourage readers
to refer to the Park et al. [37] for further details.

Locomotion: Locomotion tasks require the agent to control a simulated robot to navigate through a
maze and reach a designated goal. The agent embodiment varies from a simple 2D point mass with
two-dimensional action and observation spaces to a humanoid robot with 21 degrees of freedom and
a 69-dimensional state space. In the visual variants, the agent receives a third-person, egocentric
64 x 64 x 3 pixel-based observations, with its location within the maze indicated by the floor color.
Maze layouts range from medium to giant, where tasks in the humanoidmaze version of the latter
require up to 3000 environment steps to complete.

Manipulation: Manipulation tasks use a 6-DoF URS5e robot arm to manipulate object(s), including
up to four cubes and a more diverse scene environment that includes buttons, windows, and drawers.
The multi-cube and scene environments are designed to test an agent’s ability to perform sequential,
long-horizon goal stitching and compose together multiple atomic behaviors. The visual variants
also provide 64 x 64 x 3 pixel-based observations where certain parts of the environment and robot
arm are made semitransparent to ease state estimation.

6.2 Locomotion results

State-based locomotion: As a method designed for long-horizon reasoning, SAW excels in all
variants of the state-based locomotion tasks. It scales particularly well to long horizons, exhibiting the
best performance of 73% across all tasks in antmaze-giant-navigate and is the first method to
achieve non-trivial success in humanoidmaze-giant-navigate, reaching 35% success compared
to the previous state-of-the-art of 12% [37]. We demonstrate that training subpolicies with subgoal
representations scales poorly to the giant maze environments [Figure 3] but are critical to HIQL’s
performance, emphasizing a fundamental tradeoff in hierarchical methods: compact subgoal represen-
tations are essential for making high-level policy prediction tractable, but those same representations
can constrain policy expressiveness and limit overall performance. While other subgoal representation
learning objectives may perform better than those derived from the value function, as in HIQL, this
highlights the additional design complexity and tuning required for HRL methods. We also implement
an offline variant of RIS [Appendix C] and find that it performs significantly worse than SAW with
subgoal representations, which we suspect can be explained by our insights in Section 4.3.
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Environment Dataset GCBC GCIVL GCIQL QRL CRL HIQL RIS SAW

pointmaze-medium-navigate-v0 9 +6 63 +6 53 +8 82+5 297 7945 8846 97 +2
pointmaze pointmaze-large-navigate-v0 29 +6 45 +5 34 +3 86+0 3947 58+ 6313 8510
pointmaze-giant-navigate-v0 1+ 0 xo0 0 xo 68 +7 27T+ 46+0 5T +i12 688
antmaze-medium-navigate-v0 29 44 72 18 T1 +4 88+3 95+1 961 9611 9T 41
antmaze antmaze-large-navigate-vO0 24 +2 16 +5 34 x4 T5+6 83+a 9lx2 8913 9043
antmaze-giant-navigate-v0 0 +o0 0 =0 0 o0 1443 1643 6545 654 73 +4
humanoidmaze-medium-navigate-v0 8 +2 24 +2 27 +2 21+s  60+4 8912 T35 88 +3
humanoidmaze humanoidmaze-large-navigate-v0 140 241 2 41 541 24 £a 49 14 21 47 46 +a
humanoidmaze-giant-navigate-v0 0 o0 0 o0 0 +o 10 32 1214 32 35 +4
cube-single-play-v0 6 +2 53 +4 68 +6 541 1942 44* 4o 81% 46 72" 45
cube cube-double-play-vO0 1+ 36 +3 40 +5 1o 10+2 6 +2 36 +4 40 +7
cube-triple-play-v0 1+ 10 BES 0 =0 441 31 32 4 +2
scene scene-play-v0 541 42 +4 51 +a 51 1942 38+3 64+7 63+
visual-antmaze-medium-navigate-v0 11 +2 22 +2 1101 0 0 9411 93+a  55+a7 950
visual-antmaze visual-antmaze-large-navigate-v0 4 +o0 541 4 41 0 +o0 8441 53+9 43 +aa 8214
visual-antmaze-giant-navigate-v0 0o 1+ 0 +o 0 xo0 47 +2 6 x4 4+ 10 +2
visual-cube-single-play-vO0 541 60 +5 30 +5 41 +15 3115 8910 63137 8843
visual-cube visual-cube-double-play-v0 1+ 10 +2 141 5 +0 241 3912 2846 40 +3
visual-cube-triple-play-v0 15 +2 14 +2 15 1 1641 1742 21x0 181 20 £1
visual-scene visual-scene-play-v0 12 +2 25 +3 12 +2 10+1 1142 494 3843 47 6

Table 1: Evaluating SAW on state- and pixel-based offline goal-conditioned RL tasks. We compare our
method’s average (binary) success rate (%) against the numbers reported in Park et al. [37] across the five
test-time goals for each environment, averaged over 8 seeds (4 seeds for pixel-based visual tasks) with standard
deviations after the & sign. Numbers within 5% of the best value in the row are in bold. Results with an asterisk
(*) use different value learning hyperparameters and are discussed further in Section 6.3.

antmaze -giant - navigate humanoidmaze - giant -navigate

Success Rate (%)
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w
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Figure 3: Subgoal representations scale poorly to high-dimensional control in large state spaces.
Using HIQL’s subgoal representations (taken from an intermediate layer of the value function) for
SAW’s target subpolicy harms performance compared to training directly on observations. However,
HIQL fails to learn meaningful behaviors when predicting subgoals directly in the raw observation
space. RIS, which bootstraps on generated subgoals at every step, performs the worst of the three.

Pixel-based locomotion: SAW maintains strong performance when given 64 x 64 x 3 visual obser-
vations and scales much better to visual-antmaze-large than does its hierarchical counterpart.
However, we do see a significant performance drop in the giant variant relative to the results in
the state-based observation space. As a possible explanation for this discrepancy, we observed that
value function training diverged for HIQL and SAW in visual-antmaze-giant as well as all
visual-humanoidmaze sizes (omitted since no method achieved non-trivial performance). This
occurred even without shared policy gradients, suggesting that additional work is needed to scale
offline value learning objectives to very long-horizon tasks with high-dimensional visual observations.

6.3 Manipulation results

State-based manipulation: SAW consistently matches state-of-the-art performance in cube environ-
ments and significantly outperforms existing methods in the 5 scene tasks, which require extended
compositional reasoning. Interestingly, we found that methods which use expectile regression-based
offline value learning methods (GCIVL, GCIQL, HIQL, and SAW) are highly sensitive to value
learning hyperparameters in the cube-single environment. Indeed, SAW performs more than twice
as well on cube-single-play-v0 with settings of 7 = 0.9 and 8 = 0.3, reaching state-of-the-art
performance (72% +s5 vs. 32% +4 with 7 = 0.7). While SAW is agnostic to the choice of value



learning objective, we make special mention of these changes since they depart from the OGBench
convention of fixing value learning hyperparameters for each method across all datasets.

Pixel-based manipulation: In contrast to the state-based environments, SAW and HIQL achieve
near-equivalent performance in visual manipulation. This suggests that representation learning, and
not long-horizon reasoning or goal stitching, is the primary bottleneck in the visual manipulation
environments. While we do not claim any representation learning innovations for this paper, our
results nonetheless demonstrate that SAW is able to utilize similar encoder-sharing tricks as HIQL to
scale to high-dimensional observation spaces.

7 Limitations

A theoretical limitation of our approach, which is common to all hierarchical methods as well
as RIS, occurs in our assumption that the optimal policy can be represented in the factored form
7f(a | s,w)m"(w | s,g). While this is true in theory (since we could trivially set 7 (w | 5, g) to a
point distribution at g), practical algorithms typically fix the distance of the subgoals to a shorter
distance of £ steps, where subgoals s; are sampled from the distribution pgaj (St+k | s¢) induced
by the behavior policy 7. This introduces bias by limiting the space of subgoals to k-step future
occupancy distribution of the behavior policy 7, rather than that of the current learned policy.
However, as discussed in Section 4.3, we find that subgoals sampled from the future state distribution
work empirically well with respect to goals also sampled from the future state distribution, which is
common in practice [17, 16, 57, 13, 36].

We suspect that methods which generate subgoals may perform better in datasets that require a
high degree of stitching: they can synthesize “imagined” subgoals on which to bootstrap, while our
approach may require alternative sampling strategies to reach the same level of performance. While
SAW maintains strong performance compared to baselines when trained on suboptimal stitch
datasets, its performance does degrade in the highly suboptimal explore datasets [Appendix J].

8 Discussion

We presented Subgoal Advantage-Weighted Policy Bootstrapping (SAW), a simple yet effective
policy extraction objective that leverages the subgoal structure of goal-conditioned tasks to scale
to long-horizon tasks, without learning generative subgoal models. SAW consistently matches or
surpasses current state-of-the-art methods across a wide variety of locomotion and manipulation tasks
that require different timescales of control, whereas existing methods tend to specialize in particular
task categories. Our method especially distinguishes itself in long-horizon reasoning, excelling in the
most difficult locomotion tasks and scene-based manipulation. While the simplicity of our objective
does introduce some practical limitations related to subgoal sampling, discussed above, we find that
avoiding explicit subgoal prediction is crucial for maintaining performance in large state spaces.
By demonstrating a scalable approach to train unified policies for offline GCRL, we believe that
SAW takes a step toward realizing the full potential of robotic foundation models in addressing the
long-horizon, high-dimensional challenges of real-world control.

The family of policy bootstrapping algorithms can also be seen as a practical instantiation of the
chunking theory of learning from neuroscience, which suggests that mastering complex, sequential
skills initially involves breaking them down into a series of chunks [43, 6]. Individual chunks are
blended into smoother and more efficient movements with repeated practice, providing a mechanism
for acquiring progressively longer and more complex skills that can again be used as primitive chunks
for planning, in a virtuous cycle of improvement over the horizon.

10
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A Reinforcement Learning as Probabilistic Inference

In an effort to make this work more self-contained, we provide a short overview of the probabilistic
inference perspective on reinforcement learning, which we use to derive the HIQL, RIS, and SAW
objectives in Appendix B. The general structure of these derivations will be quite similar to those
discussed later on and follows closely from Abdolmaleki et al. [1], although we do deviate in some
places for clarity and correctness. For a more thorough treatment, interested readers may refer to the
tutorial by Levine [26]. We break this introduction into two sections: (1) a general introduction to the
RL as inference framework, (2) and a discussion of the modifications and assumptions made to apply
these ideas to offline RL with a fixed stationary distribution 1P ().

A.1 RL as inference

To view optimal control as a probabilistic inference problem, we introduce an optimality variable O,
which takes the form of a binary random variable where O, = 1 if the decision at time step ¢ was
optimal, and O, = 0 if not. We define the joint distribution of optimality variables in a trajectory 7 as

p(O=1]7)xexp <thrt/a> ,

t=0

where « is a temperature hyperparameter and r; = r(s, a;). This has a natural interpretation: if
we assume deterministic dynamics, the probability of a trajectory induced by the optimal policy is
proportional to its exponentiated return. We can view this as a “soft” maximization over actions
compared the hard arg max in greedy Q-learning [46]. A natural objective is then to optimize the
marginal likelihood of optimality for policy 7. Unfortunately, this is a function of an expectation
over the space of trajectories, which is intractable to compute. Instead, we can form the evidence
lower bound (ELBO) by using Jensen’s inequality and introducing a variational approximation ¢(7)

logpr (0 =1) = log/pﬂ(f)p(O =1|71)dr

= / q(7) [logp(o 1) +10g 220 4

q(7)
> ytre/a| = Diw (q(7)llp (1))
t=0

=J(q).

:Eq

Under the assumption that p(7) = p (so) [T, P (St41 | 8¢, a¢) ™ (ar | s¢), i.e., w is Markovian, we
consider a family of variational distributions that factor in the same way as p,(7)

q(7) = p(so) HP(5t+1 | st,a0) q(ar | se).
t=0

This choice of distribution allows us to rewrite the divergence between trajectories as a factored
distribution over individual timesteps, where all terms not depending on ¢ cancel out and we move
the weighting parameter « to the second term (which is equivalent for optimization purposes)

T (q) = Eq(r) ZV ’"t] ~Eq {alog (pi((TT)))]
e [Ere] e[S (2]
B, 27 re — alog ( ((Ztt || Z) >] (10)

Prior work [1] additionally discounts the per-timestep divergence term, so that optimizing 7 with
respect to q is equivalent to solving the standard RL problem with an augmented reward 7, =

fr((‘;’t |‘ii)) . We follow this convention as well in the following section.

r — alog
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A.2 Offline policy optimization

To optimize the above objective, we define the state-action value associated with Equation 10 as

Q" (s,a) =10 + Ey(r),s0=s.a0=a lz ok [n — alog (MH . (11)

— m(ag | st)

We then perform a partial maximization of 7. The key difference between this and standard policy
improvement, which updates 7(s) < argmax, 7(s,a) + YEp(ss,a) [V (8')], is that we select the
soft-optimal action instead of a hard arg max and use the value function V™ associated with the fixed
policy 7 instead of the current policy q.

We first expand Q™ using the regularized Bellman operator, which replaces r with 7

L+ Byt [V (5)]

= Eq(als) [T(Sa a) + YEp(s'15,a) v (S/)H —aDky (q(a | s)|[m(a] s))
= Ey(als) [Q7(s,0)] — aDxkw (q(a | s)||m(a]s)).

T™9 = Eq(als) r(s,a) — alog

This gives us a “one-step” KL-regularized objective
max J(q) = max E (o) [TT1Q™ (s, a)]

— m‘?x]Euw(s) [Eq(a‘s) [Q7 (s,a)] — aDk1, (¢(a | s)||7(a | s))] , (12)

where 1™ () is the discounted stationary state distribution induced by 7.

This does not fully optimize [J since we ignore the dependence of the Q-value on policy q. However,
we can also learn ) from off-policy data: in this work, we use a variant of implicit Q-learning
[Equation 2], which learns a value function for an improved (implicit) policy via value iteration.
While the soft-optimal actor learned via this optimization procedure may differ from the implicit
actor of IQL, such decoupled approaches work empirically well in practice.

For mathematical convenience, we can turn the KL regularization term into a hard constraint
max Bys) [Eqals) [Q7 (s, 0)]]
s.t. ]Eu(s) [DKL (Q(a | 5)77( (a ‘ S))] <e (13)

and use Lagrangian duality to find a closed form for the optimal posterior
q(a | s) ocexp(Q(s,a)/a)mp(a | s). (14)

This can be interpreted as a Bayesian update, where the prior 7y is updated by the likelihood of
optimality exp(Q(s, a)/a). Given a tractable way to estimate the optimality-conditioned posterior
distribution from samples, we can now turn policy optimization into a variational inference problem.

Expectation maximization for policy learning: Framing RL as an inference problem allows us to
use tools from approximate variational inference to estimate the optimal state-conditioned distribution
over actions. The expectation-maximization (EM) algorithm is one such tool that gives rise to a
family of policy improvement algorithms [10, 1, 40], and can be described as “solving a sequence
of probability matching problems, where 6 is chosen at each step to match as best it can a fictitious
distribution that is determined by the average rewards experienced on the previous step” [10].

More concretely, EM algorithms for RL are based an iterative two-step process, consisting of:
1. Expectation (E) step: We construct a nonparametric, sample-based posterior g(a | s)
exp(M(s,a)/a)mg(a | s), where M (s, a) is some performance measure, e.g., the Q-function [1]

or the advantage function [40]. This is exactly the “fictitious” distribution referenced above. As
mentioned above, we replace my with the fixed behavior policy 7z in the offline setting.
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2. Maximization (M) step: In this step, we update our parameterized policy towards this fictitious
target by minimizing the KL divergence between the two. In practice, we are rarely able to find
the setting of 6 that globally minimizes the divergence—and neither do we want to, since q is
only a noisy approximation of the true optimal posterior and can have arbitrarily high sampling
error. Instead, we simply take a few gradient steps on 6 towards g before resampling.

When ¢ is non-parametric as described above, we can directly substitute in our expression for ¢
[Equation 14] with a normalizing constant into the KL divergence and simplify, turning both steps
into the single objective of Maximum a Posteriori Policy Optimization [1, MPO]

jMPO(g) = ESNHD(S),awﬂg(a\s) [exp(Q<57 a)/a) log 7T9(CL | 5)} : (15)

A similar procedure can be used on an objective that maximizes the expected improvement n(n) =
J(mg) — J(mg) over the behavior policy 7g, giving rise to an advantage-weighted objective [40]

jAWR(G) = ESNMD(S),aNﬂg(a\S) [exp(A(s, a)/a) 1Og 71-9(01 ‘ S)] . (16)

As a point of clarification, in the online setting our replay buffer D is populated by fresh experience
from 79, which can be thought of as the prior distribution corresponding to the posterior g. However,
in the offline setting, the prior is fixed to the offline dataset D, and 7y instead takes the role of a
parametric estimate of the shape of ¢, that is repeatedly updated over sampled batches.

B Derivation and Unification of the HIQL, RIS, and SAW Objectives

As in the standard inference framework introduced in Appendix A, we cast the infinite-horizon, dis-
counted GCRL formulation as an inference problem by constructing a probabilistic model. However,
we introduce a new variable corresponding to subgoal optimality, via the likelihood function

p(U =1|7{w}, g) cexp (ﬂthA (st,wt79)> :

t=0

where [ is an inverse temperature parameter and the binary variable U can be intuitively understood
as the event of reaching the goal g as quickly as possible by passing through a subgoal w, or passing
through a subgoal w which is on the shortest path between s; and g. Following Park et al. [36], we
elect to use an advantage function to reduce variance, which is especially important when considering
multi-step advantage estimates as we do here.

We consider policies 7 and 7" of a factored hierarchical form

o0

px(7 | 9) = p(s0) HP(SH—l | sty a¢) mg(a | s¢,1w¢) Wz}Z(wt | 5¢,9),
t=0

where the low-level policy over actions ¢ and high-level policy over subgoals 7" are parameterized

by 6 and 1, respectively. However, for the sake of clarity, we drop the parameters from the notation
in the following derivations.

B.1 HIQL derivation

For HIQL s hierarchical policy, we consider distributions ¢* and ¢” of the same form

oo
a(7 | g) = p(so) Hp(8t+1 | st,at) qz(at | st,wt) qh(wt | 5t,9).
t=0

To incorporate training of the low-level policy, we also construct an additional probabilistic model
for the optimality of primitive actions towards a waypoint w (note that this can also be done to
incorporate target policy training into the SAW objective, but we leave it out for brevity)

p(O=1|1,{w}) xexp (aZ’ytA (st,at,wt)> )

t=0
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With these definitions, we define the evidence lower bound (ELBO) on the joint optimality likelihood
pr(O = 1,U = 1) for policy 7 and posterior ¢ as

bg%JO::LCTZ1)=1m;/pQﬁpK7=1J7=]qﬂ{w}\mdhﬂfhdg

—1lo ET w ( _IU:LT?{w}‘g)
—lg/p(g)q( | 9)d"({w} | 9)" 7 9w} 9)

p(O=1,U=1,7{w}|g)
=108 Egt (7(g),4" ({w}9).p(9) { (v [9)a"({w} [ g)

O0=1U=11{w
>Ef(rq%qh({w}w),p(q)log{ 2 1 9)d" ({w}{|;)|g)} J (g, 7).

d{w}drdg

Expanding the fraction, moving the log inside, and dropping the start state distribution p(sg) and
transition distributions p(s;4+1 | st, at), which are fixed with respect to 6 and v, gives us

a> ' Alsyanwp) + B A(st,wr, 9)

t=0 t=0

—i—Zlog( (a | 51, we) " (w, | St’g)>] .

at ‘ Stvg)q (wt | 5t7g)

Eqt(719), a" ({w}lg), p(9)

We rewrite the discounted sum over time as an expectation over the (unnormalized) discounted
stationary state distribution ji-(s) = >.,27'p(ss = s | m) induced by policy 7. In practice,
however, we optimize an approximation of 7 (g, 8, 1) by sampling from the dataset distribution over
states pp, as justified in Appendix A. For brevity, we omit the conditionals in the expectations below,
defining ¢‘(a) = ¢‘(a | 5, ¢) and ¢"(w) = ¢"(w | 5,9)

7t(a | s, w)
E s a v (w OéA S,a,w +10g|:’:|:|
1(s),q"(a),q" (w),p(g) { ( ) d‘(a | s,w)

™ (w|s,9)
+E |:BA(S w, g) + log [”
n(s),q" (w "(w | s,g)
= Epu(s) ¢ (a).q (w)p(g) [CA(S, 0, 0)] = E i) n () pie) [Pxr [¢°(a | s,w) |17 (a | 5,w)]]
+ Eps) g (w).pe) BAGS 0, )] = Bty (o) [Dir [¢"(w [ 5, 9)lI7"(w [ 5,9)]] . (A7)
HIQL separately optimizes the two summation terms, which correspond to the low- and high-level
policies, respectively. Following Abdolmaleki et al. [1] and Peng et al. [40], we turn each KL
divergence penalty into a hard constraint Dk, (-||) < €, form the Lagrangian, and solve for the
optimal low- and high-level policies to yield the optimal sample-based ¢* and ¢" distributions
¢‘(a s,g) ocm(a ] s,w)exp(A(s, a,w))
q"(a|s,9) 7" (w| s,9) exp(A(s, w, g))-
Minimizing the KL divergence between these sample-based estimates of the optimal posteriors and
their respective parametric policies 7r§ and WZ yields the bilevel AWR policy extraction objectives for
HIQL
jlgIQL(e) = Eu(s),qz(a),qh(w),p(g) [exp(A(s, a, w)) log 7T§ (a | S, ’LU)]
jI[ILIQL W) = E/L(s),qh (w),p(g) [GXP(A(S, w, g)) log ’/T:Z (UJ | S, g)} .
While our derivation produces an on-policy expectation over states, actions, and subgoals, we
approximate this objective with samples drawn from the dataset distribution following the justification

in Appendix A. The goal distribution is not known a priori (see Appendix C of Park et al. [37] for
commonly used goal distributions).
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B.2 RIS and SAW derivations

Unlike HIQL, RIS and SAW both seek to learn a unified flat policy, and therefore we choose a policy
posterior ¢/ (7) that factors as

¢! (7| g) = p(s0) Hp(5t+1 | st a)g’ (ar | se,9).
t=0

For RIS, which learns a generative subgoal policy identical to that of HIQL, we also use the same
distribution ¢ which factors over a sequence of waypoints {w} = {wg, w1, ...} as

qh({w} | 9) = p(s0) Hp (8t41 | 8¢, a1)7 (at | Stywt)qh(wt | st:9).
t=0

Rather than jointly learning low- and high-level policies, RIS bootstraps from a target subpolicy 751"
which is treated as fixed. Using these definitions, we define the evidence lower bound (ELBO) on the
likelihood of subgoal optimality p,. (U = 1) for policy =

log p(U = 1) = log / p(@)p(U = 1,7, {w} | g)drd{w}dg

e ity | o PU =17 {w) )
=tz [ plo)’ (7 | a)a" () | ) B O

p(U=17{w}|g)
= log B (719).q" ({w}lg).p(9) {qf(q- | 9)a"({w} | ¢

)
p(U =1,7,{w} | g)
> Bys(r19).a" ({w}lg) w(g) 108 |:qf(7 )" ({w) | 9)

d{w}drdg

] = J(gq,7).

Expanding the fraction, moving the log inside, and dropping the start state distribution p(sg), transi-
tion distributions p(s;;1 | ¢, a¢), and target subpolicy 75" (a; | s;,w;), which are fixed with respect
to the variationals, leaves us with

E f(r19), ¢ ({w}|9), p(g [BZ’WA St, Wty g +210g|:

™ at | StﬂUt) h(wt \ St,Q)H

flar | 8¢, 9) ¢"(wy | s, 9)

Once again, we express the discounted sum over time as an expectation over the discounted stationary
state distribution 1(s) and omit the conditionals in the expectation over ¢/ (a) and ¢" (w) for brevity.
Simplifying gives us

E(s).q7 (a),4" (), plg {BA(S w Q)HOg[ ((w ||§§>)} log [m”

= Epu(0).0" (w). p(a) [BA( w0, 9)] = Eus), p() [Dxcr. (4" (w | 5, 9)[|I7" (w | 5, 9))]
+Ey).qn (w),p(e) [PxL (¢! (@] 5,9) |7 (a | 5,0))].

RIS: RIS partitions this objective into two parts and optimizes them separately. The first line is
identical to the HIQL high-level policy objective and yields the same AWR-like objective for a
parametric generative subgoal policy 7772

Tiis (V) = Eu(s).am (w) p(e) [exXP(A(s,w, 9))log 7wl (w | 5,9)] .

The remaining KL divergence term seeks to minimize the divergence between the flat goal-conditioned
policy posterior ¢/ and the subgoal-conditioned policy 7(a | s,w), which is fit separately with the
target subpolicy 75"P(a | s, w) from earlier. Importantly, because 75" (a | s, w) is (presumably) a
parametric distribution, we can directly optimize the KL divergence in the space of policies with
another parametric policy 7y(a | s, g), yielding the final bootstrapping objective

T415(0) = E(e).ah (w), pio) [DxL(ma(a | 5,9) |75 (a | 5,0))].
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This divergence is minimized in expectation over optimal subgoals ¢” (w | s, g), which in turn is
approximated by the parametric subgoal policy wZ(w | 5,9).

SAW: Instead of fitting a generative model ¢"(w | s, g) over the potentially high-dimensional space
of subgoals, we can use a simple application of Bayes’ rule to directly approximate the expectation
over the optimality-conditioned distribution of subgoals p(w | s, g, U = 1), where

p(w]s,g,U=1) x pP(w | $)p(U=1|s,w,g)
o pP(w | 5) exp(A(s, w, ).

Although the proportionality constant in the first line is the p, (U = 1), which is the subject of
our optimization, we note that approximating the expectation over subgoals w corresponds to the
expectation step in a standard expectation-maximization (EM) procedure [1]. Because we are only
seeking to fit the shape of the optimal posterior over subgoals for the purposes of approximating
the expectation over ¢", and not maximizing p, (U = 1) (the M step), we can treat p, (U = 1) as
constant with respect to ¢" to get

Tsaw (0) = K, () gn (w), p(oy [P (ma(a | s, 9)||7(a | 5,w))]

= /M(S)P(g) ¢"(w | 8)[Dxr(mo(a | s, 9)|7(a | s,w))]ldwdg ds

[ 161 )PP | ) explAs, . 9)Dic oo | 9) (o | ol ds
= Eu(s),pD(w|s),p(g) eXp(A(S, w?Q))[DKL(ﬂ-Q(a | 8’9)”71'2(0, | 5, U}))],

giving us the final subgoal advantage-weighted bootstrapping term in Equation 8.

C Offline GCRL Baseline Algorithms

In this section, we briefly review the baseline algorithms referenced in Table 1. For more thorough
implementation details, as well as goal-sampling distributions, interested readers may refer to
Appendix C of Park et al. [37] as well as the original works.

Goal-conditioned behavioral cloning (GCBC): GCBC is an imitation learning approach that clones
behaviors using hindsight goal relabeling on future states in the same trajectory.

Goal-conditioned implicit {Q, V}-learning (GCIQL & GCIVL): GCIQL is a goal-conditioned
variant of implicit Q-learning [24], which performs policy iteration with an expectile regression
to avoid querying the learned Q-value function for out-of-distribution actions. Park et al. [36]
introduced a V'-only variant that directly regresses towards high-value transitions [Equation 2], using
r(s,g) + vV (s', g) as an estimator of Q(s, a,g). Since it does not learn Q-values and therefore
cannot marginalize over non-causal factors, it is optimistically biased in stochastic environments.

Although both baselines are value learning methods that can be used with multiple policy extraction
objectives (including SAW, which extracts a policy from a value function learned with GCIVL),
the OGBench implementations are paired with following objectives: Deep Deterministic Policy
Gradient with a behavior cloning penalty term [15, DDPG+BC] for GCIQL, and AWR [Equation 3]
for GCIVL.

Quasimetric RL (QRL): QRL [56] is a non-traditional value learning algorithm that uses Interval
Quasimetric Embeddings [55, IQE] to enforce quasimetric properties (namely, the triangle inequality
and identity of indiscernibles) of the goal-conditioned value function. It relies on the Lagrangian
dual form of a constrained “maximal spreading” objective to estimate the shortest paths between
states, then learns a one-step dynamics model combined with DDPG+BC to extract a policy from the
learned representations.

Contrastive RL (CRL): CRL [13] is a representation learning algorithm which uses contrastive
learning to enforce that the inner product between the learned representations of a state-action pair
and the goal state corresponds to the discounted future state occupancy measure of the goal state,
which is estimated directly from data using Monte Carlo sampling. CRL then performs one-step
policy improvement by choosing actions that maximize the future occupancy of the desired goal state.
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Hierarchical implicit Q-learning (HIQL): HIQL [36] is a policy extraction method that learns two
levels of hierarchical policy from the same goal-conditioned value function. The low-level policy 7
is trained using standard AWR, and the high-level policy 7" is trained using an action-free, multi-step
variant of AWR that treats (latent) subgoal states as “actions.”

Reinforcement learning with imagined subgoals (RIS): RIS [7] is a policy extraction method
originally designed for the online GCRL setting, which learns a subgoal generator and a flat, goal-
conditioned policy. Unlike SAW, RIS uses a fixed coefficient on the KL term, instead learning a
subgoal generator and bootstrapping directly on a target policy (parameterized by an exponential
moving average of online policy parameters rather than a separately learned subpolicy) conditioned
on “imagined” subgoals. It also incorporates a value-based policy learning objective similar to our
approach, but learns a Q-function and differentiates directly through the policy with DDPG.

Offline RIS (RIS°®): To modify RIS for the offline setting in our implementation for Figure 3, we
fixed the coefficient on the KL term to 8 = 100.0 for navigation and S = 3.0 for manipulation tasks,
trained a subgoal generator identical to the one in HIQL, and replaced the dataset subgoals in SAW
with “imagined” subgoals. Otherwise, for fairness of comparison, our offline RIS implementation
used the same hyperparameters and architectures as SAW, including a separate target subpolicy
network instead of a soft copy of the online policy, subgoals at a fixed distance instead of at midpoints,
and AWR instead of DDPG+BC for the policy extraction objective, which we found to perform better
in locomotion environments.

D Links to Planning Invariance

As an aside, we note that the discussions in this paper are closely related to the recently introduced
concept of planning invariance [32], which describes a policy that takes similar actions when directed
towards a goal as when directed towards an intermediate waypoint en route to that goal. In fact, we
can say that subgoal-conditioned HRL methods achieve a form of planning invariance by construction,
since they simply use the actions yielded by waypoint-conditioned policies to reach further goals.
By minimizing the divergence between the full goal-conditioned policy and an associated subgoal-
conditioned policy, both SAW and RIS can also be seen as implicitly enforcing planning invariance.

E Computational Resources

All experiments were conducted on a cluster consisting of Nvidia GeForce RTX 3090 GPUs with 24
GB of VRAM and Nvidia GeForce RTX 3070 GPUs with 8 GB of VRAM. State-based experiments
take around 4 hours to run for the largest environments (humanoidmaze-giant-navigate) and
visual experiments up to 12 hours.

F Implementation Details

F.1 Simplified advantage estimates

GCRL typically uses a sparse reward formulation where the reward is always constant (typically
—1): in other words, the goal-conditioned reward function is always (s, g) = —1 unless the current
state is within some small distance € from the goal g, where r(s,, g) = 0. While the full advantage

estimate would be A (s;,w, g) = =V (s¢,9) + 7"V (w,g) + Zf;lt r (sy, g), the sum over rewards
should almost always be a constant when combined with hindsight goal relabeling, unless the goal
was already reached at some point between time ¢ and ¢ + k — 1. Finally, the discount 7/* is always a
constant (since we fix k as a hyperparameter), and can therefore be roughly folded into the inverse
temperature parameter /3 in the subgoal advantage exp(8A(s, w, g)).

While this is not a completely faithful approximation, we found in our experiments that it yielded
similar results and even improved performance in some cases by reducing the absolute magnitude
of the advantage term in the exponent and therefore the “sharpness” of the resulting distribution,
compared to the full expression that applies the discount factor v* to V (w, g).
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F.2 Goal sampling

Following the standard hyperparameter settings in OGBench, we use separate goal-sampling dis-
tributions to train the value networks and actors. The value functions are trained with a mixture
distribution ppix (g | $) where 20% of goals are simply set to the current state s;, 50% are sampled
from future states s;1 in the same trajectory, using geometric sampling where k ~ Geom(1 — ~),
and 30% are sampled uniformly at random from the entire dataset D. On the other hand, the policy is
trained with future states sampled uniformly from the same trajectory.

F.3 Target policy

While Chane-Sane et al. [7] use an exponential moving average (EMA) of the online policy parameters
6 as the target policy prior 7, we instead simply train a smaller policy network parameterized
separately by v on (sub)goals sampled from k£ steps into the future, where k is a hyperparameter. We
find that this leads to faster convergence, albeit with a small increase in computational complexity.

F.4 Architectures

Apart from the goal encoder discussed below, all networks use 3-layer multilayer perceptrons (MLPs)
of dimension 512 with layer normalization and Gaussian error linear units (gelus). For environments
with pixel-based observations, we additionally use a small Impala encoder [11] with a single Resnet
block [20]. For value learning, we use an ensemble of two networks for both the online and target
networks with double-Q learning as in the GCIVL implementation. Importantly, only the full policy
and not the target subpolicy actor 75" uses the goal encoder.

Goal encoder: During our experiments, we observed that the choice of network architecture for
both the value function and policy networks had a significant impact on performance in several
environments. Instead of taking in the raw concatenated state and goal inputs, HIQL processes
the concatenated current observation and goal states with a representation module consisting of an
additional three-layer MLP for state-based environments, followed by a length-normalized linear
projection to a 10-dimensional bottleneck representation. This is appended to another Impala encoder
in visual environments. The value and low-level policy networks receive this representation in place
of the goal information, as well as the raw (in state-based environments) or encoded (in pixel-based
environments, using a separate Impala encoder) state information. While SAW has no need for a
subgoal representation module, we found that simply adding these additional layers (separately) to
the value and actor network encoders significantly boosted performance in state-based locomotion
tasks, with modifications to the former improving training stability in pointmaze and modifications
to the latter being critical for good performance in the antmaze and humanoidmaze environments.

While we did not perform comprehensive architectural ablations due to computational limitations, we
note that the desirable properties of the unit hypersphere as a representation space are well-studied
in contrastive learning [54] and preliminary work by Wang et al. [53] has explored the benefits of
scaling network depth for GCRL (albeit with negative results for the offline setting). Further studying
the properties of representations emerging from these architectural choices may inform future work
in representation learning for offline GCRL.
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G Hyperparameters

We find that our method is robust to hyperparameter selection for different horizon lengths and
environment types in locomotion tasks, but is more sensitive to choices of the value learning expectile
parameter 7 and the temperature parameter 3 of the divergence term in manipulation tasks (see
Appendix 1.2 for training curves of different 3 settings). Unless otherwise stated in Table 2, all
common hyperparameters are the same as specified in Park et al. [37] and state, subgoal, and
goal-sampling distributions are identical to those for HIQL.

Environment Type Dataset Expectile AWRa KLD 3  Subgoal steps &
pointmaze-medium-navigate-vO0 0.7 3.0 3.0 25
pointmaze pointmaze-large-navigate-v0 0.7 3.0 3.0 25
pointmaze-giant-navigate-v0 0.7 3.0 3.0 25
antmaze-medium-navigate-v0 0.7 3.0 3.0 25
antmaze antmaze-large-navigate-v0 0.7 3.0 3.0 25
antmaze-giant-navigate-vO 0.7 3.0 3.0 25
humanoidmaze-medium-navigate-v0 0.7 3.0 3.0 100
humanoidmaze humanoidmaze-large-navigate-v0 0.7 3.0 3.0 100
humanoidmaze-giant-navigate-v0 0.7 3.0 3.0 100
visual-antmaze-medium-navigate-v0 0.7 3.0 3.0 25
visual-antmaze visual-antmaze-large-navigate-v0 0.7 3.0 3.0 25
visual-antmaze-giant-navigate-v0 0.7 3.0 3.0 25
cube-single-play-v0 0.9 3.0 0.3 10
cube cube-double-play-v0 0.7 3.0 1.0 10
cube-triple-play-v0 0.7 3.0 1.0 10
scene scene-play-v0 0.7 3.0 1.0 10
visual-cube-single-play-v0 0.7 3.0 3.0 10
visual-cube visual-cube-double-play-v0 0.7 3.0 3.0 10
visual-cube-triple-play-v0 0.7 3.0 3.0 10
visual-scene visual-scene-play-v0 0.7 3.0 3.0 10

Table 2: SAW hyperparameters. Each cell indicates the hyperparameters for the corresponding
environment and dataset. From left to right, these hyperparameters are: the expectile parameter 7 for
GCIVL, the one-step AWR temperature « (used for training both the target and policy networks), the
temperature on the KL divergence term /3, and the number of subgoal steps k.
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H Waypoint Advantage Estimation

In this section, we report results for goal-conditioned waypoint advantage estimation (GCWAE),
which uses a subgoal generator to produce an advantage estimator. Our implementation uses the exact
same value and high-level policy training objective and architecture as HIQL, but instead evaluates
the advantage of dataset actions with respect to “imagined” subgoals en route to the goal to provide
a clearer signal for policy learning [Equation 5]. We show that this approach is able to achieve
significantly better performance than its one-step counterpart (GCIVL) in long-horizon locomotion,
but continues to lag in behind HIQL and struggles in manipulation tasks. In our experiments, we
found that all training statistics were nearly identical to those of HIQL, except for the one-step action
advantage evaluated with respect to the subgoals, as shown in the figures below.
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Figure 4: Training curves for scene-play, antmaze-large-navigate, and

humanoid-giant-navigate on the left, and the mean one-step advantage over dataset ac-
tions with respect to subgoals on the right.
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I Ablations

In this section, we ablate various components of our objective and assess its sensitivity to various
hyperparameters.

L1 One-step AWR ablation

We ablate the one-step AWR term in our objective, which is akin to training purely on bootstrapped
policies from a target policy (which itself is trained with AWR). Note that ablating the bootstrapping
term simply recovers the GCIVL baseline. We observe that ablations to the one-step term primarily
affect performance in short-horizon, stitching-heavy tasks such as the simpler manipulation envi-
ronments. On the other hand, performance is largely unaffected in longer-horizon manipulation and
locomotion tasks, confirming our initial hypotheses that the bulk of SAW’s performance in more
complex tasks is due to policy bootstrapping rather than one-step policy extraction.
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Figure 5: Training curves for cube-single-play and cube-double-play with one-step ablations.
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Figure 6: Training curves for scene-play and antmaze-large-navigate with one-step ablations.
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1.2 Hyperparameter sensitivity

Here, we investigate SAW’s sensitivity to the 5 inverse temperature hyperparameter.We observe a
similar pattern to the one-step AWR ablation experiments, where the manipulation environments are
much more sensitive to hyperparameter settings compared to more complex, long-horizon tasks.
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Figure 7: Training curves for cube-single-play and cube-double-play with different values of
B (where the default hyperparameters settings are 8 = 0.3 and 8 = 1, respectively).
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Figure 8: Training curves for scene-play and antmaze-large-navigate with different values of
B (where the default hyperparameters settings are 5 = 1 and 8 = 3, respectively).

J Stitching Experiments

We report SAW and RIS®®’s performance on the OGBench stitch datasets below, which are de-
signed to test an algorithm’s ability to stitch together actions from many short, suboptimal trajectories:

Environment  Dataset GCBC GCIVL GCIQL QRL CRL HIQL RIS SAW
pointmaze-medium-stitch-v0 23 +18 70 +14 21 +o 80 x12 01 T4 6 T8+o 87 x4
pointmaze pointmaze-large-stitch-v0 7 +5 12 16 31 42 84 115 00 13 16 17+9 8 +9
pointmaze-giant-stitch-vO0 0 +o0 0 +o 0 +o0 50+ 0=x0 0O=zo 0 o0 0 o0
antmaze-medium-stitch-v0 45 +11 44 +6 29 +6 597  53+6 941 95141 96 1
antmaze-large-stitch-vO0 33 18 +2 T2 18 +2 1l1+2 6715 66+ 660
antmaze antmaze-giant-stitch-v0 0 +o0 0 +o0 0 +o 0 +o0 0O+0 22 0 +o 141
antmaze-medium-explore-v0 2 1 19 +3 13 +2 1+ 3x2  37xw0 3lxo 254
antmaze-large-explore-v0 0 +o0 10 +3 0 +o 0 +o0 O+o 445 2 42 6 +a
humanoidmaze-medium-stitch-v0 29 =5 12 +2 12 43 18+2  36+2 88+2 6545 THzs
humanoidmaze humanoidmaze-large-stitch-v0 6 +3 1+ 0 +o 341 4 +1 28+3  16+2 2543
humanoidmaze-giant-stitch-v0 0 =0 0 o0 0 +o0 0 o0 0x0 32 1+ 413

Table 3: Evaluating SAW on stitch datasets in state-based environments. We compare our method’s
average (binary) success rate (%) against the numbers reported in Park et al. [37] across the five test-time goals
for each environment, averaged over 8 seeds (4 seeds for pixel-based visual tasks) with standard deviations
after the + sign. Numbers within 5% of the best value in the row are in bold.

While SAW achieves competitive performance with HIQL in pointmaze-stitch and
antmaze-stitch, it lags behind in the explore datasets and humanoidmaze environments, sug-
gesting that the generalization and stitching properties of generative models are increasingly important
when data is more suboptimal or low-coverage (in high-dimensional spaces).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We support our primary claims by providing a novel offline GCRL algorithm
that does not use a subgoal generator, a derivation of existing methods (HIQL and RIS) from
the same inference-based framework, and experiments demonstrating that subgoals limit
performance in long-horizon, high-dimensional control.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations of this work are discussed in Section 7.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: This paper provides derivations of existing methods as well as the proposed
algorithm, with all theorems and formulas referenced either in the main body or in the full
derivations included in Appendix B. Assumptions and limitations of those assumptions are
discussed in Sections 5.1 and 7.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All algorithmic details and hyperparameter settings [Appendix G] are disclosed
in the paper, and anonymized code is attached as supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Anonymized code is attached in the supplementary materials, and a link to an
open-source implementation will be added to the abstract after the peer review process.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All training and test details are either specified in the paper or follow the
default conventions of open source benchmarks.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All experiments report the standard deviation of the results across random
seeds.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Compute resources are detailed in Appendix E.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conforms with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper is primarily concerned with foundational reinforcement learning
algorithms, with experiments performed in simulated robotic environments.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We utilize the open source benchmark OGBench [37] with appropriate citations
and provide a link in the Experiments section.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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