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ABSTRACT
Centrality measures, quantifying the importance of vertices or

edges, play a fundamental role in network analysis. To date, trig-

gered by some positive approximability results, a large body of

work has been devoted to studying centrality maximization, where

the goal is to maximize the centrality score of a target vertex by

manipulating the structure of a given network. On the other hand,

due to the lack of such results, only very little attention has been

paid to centrality minimization, despite its practical usefulness.

In this study, we introduce a novel optimization model for local

centrality minimization, where the manipulation is allowed only

around the target vertex. We prove the NP-hardness of our model

and that the most intuitive greedy algorithm has a quite limited

performance in terms of approximation ratio. Then we design two

effective approximation algorithms: The first algorithm is a highly-

scalable algorithm that has an approximation ratio unachievable

by the greedy algorithm, while the second algorithm is a bicriteria

approximation algorithm that solves a continuous relaxation based

on the Lovász extension, using a projected subgradient method.

To the best of our knowledge, ours are the first polynomial-time

algorithms with provable approximation guarantees for centrality

minimization. Experiments using a variety of real-world networks

demonstrate the effectiveness of our proposed algorithms: Our first

algorithm is applicable to million-scale graphs and obtains much

better solutions than those of scalable baselines, while our second

algorithm is rather strong against adversarial instances.

ACM Reference Format:
Anonymous Author(s). 2018. Local Centrality Minimization with Quality

Guarantees. In Proceedings of Make sure to enter the correct conference title
from your rights confirmation emai (Conference acronym ’XX). ACM, New

York, NY, USA, 13 pages. https://doi.org/XXXXXXX.XXXXXXX

1 INTRODUCTION
Among the many analytical tools that social network analysis [21]

borrowed from graph theory, centrality measures play a funda-

mental role in a wide variety of analyses [12]. Centrality, which

quantifies the importance of vertices or edges only based on the

graph structure, has found many applications, including, e.g., iden-

tification of important users or connections in social networks,

community detection [34], anomaly detection [28], to name a few.

Local centrality minimization is the problem of removing a few

existing edges around a target vertex, so as to minimize its centrality

score. A direct application can be found in the context of reducing
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the visibility, or influence, of a targeted harmful user in a social

network, without explicitly blocking the user account. The edges to

be removed, identified by local centrality minimization, are themost

important edges for the centrality (i.e., visibility or influence) of the

target vertex. In this regard, another direct application is to keep

satisfying influential users so that they are engaged in the platform.

The degree of satisfaction of such influencers often depends on how

actually influential they are in the platform, i.e., how much their

content is consumed by the network. Local centrality minimization

can be used for revealing the most important connections between

the influencers and their followers, which are key in contributing

to their visibility.

While a large body of work has been devoted to studying cen-
trality maximization [12], much less attention has been paid to

centrality minimization (see Section 2 for a brief literature sur-

vey). Generally speaking, the goal of centrality maximization is

to maximize the centrality score of a target vertex by adding a

limited number of edges to the network. In many reasonable op-

timization models, the objective function becomes monotone and

submodular [14], and thus a simple greedy algorithm admits a

(1 − 1/e)-approximation [33]. This positive result makes the basis

of various studies on centrality maximization [4, 7, 10, 11, 18, 29].

The lack of positive approximation results has instead limited

the attention on the centrality minimization problem, especially in

its local variant. Waniek et al. [41] introduced several optimization

models for local centrality minimization under some specific objec-

tives and constraints, investigated the computational complexity of

their models, and devised some algorithms. Later, Waniek et al. [42]

investigated local centrality minimization from a game-theoretic

point of view. However, the work byWaniek et al. [41, 42] proposed

only (exponential-time) exact algorithms and heuristics.

In this paper, we study the local centrality minimization prob-

lem, adopting the most well-established centrality measures called

the harmonic centrality [12], which quantifies the importance of

vertices based on the level of reachability from the other vertices.

The harmonic centrality is known as an effective alternative to the

closeness centrality [6], which was employed in Waniek et al. [41],

in the sense that unlike the closeness centrality, it is well-defined

even in the case where a graph is not strongly connected.

Boldi and Vigna [6] showed that among all the known centrality

measures, only the harmonic centrality satisfies all the desirable

axioms, namely the size axiom, density axiom, and score mono-

tonicity axiom. Recently, Murai and Yoshida [32] theoretically and

empirically demonstrated that among well-known centrality mea-

sures, the harmonic centrality is most stable (thus reliable) against

the uncertainty of a given graph.

1.1 Paper contributions and roadmap
In this paper, we introduce a novel optimization model for local

centrality minimization, where the harmonic centrality is employed

as an objective function. Specifically, in our model, given a directed

graph 𝐺 = (𝑉 ,𝐴), a target vertex 𝑣 ∈ 𝑉 , and a budget 𝑏 ∈ Z>0,
1
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we aim to find a set of incoming edges of 𝑣 with size (no greater

than) 𝑏 whose removal minimizes the harmonic centrality score of

𝑣 , denoted by ℎ𝐺 (𝑣) (to be defined in Section 3).

For our optimization model, we first analyze the computational

complexity. Specifically, we show that our model is NP-hard even

on a very limited graph class (i.e., acyclic graphs), by constructing

a polynomial-time reduction from the minimum 𝑘-union problem.

Furthermore, we prove that the most intuitive greedy algorithm,

which iteratively removes an incoming edge of 𝑣 that maximally

decreases the objective value, cannot achieve an approximation

ratio of 𝑜 ( |𝑉 |), while any reasonable algorithm has an approxima-

tion ratio of 𝑂 ( |𝑉 |). This negative result motivates the design of

algorithms that exploit the characteristics of our model.

We design two polynomial-time approximation algorithms. The

first algorithm is a highly-scalable algorithm that has an approxi-

mation ratio of

√︁
2ℎ𝐺 (𝑣). We stress that as

√︁
2ℎ𝐺 (𝑣) = 𝑂 (

√︁
|𝑉 |) =

𝑜 ( |𝑉 |), this approximation ratio is unachievable by the above greedy

algorithm. Our algorithm first sorts the incoming neighbors of the

target vertex 𝑣 in the decreasing order of their harmonic centrality

scores on a slightly modified graph, and then removes 𝑏 incom-

ing edges from the top-𝑏 vertices in the sorted list. To prove the

approximation ratio, we scrutinize the relationship between the

harmonic centrality scores of the target vertex and its incoming

neighbors. In the end, we also prove the tightness of our analysis

of the approximation ratio.

The second algorithm is a polynomial-time algorithm that has

a bicriteria approximation ratio of ( 1𝛼 , (
1

1−𝛼 , 𝜖)) for any 𝛼 ∈ (0, 1)
and 𝜖 > 0. That is, the algorithm finds a subset of incoming edges

of the target vertex 𝑣 with size at most 𝑏/𝛼 but attains the objective

value at most the original optimal value times
1

1−𝛼 plus 𝜖 . There-

fore, the algorithm approximates the original optimal value while

violating the budget constraint to some bounded extent. To design

the algorithm, we first introduce a continuous relaxation of our

model. To this end, we use the well-known extension of set func-

tions, called the Lovász extension [26]. An important fact is that

the objective function of our model is submodular, which guaran-

tees that its Lovász extension is (not necessarily differentiable but)

convex. Therefore, we can solve the relaxation (with an arbitrarily

small error) using a projected subgradient method [3]. Once we get

a fractional solution, we apply a simple probabilistic procedure and

obtain a subset of incoming edges of the target vertex 𝑣 .

Finally, our experiments on a variety of real-world networks

show that our first algorithm is applicable to million-scale graphs

and obtains much better solutions than those of scalable baselines,

while our second algorithm is strong against adversarial instances.

In summary, our contributions are as follows:

• We study the local harmonic centrality minimization problem:

We prove that it is NP-hard even on acyclic graphs, its ob-

jective function is submodular, and the most intuitive greedy

algorithm cannot achieve 𝑜 ( |𝑉 |)-approximation (Section 3).

• We devise a highly-scalable algorithm with an approximation

ratio of

√︁
2ℎ𝐺 (𝑣), unachievable by the greedy algorithm.

• We then devise a bicriteria approximation algorithm that solves

a continuous relaxation based on the Lovász extension, using

a projected subgradient method (Sections 5 and 6).

To the best of our knowledge, ours are the first polynomial-time

algorithms with provable approximation guarantees for centrality

minimization.

2 RELATEDWORK
In this section, we review related literature about centrality mini-

mization and maximization, submodular minimization, and other

relevant applications in social networks analysis.

Centrality minimization. The most related to the present paper

is the work on centrality minimization by Waniek et al. [41, 42]

whose goal is to provide a methodology that contributes to hid-

ing individuals in social networks from centrality-based network

analysis algorithms.

More specifically, Waniek et al. [41] introduced the following

optimization model: Given a directed graph 𝐺 = (𝑉 ,𝐴), a target
vertex 𝑣 ∈ 𝑉 , a budget 𝑏 ∈ Z>0, and a set 𝑀 of possible single-

edge modifications, we are asked to select at most 𝑏 actions in𝑀

so as to minimize the centrality score of 𝑣 while satisfying some

constraint on the influence of some vertices in the graph. As a

centrality measure, they considered the degree centrality, closeness

centrality, and betweenness centrality. They showed that except for

the degree centrality case, the above model is NP-hard even when

the constraint on the influence of vertices is ignored, and devised

simple heuristics.

Waniek et al. [42] investigated local centrality minimization from

a game-theoretic point of view. As a tool to analyze their game, they

studied the following optimization model: Given a directed graph

𝐺 = (𝑉 ,𝐴), a target vertex 𝑣 ∈ 𝑉 , a hiding parameter 𝛿 , and a set𝑀

as above, we are asked to find a minimal subset of𝑀 guaranteeing

that there are at least 𝛿 vertices having a centrality score greater

than that of 𝑣 . As a centrality measure, they again considered the

above three. They showed that the model is 2-approximable for

the degree centrality but is inapproximable within any logarithmic

factor for the other two. Note that the above approximation is just

for the size of the output rather than the ranking of the centrality

score of 𝑣 (or the centrality score of 𝑣).

Veremyev et al. [38] studied a global centrality minimization

problem: Given an undirected graph𝐺 = (𝑉 , 𝐸) with cost 𝑐𝑒 ∈ R≥0
for each 𝑒 ∈ 𝐸, a target vertex subset 𝑆 ⊆ 𝑉 , and a budget 𝑏 ∈
Z>0, we are asked to find 𝐹 ⊆ 𝐸 whose removal minimizes the

centrality score of the target vertex subset 𝑆 subject to the budget

constraint

∑
𝑒∈𝐹 𝑐𝑒 ≤ 𝑏. The centrality score of a vertex subset is

defined as a generalization of the centrality score of a vertex. As a

centrality measure, they considered a quite general one, based on

distance between vertices, which includes the harmonic centrality

as a special case. They proved that the above model is NP-hard for

any centrality measure included in the above, and as a by-product

of the analysis, they also mentioned the NP-hardness of its local

variant, which coincides with (the undirected-graph counterpart

of) our proposed model. In the present paper, by focusing on the

harmonic centrality, we prove that our model is NP-hard even

on a very limited graph class (i.e., acyclic graphs). On a positive

side, they presented an exact algorithm based on mathematical

programming and greedy heuristics. Very recently, Liu et al. [25]

addressed another global centrality minimization problem, where

2
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the objective function is a centrality measure called the information

centrality and the connectivity of the resulting graph is guaranteed.

Centrality maximization. Centrality maximization has more

actively been studied in the literature (e.g., [4, 7, 10, 11, 18, 29]),

where the most related to ours is due to Crescenzi et al. [10]. They

introduced the harmonic centrality maximization problem, where

given a directed graph 𝐺 = (𝑉 ,𝐴), a target vertex 𝑣 ∈ 𝑉 , and

a budget 𝑏 ∈ Z>0, we are asked to insert at most 𝑏 incoming

edges of 𝑣 so as to maximize the harmonic centrality score of 𝑣 .

Our proposed optimization model can be seen as a minimization

counterpart of their problem. They proved that the problem is

APX-hard, but devised a polynomial-time (1 − 1/e)-approximation

algorithm based on the submodularity of the objective function.

Finally, we note that there is another class of problems also called

centrality maximization, where the goal is to find 𝑆 ⊆ 𝑉 that has

the maximum group centrality score [1, 2, 4, 8, 18, 24, 27, 31, 35, 45],

which is less relevant to the present paper.

Submodular minimization. Submodular minimization is one of

the most well-studied problem classes in combinatorial optimiza-

tion. Among the literature, the most related work is due to Svitkina

and Fleischer [37]. They stated that a polynomial-time ( 1𝛼 ,
1

1−𝛼 )-
bicriteria approximation algorithm for submodular minimization

with a cardinality upper bound (and thus for our proposed model)

is possible for any 𝛼 ∈ (0, 1), using techniques in Hayrapetyan

et al. [17]. However, Hayrapetyan et al. [17] did not consider the

problem: They addressed the problem called the minimum-size

bounded-capacity cut, where the function in the constraint instead

of the objective function is submodular. Therefore, the above state-

ment is not trivial and even our proposed model should be handled

in a formal way. Lovász extension has actively been used for devel-

oping novel network analysis algorithms (e.g., [22, 23, 36]).

Applications. Reducing the visibility or influence of target users

in social networks has been studied in the context of influence

minimization [20, 40, 43]. All of existing studies are based on

some influence diffusion models such as the independent cascade

model [15, 16] and the linear threshold model [19]. Unlike those,

our model does not assume any influence diffusionmodel, but is just

based on the network structure. Very recently, Fabbri et al. [13] and

Coupette et al. [9] addressed the problem of reducing the exposure

to harmful contents in social media networks.

On the other hand, identifying the users and/or connections that

play a key role for user engagement in social networks has also

attracted much attention. Bhawalkar et al. [5] initiated this kind of

study from an optimization perspective. They invented a model that

aims to find a group of users whose permanent use of the service

guarantees user engagement as much as possible, and designed

polynomial-time algorithms for some cases. Later, Zhang et al. [44]

and Zhu et al. [46] introduced variants of the above model, and

devised intuitive heuristics.

3 PROBLEM FORMULATION AND
CHARACTERIZATION

In this section, we mathematically formulate our problem (Problem

1), and prove its NP-hardness (Theorem 1) and the submodularity

of the objective function (Theorem 2). Finally, we show the quite

limited performance of the greedy algorithm (Theorem 3).

Let𝐺 = (𝑉 ,𝐴) be a directed graph (or digraph for short). Through-
out the paper, we assume that digraphs are simple, that is, there

exist neither self-loops nor multiple edges. For 𝐹 ⊆ 𝐴, we define

𝐺 \𝐹 as the subgraph of𝐺 that is constructed by removing all edges

in 𝐹 from 𝐺 , i.e., 𝐺 \ 𝐹 = (𝑉 ,𝐴 \ 𝐹 ). For 𝑣 ∈ 𝑉 , we denote by 𝜌 (𝑣)
the set of incoming edges of 𝑣 , i.e., 𝜌 (𝑣) = {(𝑢, 𝑣) ∈ 𝐴 | 𝑢 ∈ 𝑉 }. For
𝑣 ∈ 𝑉 , let ℎ𝐺 (𝑣) be the harmonic centrality score of 𝑣 on a digraph

𝐺 , i.e.,

ℎ𝐺 (𝑣) =
∑︁

𝑢∈𝑉 \{𝑣 }

1

𝑑𝐺 (𝑢, 𝑣)
,

where 𝑑𝐺 (𝑢, 𝑣) is the (shortest-path) distance from 𝑢 ∈ 𝑉 to 𝑣 ∈ 𝑉
on 𝐺 , and by convention, 𝑑𝐺 (𝑢, 𝑣) = ∞ when 𝑣 is not reachable

from 𝑢. Note that, contrarily to other centrality measures, even in

the case where a digraph is not strongly connected, the harmonic

centrality is still well-defined (assuming by convention that 1/∞ =

0). Intuitively, the harmonic centrality quantifies the importance

of a given vertex 𝑣 based on the level of reachability from the

other vertices. The problem we tackle in this paper is formalized as

follows:

Problem 1 (Local harmonic centrality minimization). Given a
digraph 𝐺 = (𝑉 ,𝐴), a target vertex 𝑣 ∈ 𝑉 , and a budget 𝑏 ∈ Z>0, we
are asked to find 𝐹 ⊆ 𝜌 (𝑣) with |𝐹 | ≤ 𝑏 whose removal minimizes
the harmonic centrality of 𝑣 ∈ 𝑉 , i.e., 𝑓(𝐺,𝑣) (𝐹 ) B ℎ𝐺\𝐹 (𝑣).

By constructing a polynomial-time reduction from the NP-hard

optimization problem called the minimum 𝑘-union, we can prove

the following. The proof can be found in Appendix A.1.

Theorem 1. Problem 1 is NP-hard even on acyclic graphs.

We next show that the objective function 𝑓(𝐺,𝑣) of Problem 1 is

submodular, which helps us design our bicriteria approximation

algorithm in Section 5. Let 𝑆 be a finite set. A set function 𝑓 : 2𝑆 → R
is said to be submodular if for any 𝑋,𝑌 ⊆ 𝑆 , it holds that

𝑓 (𝑋 ) + 𝑓 (𝑌 ) ≥ 𝑓 (𝑋 ∪ 𝑌 ) + 𝑓 (𝑋 ∩ 𝑌 ).
We prove the following in Appedix A.2:

Theorem 2. For any 𝐺 = (𝑉 ,𝐴) and 𝑣 ∈ 𝑉 , the objective function
𝑓(𝐺,𝑣) of Problem 1 is submodular.

Finally, we prove that the most intuitive greedy algorithm has

a quite limited performance in terms of the approximation ratio.

Specifically, we consider the algorithm that iteratively removes

an incoming edge of the target vertex 𝑣 that maximally decreases

the harmonic centrality score of 𝑣 , until it exhausts the budget.

For reference, the pseudo-code is given in Algorithm 4 in Appen-

dix A.3. This algorithm runs in 𝑂 (𝑏 |𝜌 (𝑣) | ( |𝑉 | + |𝐴|)) time. Note

that, unlike many submodular maximization algorithms, the lazy
evaluation technique [30] cannot be used to obtain a practically

efficient implementation. The proof of the following is available in

Appendix A.4.

Theorem 3. The greedy algorithm has no approximation ratio of
𝑜 ( |𝑉 |) for Problem 1, while any algorithm that outputs 𝐹 ⊆ 𝜌 (𝑣) with
|𝐹 | = 𝑏 has an approximation ratio of 𝑂 ( |𝑉 |).

4 SCALABLE APPROXIMATION ALGORITHM
In this section, we present a highly-scalable

√︁
2ℎ𝐺 (𝑣)-approximation

algorithm for Problem 1.

3
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Algorithm 1:
√︁
2ℎ𝐺 (𝑣)-approximation algorithm for Prob-

lem 1

Input : 𝐺 = (𝑉 ,𝐴), 𝑣 ∈ 𝑉 , and 𝑏 ∈ Z>0
Output : 𝐹 ⊆ 𝜌 (𝑣) with |𝐹 | ≤ 𝑏

1 Sort the elements of 𝑁in (𝑣) as (𝑤1, . . . ,𝑤 |𝜌 (𝑣) |) so that

ℎ𝐺\𝜌 (𝑣) (𝑤1) ≥ · · · ≥ ℎ𝐺\𝜌 (𝑣) (𝑤 |𝜌 (𝑣) |);
2 return {(𝑤1, 𝑣), . . . , (𝑤𝑏 , 𝑣)};

4.1 Algorithm
Let 𝑁in (𝑣) be the set of incoming neighbors of 𝑣 , i.e., 𝑁in (𝑣) =
{𝑤 ∈ 𝑉 | (𝑤, 𝑣) ∈ 𝜌 (𝑣)}. The intuition behind our algorithm is

quite simple: As long as there exists a vertex𝑤 ∈ 𝑁in (𝑣) that has a
large harmonic centrality score, so does the target vertex 𝑣 . This

means that it is urgent to remove incoming edges of 𝑣 that come

from vertices having large harmonic centrality scores. Note that our

algorithm and analysis consider the harmonic centrality scores on

𝐺 \𝜌 (𝑣) rather than𝐺 ; this is essential to obtain our approximation

ratio. Specifically, our algorithm first sorts the elements of 𝑁in (𝑣)
as (𝑤1, . . . ,𝑤 |𝜌 (𝑣) |) so that ℎ𝐺\𝜌 (𝑣) (𝑤1) ≥ · · · ≥ ℎ𝐺\𝜌 (𝑣) (𝑤 |𝜌 (𝑣) |)
and just returns {(𝑤1, 𝑣), . . . , (𝑤𝑏 , 𝑣)}. For reference, the entire pro-
cedure is described in Algorithm 1.

The algorithm is highly scalable. Indeed, the time complexity

of Algorithm 1 is dominated by the part of computing the har-

monic centrality scores of vertices in 𝑁in (𝑣), which just takes

𝑂 ( |𝜌 (𝑣) | ( |𝑉 | + |𝐴|)) time. Therefore, the algorithm is asymptot-

ically 𝑏 times faster than the greedy algorithm (Algorithm 4).

4.2 Analysis
From now on, we analyze the approximation ratio of Algorithm 1.

The following lemma demonstrates that the optimal value can be

lower bounded using the maximum harmonic centrality score over

the remaining incoming neighbors of 𝑣 in the resulting graph:

Lemma 1. Let 𝐹 ∗ be an optimal solution to Problem 1 and 𝑁 ∗ the
vertex subset corresponding to 𝐹 ∗, i.e., 𝑁 ∗ = {𝑤 ∈ 𝑉 | (𝑤, 𝑣) ∈ 𝐹 ∗}.
Then it holds that

𝑓(𝐺,𝑣) (𝐹 ∗) ≥
1

2

(
max

𝑤∈𝑁in (𝑣)\𝑁 ∗
ℎ𝐺\𝜌 (𝑣) (𝑤) + 1

)
.

Proof. For any𝑤 ∈ 𝑁in (𝑣) \ 𝑁 ∗, we have

𝑓(𝐺,𝑣) (𝐹 ∗) = ℎ𝐺\𝐹 ∗ (𝑣) =
∑︁

𝑢∈𝑉 \{𝑣 }

1

𝑑𝐺\𝐹 ∗ (𝑢, 𝑣)

≥
∑︁

𝑢∈𝑉 \{𝑣 }

1

𝑑𝐺\𝐹 ∗ (𝑢,𝑤) + 1
= 1 +

∑︁
𝑢∈𝑉 \{𝑤,𝑣 }

1

𝑑𝐺\𝐹 ∗ (𝑢,𝑤) + 1

≥ 1 + 1

2

∑︁
𝑢∈𝑉 \{𝑤,𝑣 }

1

𝑑𝐺\𝐹 ∗ (𝑢,𝑤)
≥ 1

2

+ 1

2

∑︁
𝑢∈𝑉 \{𝑤 }

1

𝑑𝐺\𝐹 ∗ (𝑢,𝑤)

=
1

2

(
ℎ𝐺\𝐹 ∗ (𝑤) + 1

)
≥ 1

2

(
ℎ𝐺\𝜌 (𝑣) (𝑤) + 1

)
,

where the first inequality follows from the triangle inequality of

distance 𝑑𝐺\𝐹 ∗ , the third equality follows from 𝑑𝐺\𝐹 ∗ (𝑤,𝑤) = 0,

and the second inequality follows from the fact that the addition

of 1 to the denominator makes it at most twice the original. The

arbitrariness of the choice of𝑤 ∈ 𝑁in (𝑣) \𝑁 ∗ derives the statement.

□

On the other hand, the next lemma upper bounds the objective

value of the output of Algorithm 1 using the harmonic centrality

scores of the remaining incoming neighbors of 𝑣 in the resulting

graph:

Lemma 2. Let 𝐹ALG be the output of Algorithm 1 and 𝑁ALG the
vertex subset corresponding to 𝐹ALG, i.e., 𝑁ALG = {𝑤 ∈ 𝑉 | (𝑤, 𝑣) ∈
𝐹ALG}. Then we have

𝑓(𝐺,𝑣) (𝐹ALG) ≤ (|𝜌 (𝑣) | − 𝑏) +
∑︁

𝑤∈𝑁in (𝑣)\𝑁ALG

ℎ𝐺\𝜌 (𝑣) (𝑤) .

Proof. On digraph 𝐺 \ 𝐹ALG, any 𝑢 ∈ 𝑉 \ {𝑣} satisfies either
(i) there exists no (shortest) path from 𝑢 to 𝑣 or (ii) there exists

𝑤 (𝑢) ∈ 𝑁in (𝑣) \ 𝑁ALG that is contained in a shortest path from 𝑢

to 𝑣 , i.e., 𝑑𝐺\𝐹ALG (𝑢, 𝑣) = 𝑑𝐺\𝐹ALG (𝑢,𝑤 (𝑢)) + 1. Let 𝑉 ′ ⊆ 𝑉 \ {𝑣} be
the subset of vertices that satisfy the condition (ii). Then we have

𝑓(𝐺,𝑣) (𝐹ALG) = ℎ𝐺\𝐹ALG (𝑣) =
∑︁

𝑢∈𝑉 \{𝑣 }

1

𝑑𝐺\𝐹ALG (𝑢, 𝑣)

=
∑︁

𝑢∈𝑉 ′\{𝑣 }

1

𝑑𝐺\𝐹ALG (𝑢,𝑤 (𝑢)) + 1
. (1)

We see that the shortest path corresponding to 𝑑𝐺\𝐹ALG (𝑢,𝑤 (𝑢))
does not contain 𝑣 (and thus any edge in 𝜌 (𝑣) \ 𝐹ALG). Other-
wise there would exist 𝑤 ′(𝑢) ∈ 𝑁in (𝑣) \ 𝑁ALG satisfying that

𝑑𝐺\𝐹ALG (𝑢,𝑤 ′(𝑢)) < 𝑑𝐺\𝐹ALG (𝑢,𝑤 (𝑢)), which contradicts the fact

that𝑤 (𝑢) is contained in a shortest path from 𝑢 to 𝑣 on 𝐺 \ 𝐹ALG.
Hence, we have

𝑑𝐺\𝐹ALG (𝑢,𝑤 (𝑢)) = 𝑑𝐺\𝜌 (𝑣) (𝑢,𝑤 (𝑢)) .
Combining this with the equality (1), we have

𝑓(𝐺,𝑣) (𝐹ALG) =
∑︁

𝑢∈𝑉 ′\{𝑣 }

1

𝑑𝐺\𝜌 (𝑣) (𝑢,𝑤 (𝑢)) + 1

= ( |𝜌 (𝑣) | − 𝑏) +
∑︁

𝑢∈𝑉 ′\{𝑣 }\(𝑁in (𝑣)\𝑁ALG)

1

𝑑𝐺\𝜌 (𝑣) (𝑢,𝑤 (𝑢)) + 1

< ( |𝜌 (𝑣) | − 𝑏) +
∑︁

𝑢∈𝑉 ′\{𝑣 }\(𝑁in (𝑣)\𝑁ALG)

1

𝑑𝐺\𝜌 (𝑣) (𝑢,𝑤 (𝑢))

≤ (|𝜌 (𝑣) | − 𝑏) +
∑︁

𝑤∈𝑁in (𝑣)\𝑁ALG

ℎ𝐺\𝜌 (𝑣) (𝑤),

where the last inequality holds by the fact that any term
1

𝑑𝐺\𝜌 (𝑣) (𝑢,𝑤 (𝑢))
in the summation of the left-hand-side appears as a term inℎ𝐺\𝜌 (𝑣) (𝑤)
for appropriate 𝑤 = 𝑤 (𝑢) in the right-hand-side. Therefore, we

have the lemma. □

We are now ready to prove our main theorem:

Theorem 4. Algorithm 1 is a 2( |𝜌 (𝑣) |−𝑏)-approximation algorithm
for Problem 1.

Proof. Here we use the notation that appeared in Lemmas 1

and 2. By the behavior of Algorithm 1, we have

max

𝑤∈𝑁in (𝑣)\𝑁ALG

ℎ𝐺\𝜌 (𝑣) (𝑤) ≤ max

𝑤∈𝑁in (𝑣)\𝑁 ∗
ℎ𝐺\𝜌 (𝑣) (𝑤) .

4
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Using Lemmas 1 and 2 together with this inequality, we have

𝑓(𝐺,𝑣) (𝐹ALG) ≤ (|𝜌 (𝑣) | − 𝑏) +
∑︁

𝑤∈𝑁in (𝑣)\𝑁ALG

ℎ𝐺\𝜌 (𝑣) (𝑤)

≤ (|𝜌 (𝑣) | − 𝑏)
(
1 + max

𝑤∈𝑁in (𝑣)\𝑁ALG

ℎ𝐺\𝜌 (𝑣) (𝑤)
)

≤ (|𝜌 (𝑣) | − 𝑏)
(
1 + max

𝑤∈𝑁in (𝑣)\𝑁 ∗
ℎ𝐺\𝜌 (𝑣) (𝑤)

)
≤ (|𝜌 (𝑣) | − 𝑏)

(
1 + 2𝑓(𝐺,𝑣) (𝐹 ∗) − 1

)
= 2( |𝜌 (𝑣) | − 𝑏) 𝑓(𝐺,𝑣) (𝐹 ∗),

which completes the proof. □

Based on the theorem, we obtain the desired approximation ratio:

Corollary 1. Algorithm 1 is a
√︁
2ℎ𝐺 (𝑣)-approximation algorithm

for Problem 1.

Proof. For any instance that satisfies 𝑏 = |𝜌 (𝑣) |, Algorithm 1

outputs the trivial optimal solution (i.e., 𝜌 (𝑣)). Therefore, in what

follows, we focus only on the instances with 𝑏 < |𝜌 (𝑣) |. Obviously
the output of any algorithm for Problem 1 has an objective value

at most ℎ𝐺 (𝑣). On the other hand, the optimal value is at least

|𝜌 (𝑣) | −𝑏 because in the resulting digraph, there are still |𝜌 (𝑣) | −𝑏
incoming neighbors of 𝑣 , each of which contributes exactly 1 to the

objective value. Therefore, any algorithm (including Algorithm 1)

for Problem 1 has an approximation ratio of
ℎ𝐺 (𝑣)
|𝜌 (𝑣) |−𝑏 . By combining

this with Theorem 4, the approximation ratio of Algorithm 1 can

be improved to

min

{
2( |𝜌 (𝑣) | − 𝑏), ℎ𝐺 (𝑣)

|𝜌 (𝑣) | − 𝑏

}
≤
√︁
2ℎ𝐺 (𝑣),

which presents the statement. □

It should be remarked that as

√︁
2ℎ𝐺 (𝑣) ≤

√︁
2( |𝑉 | − 1) = 𝑜 ( |𝑉 |),

the approximation ratio is unachievable by the greedy algorithm.

Finally, we conclude this section by showing that the analysis of

the approximation ratio is tight up to a constant factor. The proof

is available in Appendix B.1.

Theorem 5. Algorithm 1 has no approximation ratio of 𝑜
(√︁

ℎ𝐺 (𝑣)
)
.

5 BICRITERIA APPROXIMATION
ALGORITHM

In this section, we present a polynomial-time ( 1𝛼 , (
1

1−𝛼 , 𝜖))-bicriteria
approximation algorithm (𝛼 ∈ (0, 1) and 𝜖 > 0) for Problem 1. Our

algorithm first solves a continuous relaxation of the problem and

then applies a simple probabilistic procedure to the fractional solu-

tion to obtain the output.

5.1 Continuous relaxation
To obtain a continuous relaxation of Problem 1, we consider the

well-known extension of set functions, called the Lovász exten-

sion [26]. For our objective function 𝑓(𝐺,𝑣) , the Lovász extension

𝑓(𝐺,𝑣) : [0, 1]𝜌 (𝑣) → R is defined in the following way: Let 𝜌 (𝑣) =
{𝑒1, . . . , 𝑒 |𝜌 (𝑣) |}. For 𝒙 ∈ [0, 1]𝜌 (𝑣) , we relabel the elements of 𝜌 (𝑣)
so that 𝑥𝑒1 ≥ 𝑥𝑒2 ≥ · · · ≥ 𝑥𝑒 |𝜌 (𝑣) | , and construct a sequence of sub-

sets ∅ = 𝑋0 ⊂ 𝑋1 ⊂ · · · ⊂ 𝑋 |𝜌 (𝑣) | = 𝜌 (𝑣), where 𝑋𝑖 = {𝑒1, . . . , 𝑒𝑖 }

Algorithm 2: ( 1𝛼 , (
1

1−𝛼 , 𝜖))-bicriteria approximation algo-

rithm for Problem 1

Input : 𝐺 = (𝑉 ,𝐴), 𝑣 ∈ 𝑉 , and 𝑏 ∈ Z>0
Output : 𝐹 ⊆ 𝜌 (𝑣)

1 𝜖 ′ ← (1 − 𝛼)𝜖 ;
2 Solve Relaxation (using Algorithm 3 in Section 6) and obtain

its 𝜖 ′-additive approximate solution 𝒙∗ ∈ [0, 1]𝜌 (𝑣) ;
3 Pick 𝑝 ∈ [𝛼, 1] uniformly at random;

4 return {𝑒 ∈ 𝜌 (𝑣) | 𝑥∗𝑒 ≥ 𝑝};

for 𝑖 = 1, . . . , |𝜌 (𝑣) |. Based on these, we define the value of 𝑓(𝐺,𝑣) (𝒙)
as follows:

𝑓(𝐺,𝑣) (𝒙) = (1 − 𝑥𝑒1 ) 𝑓(𝐺,𝑣) (∅)

+
|𝜌 (𝑣) |−1∑︁

𝑖=1

(𝑥𝑒𝑖 − 𝑥𝑒𝑖+1 ) 𝑓(𝐺,𝑣) (𝑋𝑖 ) + 𝑥𝑒 |𝜌 (𝑣) | 𝑓(𝐺,𝑣) (𝜌 (𝑣)).

Observe that for any 𝐹 ⊆ 𝜌 (𝑣), it holds that 𝑓(𝐺,𝑣) (1𝐹 ) = 𝑓(𝐺,𝑣) (𝐹 ),
where 1𝐹 is an indicator vector of 𝐹 , taking 1 if 𝑒 ∈ 𝐹 and 0 other-

wise. Therefore, 𝑓(𝐺,𝑣) is indeed an extension of 𝑓(𝐺,𝑣) .
The Lovász extension can be defined on any (not necessarily

submodular) set function. The Lovász extension is always continu-

ous but not necessarily differentiable. An important fact is that the

Lovász extension is convex if and only if the original set function

is submodular [26]. Therefore, by Theorem 2, the Lovász extension

𝑓(𝐺,𝑣) of 𝑓(𝐺,𝑣) is convex.

Using 𝑓(𝐺,𝑣) , we introduce our continuous relaxation as follows:

Relaxation: minimize 𝑓(𝐺,𝑣) (𝒙)

subject to ∥𝒙 ∥1 ≤ 𝑏, 𝒙 ∈ [0, 1]𝜌 (𝑣) .

For convenience, we denote by𝐶 the feasible region of the problem,

i.e.,

𝐶 B
{
𝒙 ∈ R𝜌 (𝑣) : ∥𝒙 ∥1 ≤ 𝑏 and 𝒙 ∈ [0, 1]𝜌 (𝑣)

}
.

From the above, we see that Relaxation is a non-smooth convex

programming problem. We will present an algorithm for Relaxation
and its convergence result in Section 6. In the remainder of this

section, we assume that for 𝜖 ′ = (1 − 𝛼)𝜖 , we can compute, in poly-

nomial time, an 𝜖 ′-additive approximate solution for Relaxation,
i.e., a feasible solution for Relaxation that has an objective value at

most the optimal value plus 𝜖 ′.

5.2 Algorithm
Let 𝒙∗ ∈ [0, 1]𝜌 (𝑣) be an 𝜖 ′-additive approximate solution for Re-
laxation, where 𝜖 ′ = (1 − 𝛼)𝜖 . Then our algorithm picks 𝑝 ∈ [𝛼, 1]
uniformly at random and just returns {𝑒 ∈ 𝜌 (𝑣) | 𝑥∗𝑒 ≥ 𝑝}. For
reference, the entire procedure is summarized in Algorithm 2.

5.3 Analysis
The following theorem gives the bicriteria approximation ratio of

Algorithm 2:

5
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Algorithm 3: Projected subgradient method for Relaxation

Input : 𝒙0 ∈ 𝐶 and some stopping condition

Output : 𝒙 ∈ 𝐶
1 𝑡 ← 0;

2 while the stopping condition is not satisfied do
3 Pick a stepsize [𝑡 > 0 and a subgradient 𝑓 ′(𝐺,𝑣) (𝒙𝑡 ) of

𝑓(𝐺,𝑣) at 𝒙𝑡 ;

4 𝒙𝑡+1 ← proj𝐶

(
𝒙𝑡 − [𝑡 · 𝑓 ′(𝒙𝑡 )

)
and 𝑡 ← 𝑡 + 1;

5 return 𝒙𝑡 ;

Theorem 6. For any 𝛼 ∈ (0, 1) and 𝜖 > 0, Algorithm 2 is a
polynomial-time ( 1𝛼 , (

1

1−𝛼 , 𝜖))-bicriteria approximation algorithm
for Problem 1.

Proof. Let 𝐹 ⊆ 𝜌 (𝑣) be the output of Algorithm 2. The ap-

proximation ratio with respect to the size of 𝐹 can be evaluated as

follows:

E[|𝐹 |] = 1

𝛼
· E

[∑︁
𝑒∈𝐹

𝛼

]
≤ 1

𝛼
· E

[∑︁
𝑒∈𝐹

𝑥∗𝑒

]
≤ 1

𝛼

∑︁
𝑒∈𝜌 (𝑣)

𝑥∗𝑒 ≤
𝑏

𝛼
,

where the first inequality follows from 𝛼 ≤ 𝑝 ≤ 𝑥∗𝑒 for any 𝑒 ∈ 𝐹 ,
the second inequality follows from the nonnegativity of 𝒙∗, and
the third inequality follows from the first constraint in Relaxation.

Next we analyze the approximation ratio with respect to the

quality of 𝐹 . Let 𝐹 ∗ be an optimal solution to Problem 1. As Relax-
ation is indeed a relaxation of Problem 1 and 𝒙∗ is its 𝜖 ′-additive
approximate solution, we have 𝑓(𝐺,𝑣) (𝒙∗) ≤ 𝑓(𝐺,𝑣) (𝐹 ∗) + 𝜖 ′. For
convenience, we define 𝑥∗𝑒0 = 1 for an imaginary element 𝑒0. Let ℓ

be the maximum number that satisfies 𝑥∗𝑒ℓ ≥ 𝛼 . Then we have

E[𝑓(𝐺,𝑣) (𝐹 )] =
∑ℓ−1
𝑖=0 (𝑥∗𝑒𝑖 − 𝑥

∗
𝑒𝑖+1 ) 𝑓(𝐺,𝑣) (𝑋𝑖 ) + (𝑥∗𝑒ℓ − 𝛼) 𝑓(𝐺,𝑣) (𝑋ℓ )

1 − 𝛼

≤
∑ |𝜌 (𝑣) |−1
𝑖=0

(𝑥∗𝑒𝑖 − 𝑥
∗
𝑒𝑖+1 ) 𝑓(𝐺,𝑣) (𝑋𝑖 ) + 𝑥∗𝑒 |𝜌 (𝑣) | 𝑓(𝐺,𝑣) (𝜌 (𝑣))

1 − 𝛼

=
𝑓(𝐺,𝑣) (𝒙∗)
1 − 𝛼 ≤

𝑓(𝐺,𝑣) (𝐹 ∗) + 𝜖 ′

1 − 𝛼 =
𝑓(𝐺,𝑣) (𝐹 ∗)
1 − 𝛼 + 𝜖,

where the first equality follows from the random choice of 𝑝 and the

first inequality follows from the monotonicity of elements in 𝒙∗ and
the nonnegativity of 𝑓(𝐺,𝑣) . Therefore, we have the theorem. □

6 SOLVING RELAXATION
In this section, we present our algorithm for solving Relaxation.

6.1 Algorithm
Specifically, we design a projected subgradient method for Relax-
ation. The algorithm is an iterative method, where each iteration

consists of two parts, i.e., the subgradient computation part and

the projection computation part. The pseudo-code is given in Algo-

rithm 3. All the details will be given later. The sequence generated

by the algorithm is {𝒙𝑡 }𝑡 ≥0, while the sequence of function values

generated by the algorithm is {𝑓(𝐺,𝑣) (𝒙𝑡 )}𝑡 ≥0. As the sequence of
function values is not necessarily monotone, we are also interested

in the sequence of best-achieved function values at or before ℓ-th

iteration, which is defined as

𝑓
(ℓ)
best

= min

𝑡=0,1,...,ℓ
𝑓(𝐺,𝑣) (𝒙𝑡 ) .

Subgradient computation. From the definition of 𝑓(𝐺,𝑣) , a sub-

gradient 𝑓 ′(𝐺,𝑣) at 𝒙𝑡 ∈ 𝐶 is given by

𝑓 ′(𝐺,𝑣) (𝒙𝑡 ) =
|𝜌 (𝑣) |∑︁
𝑖=1

(
𝑓(𝐺,𝑣) (𝑋𝑖 ) − 𝑓(𝐺,𝑣) (𝑋𝑖−1)

)
𝒖𝑒𝑖 , (2)

where 𝒖𝑒𝑖 is the |𝜌 (𝑣) |-dimensional vector that takes 1 in the el-

ement corresponding to 𝑒𝑖 and 0 elsewhere. To compute the sub-

gradient 𝑓 ′(𝐺,𝑣) (𝒙𝑡 ), we need to sort the entries of 𝒙𝑡 and compute

𝑓(𝐺,𝑣) (𝑋𝑖 ) for all 𝑖 = 0, 1, . . . , |𝜌 (𝑣) |, which takes 𝑂 ( |𝜌 (𝑣) | ( |𝑉 | +
|𝐴|)) time.

Projection computation. For a given 𝒙 ∈ R𝜌 (𝑣) , it is not trivial
how to compute the projection of 𝒙 onto 𝐶 because 𝐶 is the inter-

section of the two sets {𝒙 ∈ R𝜌 (𝑣) | ∥𝒙 ∥1 ≤ 𝑏} and {𝒙 ∈ R𝜌 (𝑣) |
𝒙 ∈ [0, 1]𝜌 (𝑣) }. For simplicity, define Box[0, 1] = {𝒙 ∈ R𝜌 (𝑣) | 𝒙 ∈
[0, 1]𝜌 (𝑣) }. Let proj

Box[0,1] (𝒙) be the projection of 𝒙 onto Box[0, 1].
Then by Lemma 6.26 in Beck [3], we have

proj
Box[0,1] (𝒙) = (min{max{𝑥𝑒 , 0}, 1})𝑒∈𝜌 (𝑣) .

Using this projection, we can give the projection of 𝒙 onto 𝐶 as

follows:

Fact 1 (A special case of Example 6.32 in Beck [3]). Let proj𝐶 (𝒙)
be the projection of 𝒙 ∈ R𝜌 (𝑣) onto 𝐶 . Then we have

proj𝐶 (𝒙) =
{
proj

Box[0,1] (𝒙) if ∥ proj
Box[0,1] (𝒙)∥1 ≤ 𝑏,

proj
Box[0,1] (𝒙 − _∗1) otherwise,

where _∗ is any positive root of the nonincreasing function 𝜑 (_) =
∥ proj

Box[0,1] (𝒙 − _1)∥1 − 𝑏.
In practice, we can compute the value of _∗ for 𝒙 B 𝒙𝑡 − [𝑡 ·

𝑓 ′(𝐺,𝑣) (𝒙𝑡 ) using binary search. Assume that the stepsize [𝑡 > 0 is

no greater than 1 for any iteration 𝑡 = 0, 1, . . . , which is indeed the

case of ours (specified later). As initial lower and upper bounds on

_∗, we can use 0 and max𝑒∈𝜌 (𝑣) 𝑥𝑒 , respectively. From the fact that

𝒙𝑡 is always contained in𝐶 and the definition of the subgradient (2),

we see that

max

𝑒∈𝜌 (𝑣)
𝑥𝑒 ≤ max

𝑒∈𝜌 (𝑣)
𝒙𝑡 (𝑒) + [𝑡 · max

𝑖=1,..., |𝜌 (𝑣) |−1
𝑓(𝐺,𝑣) (𝑋𝑖−1)

≤ 1 + 𝑓(𝐺,𝑣) (∅) ≤ |𝑉 |,
where 𝒙𝑡 (𝑒) is the element of 𝒙𝑡 corresponding to 𝑒 . Therefore, the
binary search finds _∗ in𝑂 ( |𝜌 (𝑣) | log( |𝑉 |/𝛿)) time with an additive

error of 𝛿 > 0. Note that any polynomial-time algorithm cannot

recognize an additive error of 𝑜 (2−|𝑉 |𝑐 ) for constant 𝑐 , due to its

bit complexity. Hence, if we set 𝛿 = 𝑂 (2−|𝑉 |𝑐 ), we can assume that

the projection is exact, and the time complexity is still polynomial.

6.2 Convergence result
Let 𝐿

𝑓(𝐺,𝑣)
= 𝑓(𝐺,𝑣) (0) (= 𝑓(𝐺,𝑣) (∅)). Based on the convergence

result of the projected subgradient method in Beck [3], which is

reviewed in Appendix C.1, we present the convergence result of

Algorithm 3 as follows:
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Table 1: Real-world graphs used in our experiments.

Name |𝑉 | |𝐴| Stat. of in-degrees of targets

moreno-blogs 1,224 19,022 (337, 158.80, 101)
dimacs10-polblogs 1,224 33,430 (274, 143.45, 104)
librec-ciaodvd-trust 4,658 40,133 (361, 152.50, 100)
munmun-twitter-social 465,017 834,797 (174, 123.65, 100)
citeseer 384,054 1,744,590 (495, 190.70, 106)
youtube-links 1,138,494 4,942,297 (1311, 273.40, 100)
higgs-twitter-social 456,626 14,855,819 (1049, 280.20, 111)
soc-pokec-relationships 1,632,803 30,622,564 (316, 157.35, 101)

Theorem 7. Let Θ be an upper bound on the half-squared diameter
of 𝐶 , i.e., Θ ≥ max𝒙,𝒚∈𝐶

1

2
∥𝒙 −𝒚∥2. Determine the stepsize [𝑡 (𝑡 =

0, 1, . . . ) as[𝑡 =
√
2Θ

𝐿
𝑓(𝐺,𝑣)

√
𝑡+1

. Let 𝑓 ∗ be the optimal value of Relaxation.

Then for all 𝑡 ≥ 2, it holds that

𝑓
(𝑡 )
best
− 𝑓 ∗ ≤

2(1 + log 3)𝐿
𝑓(𝐺,𝑣)

√
2Θ

√
𝑡 + 2

.

The proof can be found in Appendix C.2. By this theorem and

the above discussion of the time complexity, the following is almost

straightforward:

Corollary 2. Let 𝜖 ′ > 0. Set the stopping condition of Algorithm 3
as follows:

𝑡 ≥ ©«
2(1 + log 3)𝐿

𝑓(𝐺,𝑣)

√
2Θ

𝜖 ′
ª®¬
2

− 2.

Then, Algorithm 3 outputs, in polynomial time, an 𝜖 ′-additive ap-
proximate solution for Relaxation.

7 EXPERIMENTAL EVALUATION
In this section, we thoroughly evaluate the performance of our

proposed algorithms (i.e., Algorithms 1 and 2) using various real-

world networks.

7.1 Setup
Instances. Table 1 lists real-world digraphs on which our experi-

ments were conducted. All graphs were collected from the webpage

of The KONECT Project
1
. Note that self-loops and multiple edges

were removed so that the graphs are made simple. For each graph,

we randomly chose 20 vertices as target vertices among those hav-

ing the in-degree at least 100. The last column of Table 1 gives the

statistics of the in-degrees of the target vertices, i.e., the maximum,

average, and minimum in-degrees. For each graph and each target

vertex 𝑣 , we vary the budget 𝑏 in

{
⌊ 1
4
|𝜌 (𝑣) |⌋, ⌊ 1

2
|𝜌 (𝑣) |⌋, ⌊ 3

4
|𝜌 (𝑣) |⌋

}
.

Baselines.We employ the following baseline methods:

• Empty: This algorithm just outputs the empty set, thus

presenting an upper bound on the objective function value

(i.e., ℎ𝐺 (𝑣)) of any feasible solution.

• Random: This algorithm randomly chooses 𝑏 edges from

𝜌 (𝑣). For each instance, this algorithm is run 100 times and

the average objective value is reported.

1
http://konect.cc/

Table 2: Computation time (seconds) of the algorithms tested.

Name 𝑏 Greedy Algorithm 1 Algorithm 2

⌊ 1
4
|𝜌 (𝑣) |⌋ 4.53 0.10 326.55

moreno-blogs ⌊ 1
2
|𝜌 (𝑣) |⌋ 7.79 0.10 333.48

⌊ 3
4
|𝜌 (𝑣) |⌋ 9.75 0.10 332.48

⌊ 1
4
|𝜌 (𝑣) |⌋ 4.40 0.12 393.72

dimacs10-polblogs ⌊ 1
2
|𝜌 (𝑣) |⌋ 7.59 0.13 416.21

⌊ 3
4
|𝜌 (𝑣) |⌋ 9.55 0.13 404.52

⌊ 1
4
|𝜌 (𝑣) |⌋ 6.17 0.15 482.83

librec-ciaodvd-trust ⌊ 1
2
|𝜌 (𝑣) |⌋ 10.59 0.15 502.63

⌊ 3
4
|𝜌 (𝑣) |⌋ 13.33 0.15 489.92

⌊ 1
4
|𝜌 (𝑣) |⌋ 4.05 0.14 —

munmun-twitter-social ⌊ 1
2
|𝜌 (𝑣) |⌋ 7.03 0.14 —

⌊ 3
4
|𝜌 (𝑣) |⌋ 8.90 0.14 —

⌊ 1
4
|𝜌 (𝑣) |⌋ — 4.58 —

citeseer ⌊ 1
2
|𝜌 (𝑣) |⌋ — 4.57 —

⌊ 3
4
|𝜌 (𝑣) |⌋ — 4.57 —

⌊ 1
4
|𝜌 (𝑣) |⌋ — 130.56 —

youtube-links ⌊ 1
2
|𝜌 (𝑣) |⌋ — 130.54 —

⌊ 3
4
|𝜌 (𝑣) |⌋ — 132.19 —

⌊ 1
4
|𝜌 (𝑣) |⌋ — 188.84 —

higgs-twitter-social ⌊ 1
2
|𝜌 (𝑣) |⌋ — 187.92 —

⌊ 3
4
|𝜌 (𝑣) |⌋ — 187.68 —

⌊ 1
4
|𝜌 (𝑣) |⌋ — 402.24 —

soc-pokec-relationships ⌊ 1
2
|𝜌 (𝑣) |⌋ — 392.63 —

⌊ 3
4
|𝜌 (𝑣) |⌋ — 512.05 —

• Degree: This algorithm sorts the elements of 𝑁in (𝑣) as
(𝑤1, . . .𝑤 |𝜌 (𝑣) |) so that |𝜌 (𝑤1) | ≥ · · · ≥ |𝜌 (𝑤 |𝜌 (𝑣) |) | and
just returns {(𝑤1, 𝑣), . . . , (𝑤𝑏 , 𝑣)}.

• Greedy: Execute the greedy algorithm (Algorithm 4).

Machine specs and code. All experiments were conducted on

Mac mini with Apple M1 Chip and 16 GB RAM. All codes were

written in Python 3.9.

7.2 Performance of algorithms
Here we evaluate the performance of our algorithms. To this end,

we run the algorithms together with the baselines for all graphs and

budgets. For each graph and each budget, if the algorithm tested

does not terminate within 1,200 seconds for the target vertex having

the largest in-degree, we do no longer run the algorithm for the

graph and the other budgets. Note that Algorithm 3 (in Algorithm 2)

is run with stopping condition 𝑡 ≥ 1000 for scalability and initial

solution 𝒙0 = 0.
The quality of solutions of the algorithms except for Algorithm 2

is illustrated in Figure 1. Due to space limitations, only the re-

sults for the budget 𝑏 = ⌊ 1
2
|𝜌 (𝑣) |⌋ are presented here. Although

the trend is similar, the results for the other budget settings 𝑏 =

⌊ 1
4
|𝜌 (𝑣) |⌋, ⌊ 3

4
|𝜌 (𝑣) |⌋ are given in Appendix D.1. As the solutions

of Algorithm 2 may violate the budget constraint, it is unfair to

compare those with the others in the same plots; thus, the solutions

are evaluated later. In the plots in Figure 1, once we fix a value in the

vertical axis, we can observe the cumulative number of solutions

(i.e., targets) that attain the harmonic centrality score at most the

fixed value. Therefore, we can say that an algorithm drawing a

lower line has a better performance.

7
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Figure 1: Quality of solutions of the algorithms (except for Algorithm 2) with 𝑏 = ⌊ 1
2
|𝜌 (𝑣) |⌋.

Table 3: Quality of solutions of Algorithm 2 with 𝛼 = 1

3
, 1
2

compared with those of Algorithm 1 with 𝑏 = ⌊ 1
4
|𝜌 (𝑣) |⌋.

Name 𝛼 = 1

3
𝛼 = 1

2

Obj. val. Size Obj. val. Size

moreno-blogs 1.12 0.14 1.13 0.12

dimacs10-polblogs 1.09 0.10 1.09 0.07

librec-ciaodvd-trust 1.09 0.06 1.09 0.03

As can be seen, Algorithm 1 outperforms the baselines. Indeed,

Algorithm 1 is applicable to all graphs tested, thanks to its high

scalability, and the quality of solutions is much better than that of

the scalable baselines, i.e., Random and Degree. Most interestingly,

for the graph citeseer, Algorithm 1 succeeds in reducing the har-

monic centrality scores of all target vertices to the values relatively

close to 0, although Degree fails to have centrality scores less than

9,000 for five target vertices. Note that this result does not contradict

the fact that even an optimal solution has the harmonic centrality

score no less than |𝜌 (𝑣) | −𝑏: The minimum objective value attained

by Algorithm 1 is 54, rather than 0. For small graphs, Greedy per-

forms slightly better than Algorithm 1; however, due to its heavy

computation burden, Greedy is not applicable to citeseer and the

larger graphs.

The detailed report of the computation time is found in Table 2,

where the average computation time over all target vertices is

reported. Note that the results for Random and Degree are omitted

because Random is obviously quite fast and Degree records 0.00
seconds for all graphs and budgets. We remark that the computation

time of Greedy grows roughly proportionally to the budget 𝑏, but

that of Algorithm 1 remains almost the same for all settings of 𝑏.

Finally, the quality of solutions of Algorithm 2 (with 𝛼 = 1

3
, 1
2
),

averaged over the target vertices, is reported in Table 3, where

each of the objective value and the size of the solutions is a relative

value compared with that of the solutions of Algorithm 1. As the

rounding procedure of the algorithm contains randomness, we run

the procedure 100 times and report the average value. As can be

seen, Algorithm 2 returns very small solutions that even do not

exhaust the budget. However, this result does not contradict the

guarantee given in Theorem 6; the objective value is not much

worse than that of Algorithm 1 and the (expected) size of solutions

is just upper bounded in Theorem 6.

To further examine the performance of Algorithm 2, we run it

on the instance that appeared in the proof of Theorem 5, where we

set 𝑘 = 50 (and 𝑏 = 50). Note that it is thoretically guaranteed that

Algorithm 1 outputs a poor solution to the instance. On the other

hand, Algorithm 2 with 𝛼 = 3

4
always obtains the optimal solution

among 100 rouding trials. Hence, we see that the algorithm is rather

strong against adversarial instances, verifying the effectiveness of

the theoretical approximation guarantee of Algorithm 2.

8 CONCLUSION
In this study, we have introduced a novel optimization model for

local centrality minimization and designed two effective approxi-

mation algorithms. The first algorithm (Algorithm 1) is a highly-

scalable

√︁
2ℎ𝐺 (𝑣)-approximation algorithm. We stress that this

approximation ratio is unachievable by the most intuitive greedy

algorithm (Algorithm 4). The second algorithm (Algorithm 2) is a

polynomial-time ( 1𝛼 , (
1

1−𝛼 , 𝜖))-bicriteria approximation algorithm.

To the best of our knowledge, ours are the first polynomial-time

algorithms with provable approximation guarantees for centrality

minimization. Experiments using a variety of real-world networks

demonstrate the effectiveness of our proposed algorithms.

Our work opens up several interesting problems. Can we design

a polynomial-time algorithm that has an approximation ratio better

than that of Algorithm 1 or a bicriteria approximation ratio better

than that of Algorithm 2? Another interesting direction is to study

Problem 1 with a more capable setting. For example, it would be

valuable to have a target vertex subset (rather than a single target

vertex) and aim to minimize its group harmonic centrality score, as

in the literature on global centrality minimization [38].
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A OMITTED CONTENTS FROM SECTION 3
A.1 Proof of Theorem 1
To prove the theorem, we formally introduce the following problem:

Problem2 (Minimum𝑘-union). Given a ground set𝑈 = {𝑒1, . . . , 𝑒𝑛},
a set system S = {𝑆1, . . . , 𝑆𝑚} ⊆ 2

𝑈 , and 𝑘 ∈ Z>0, we are asked to
find 𝐽 ⊆ {1, . . . ,𝑚} with |𝐽 | = 𝑘 that minimizes

��⋃
𝑗 ∈𝐽 𝑆 𝑗

��. Without
loss of generality, it can be assumed that

⋃
𝑗 ∈{1,...,𝑚} 𝑆 𝑗 = 𝑈 .

Fact 2 (Theorem 1 in Vinterbo [39]). Problem 2 is NP-hard.

Proof of Theorem 1. We construct a polynomial-time reduc-

tion from Problem 2 to Problem 1. Take an arbitrary instance of

Problem 2: 𝑈 = {𝑒1, . . . , 𝑒𝑛}, S = {𝑆1, . . . , 𝑆𝑚} ⊆ 2
𝑈
, and 𝑘 ∈ Z>0.

We make an instance (i.e., a gadget) of Problem 1, i.e.,𝐺 = (𝑉 ,𝐴),
𝑣 ∈ 𝑉 , and 𝑏 ∈ Z>0, as follows:

• 𝐺 = (𝑉 ,𝐴) such that

– 𝑉 = {𝑣0, 𝑣𝑆1 , . . . , 𝑣𝑆𝑚 , 𝑣𝑒1 , . . . , 𝑣𝑒𝑛 },
– 𝐴 = {(𝑣𝑆 𝑗

, 𝑣0) | 𝑗 = 1, . . . ,𝑚} ∪ {(𝑣𝑒𝑖 , 𝑣𝑆 𝑗
) | 𝑒𝑖 ∈

𝑆 𝑗 , 𝑖 = 1, . . . , 𝑛, 𝑗 = 1, . . . ,𝑚};
• 𝑣 = 𝑣0;

• 𝑏 =𝑚 − 𝑘 .
Clearly, 𝐺 is acyclic. Let 𝐹 ∗ ⊆ 𝜌 (𝑣0) (= {(𝑣𝑆 𝑗

, 𝑣0) | 𝑗 = 1, . . . ,𝑚})
be an optimal solution to this gadget, and let 𝐽 ∗ ⊆ {1, . . . ,𝑚} be the
index set that satisfies 𝐹 ∗ = {(𝑣𝑆 𝑗

, 𝑣0) | 𝑗 ∈ 𝐽 ∗}. We see that |𝐽 ∗ | = 𝑏.

Let 𝐽 ∗ = {1, . . . ,𝑚} \ 𝐽 ∗. Then, the objective value of 𝐹 ∗, i.e., the
harmonic centrality of 𝑣0 after the removal of 𝐹 ∗, can be evaluated

as (𝑚 − 𝑏) + 1

2

���⋃
𝑗 ∈𝐽 ∗ 𝑆 𝑗

���. Therefore, as 𝐹 ∗ is optimal,

���⋃
𝑗 ∈𝐽 ∗ 𝑆 𝑗

��� is
minimized. Noticing that |𝐽 ∗ | =𝑚 − 𝑏 =𝑚 − (𝑚 − 𝑘) = 𝑘 , we see

that 𝐽 ∗ is an optimal solution to the instance of Problem 2. □

A.2 Proof of Theorem 2
Before proving the theorem, we mention a fundamental fact of the

submodularity. It is well known that the submodularity is equivalent

to the diminishing marginal return property [14], which can be

written as follows: For any 𝑋 ⊂ 𝑌 ⊆ 𝑆 and any 𝑝 ∈ 𝑆 \ 𝑌 , it holds
that

𝑓 (𝑋 ∪ {𝑝}) − 𝑓 (𝑋 ) ≥ 𝑓 (𝑌 ∪ {𝑝}) − 𝑓 (𝑌 ).

Proof of Theorem 2. Let𝐺 = (𝑉 ,𝐴) be any digraph and 𝑣 ∈ 𝑉
be any vertex. From the above fact, it suffices to show that for any

𝐸 ⊂ 𝐹 ⊆ 𝜌 (𝑣) and 𝑒 ∈ 𝜌 (𝑣) \ 𝐹 ,
𝑓(𝐺,𝑣) (𝐸 ∪ {𝑒}) − 𝑓(𝐺,𝑣) (𝐸) ≥ 𝑓(𝐺,𝑣) (𝐹 ∪ {𝑒}) − 𝑓(𝐺,𝑣) (𝐹 )

holds. From the definition of 𝑓(𝐺,𝑣) , we have

𝑓(𝐺,𝑣) (𝐸 ∪ {𝑒}) − 𝑓(𝐺,𝑣) (𝐸)
= ℎ𝐺\(𝐸∪{𝑒 }) (𝑣) − ℎ𝐺\𝐸 (𝑣)

=
∑︁

𝑢∈𝑉 \{𝑣 }

(
1

𝑑𝐺\(𝐸∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐸 (𝑢, 𝑣)

)
.

For each 𝑒 ∈ 𝜌 (𝑣), we define
𝑈𝐺 (𝑣, 𝑒) = {𝑢 ∈ 𝑉 \ {𝑣} |

there exists a path from 𝑢 to 𝑣 on 𝐺 and

all shortest paths from 𝑢 to 𝑣 on 𝐺 contain 𝑒}.

Noticing that𝑑𝐺\(𝐸∪{𝑒 }) (𝑢, 𝑣) = 𝑑𝐺\𝐸 (𝑢, 𝑣) for all𝑢 ∈ 𝑉 \𝑈𝐺\𝐸 (𝑣, 𝑒),
we have ∑︁

𝑢∈𝑉 \{𝑣 }

(
1

𝑑𝐺\(𝐸∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐸 (𝑢, 𝑣)

)
=

∑︁
𝑢∈𝑈𝐺\𝐸 (𝑣,𝑒)

(
1

𝑑𝐺\(𝐸∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐸 (𝑢, 𝑣)

)
.

Applying a similar argument, we also have

𝑓(𝐺,𝑣) (𝐹 ∪ {𝑒}) − 𝑓(𝐺,𝑣) (𝐹 )

=
∑︁

𝑢∈𝑈𝐺\𝐹 (𝑣,𝑒)

(
1

𝑑𝐺\(𝐹∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐹 (𝑢, 𝑣)

)
.

Combining the above two equalities, we have(
𝑓(𝐺,𝑣) (𝐸 ∪ {𝑒}) − 𝑓(𝐺,𝑣) (𝐸)

)
−
(
𝑓(𝐺,𝑣) (𝐹 ∪ {𝑒}) − 𝑓(𝐺,𝑣) (𝐹 )

)
=

∑︁
𝑢∈𝑈𝐺\𝐸 (𝑣,𝑒)

(
1

𝑑𝐺\(𝐸∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐸 (𝑢, 𝑣)

)
−

∑︁
𝑢∈𝑈𝐺\𝐹 (𝑣,𝑒)

(
1

𝑑𝐺\(𝐹∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐹 (𝑢, 𝑣)

)
≥

∑︁
𝑢∈𝑈𝐺\𝐸 (𝑣,𝑒)

((
1

𝑑𝐺\(𝐸∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐸 (𝑢, 𝑣)

)
−
(

1

𝑑𝐺\(𝐹∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\𝐹 (𝑢, 𝑣)

))
=

∑︁
𝑢∈𝑈𝐺\𝐸 (𝑣,𝑒)

(
1

𝑑𝐺\(𝐸∪{𝑒 }) (𝑢, 𝑣)
− 1

𝑑𝐺\(𝐹∪{𝑒 }) (𝑢, 𝑣)

)
≥ 0,

where the first inequality follows from𝑈𝐺\𝐸 (𝑣, 𝑒) ⊆ 𝑈𝐺\𝐹 (𝑣, 𝑒) and
𝑑𝐺\(𝐹∪{𝑒 }) (𝑢, 𝑣) ≥ 𝑑𝐺\𝐹 (𝑢, 𝑣) for any 𝑢 ∈ 𝑉 , and the second equal-

ity follows from 𝑑𝐺\𝐸 (𝑢, 𝑣) = 𝑑𝐺\𝐹 (𝑢, 𝑣) for any 𝑢 ∈ 𝑈𝐺\𝐸 (𝑣, 𝑒).
Therefore, we have the theorem. □

We wish to remark that the above theorem can also be proved

using the fact that the objective function of the harmonic centrality

maximization problem introduced in Crescenzi et al. [10] is sub-

modular. However, if we employed such an approach, the notation

would be more complex. Therefore, we proved it from scratch, based

on the definition of the submodularity.

A.3 Pseudo-code of the greedy algorithm
See Algorithm 4.

Algorithm 4: Greedy algorithm for Problem 1

Input : 𝐺 = (𝑉 ,𝐴), 𝑣 ∈ 𝑉 , and 𝑏 ∈ Z>0
Output : 𝐹 ⊆ 𝜌 (𝑣) with |𝐹 | ≤ 𝑏

1 𝐹 ← ∅;
2 while |𝐹 | < 𝑏 do
3 Find 𝑒 ∈ argmin{𝑓(𝐺,𝑣) (𝑒) | 𝑒 ∈ 𝜌 (𝑣)};
4 𝐹 ← 𝐹 ∪ {𝑒} and 𝐺 ← 𝐺 \ {𝑒};
5 return 𝐹 ;
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A.4 Proof of Theorem 3
Proof. We first show that any algorithm that outputs 𝐹 ⊆ 𝜌 (𝑣)

with |𝐹 | = 𝑏 has an approximation ratio of 𝑂 ( |𝑉 |). Let 𝐺 = (𝑉 ,𝐴),
𝑣 ∈ 𝑉 , 𝑏 ∈ Z>0 be an arbitrary instance of Problem 1. If the optimal

value is equal to 0, then 𝑏 = |𝜌 (𝑣) | holds, which means that the

above algorithm can also achieve the optimal value. If the optimal

value is greater than 0, then it is at least 1, while any algorithm can

achieve the objective value at most ℎ𝐺 (𝑣) ≤ |𝑉 | − 1. Therefore, the
above algorithm has an approximation ratio of 𝑂 ( |𝑉 |).

Next we show that the greedy algorithm has no approximation

ratio of 𝑜 ( |𝑉 |). To this end, for any integer 𝑘 ≥ 2, we construct

an instance of Problem 1 as follows: Let 𝐺 = (𝑉 ,𝐴) be a digraph.
The vertex set 𝑉 consists of two vertices 𝑛𝐿, 𝑜𝐿 , and size-𝑘 subsets

𝑁𝑅 = {𝑛1
𝑅
, . . . , 𝑛𝑘

𝑅
} and𝑂𝑅 = {𝑜1

𝑅
, . . . , 𝑜𝑘

𝑅
}, in addition to one vertex

𝑣 ′. The edge set 𝐴 is defined as the union of the following three

sets:

{(𝑛𝐿, 𝑣 ′), (𝑛𝑖𝑅, 𝑣
′) | 𝑖 = 1, . . . , 𝑘},

{(𝑜𝐿, 𝑛𝐿)},

{(𝑜𝑖𝑅, 𝑛
𝑗

𝑅
) | 𝑖 = 1, . . . , 𝑘, 𝑗 = 1, . . . , 𝑘}.

Then we employ 𝑣 ′ as target vertex 𝑣 and 𝑘 as budget 𝑏.

From now on, we analyze the performance of Algorithm 4 for

this instance. In the first iteration, the removal of (𝑛𝐿, 𝑣) decreases
the objective value by 3/2, while the removal of any incoming

edge from 𝑁𝑅 decreases the objective value by 1. Therefore, the

algorithm removes (𝑛𝐿, 𝑣). In the later iterations, the removal of

any edge decreases the objective value by 1, and thus the algorithm

removes 𝑘 − 1 edges from 𝑁𝑅 to 𝑣 and then terminates. We see

that the objective value of the output is 1 + 𝑘/2. On the other hand,

consider the following feasible (actually optimal) solution to the

instance, i.e., all 𝑘 edges from 𝑁𝑅 to 𝑣 . Then the objective value

of this solution is 1 + 1/2. Thus, the approximation ratio of the

algorithm is lower bounded by

1 + 𝑘/2
1 + 1/2 = Ω( |𝑉 |),

meaning that Algorithm 4 has no approximation ratio of 𝑜 ( |𝑉 |) for
Problem 1. □

B OMITTED CONTENTS FROM SECTION 4
B.1 Proof of Theorem 5

Proof. For any integer 𝑘 ≥ 2, we construct an instance of Prob-

lem 1 as follows: Let𝐺 = (𝑉 ,𝐴) be a digraph. The vertex set𝑉 con-

sists of size-𝑘 subsets 𝑁𝐿 = {𝑛1
𝐿
, . . . , 𝑛𝑘

𝐿
}, 𝑁𝑅 = {𝑛1

𝑅
, . . . , 𝑛𝑘

𝑅
}, 𝑂𝑅 =

{𝑜1
𝑅
, . . . , 𝑜𝑘

𝑅
} and size-(𝑘 (𝑘 − 1)) subset 𝑂𝐿 = {𝑜1

𝐿
, . . . , 𝑜

𝑘 (𝑘−1)
𝐿

}, in
addition to one vertex 𝑣 ′. The edge set 𝐴 is defined as the union of

the following three sets:

{(𝑛𝑖𝐿, 𝑣
′), (𝑛𝑖𝑅, 𝑣

′) | 𝑖 = 1, . . . , 𝑘},

{(𝑜𝑖𝐿, 𝑛
𝑗

𝐿
) | 𝑖 = 1, . . . , 𝑘 (𝑘 − 1), 𝑗 = 1, . . . , 𝑘, ⌈𝑖/(𝑘 − 1)⌉ = 𝑗},

{(𝑜𝑖𝑅, 𝑛
𝑗

𝑅
) | 𝑖 = 1, . . . , 𝑘, 𝑗 = 1, . . . , 𝑘}.

Then we employ 𝑣 ′ as target vertex 𝑣 and 𝑘 as budget 𝑏.

From now on, we analyze the performance of Algorithm 1 for

this instance. For any𝑛𝑖
𝐿
∈ 𝑁𝐿 (𝑖 = 1, . . . , 𝑘), we haveℎ𝐺\𝜌 (𝑣) (𝑛𝑖𝐿) =

Algorithm 5: Projected subgradient method

Input : 𝒙0 ∈ 𝐶 and some stopping condition

Output : 𝒙 ∈ 𝐶
1 while the stopping condition is not satisfied do
2 Pick stepsize [𝑡 > 0 and subgradient 𝑓 ′(𝒙𝑡 ) of 𝑓 ′ at 𝒙𝑡 ;
3 𝒙𝑡+1 ← proj𝐶 (𝒙𝑡 − [𝑡 · 𝑓 ′(𝒙𝑡 )) and 𝑡 ← 𝑡 + 1;
4 return 𝒙𝑡 ;

𝑘 − 1. For any 𝑛𝑖
𝑅
∈ 𝑁𝑅 (𝑖 = 1, . . . , 𝑘), we have ℎ𝐺\𝜌 (𝑣) (𝑛𝑖𝑅) = 𝑘 .

Therefore, the output of Algorithm 1 is the set of all 𝑘 edges from

𝑁𝑅 to 𝑣 , which has an objective value of 𝑘 +𝑘 (𝑘−1)/2. On the other

hand, consider the following feasible (actually optimal) solution

to the instance, i.e., the set of all 𝑘 edges from 𝑁𝐿 to 𝑣 . Then the

objective value of this solution is 𝑘 + 𝑘/2. Thus, the approximation

ratio of the algorithm is lower bounded by

𝑘 + 𝑘 (𝑘 − 1)/2
𝑘 + 𝑘/2 =

1 + (𝑘 − 1)/2
1 + 1/2 = Ω

(√︁
|𝑉 |

)
,

meaning that Algorithm 1 has no approximation ratio of 𝑜

(√︁
|𝑉 |

)
for Problem 1. Noticing that ℎ𝐺 (𝑣) ≤ |𝑉 | −1, we have the statement.

□

C OMITTED CONTENTS FROM SECTION 6
C.1 Convergence result in Beck [3]
For self-containedness, we review the convergence result of the

projected subgradient method in Beck [3], on which the conver-

gence result of Algorithm 3 is based. Note that for simplicity, the

description is appropriately specialized to our setting: For example,

we consider the objective function 𝑓 on R𝑛 rather than a general

vector space.

Let 𝑓 : R𝑛 → (−∞,∞] and 𝐶 ⊆ R𝑛 . Consider the following

problem:

(P) : minimize 𝑓 (𝒙)
subject to 𝒙 ∈ 𝐶.

Assumption 1 (Assumption 8.7 in Beck [3]). The following hold:
(1) 𝑓 : R𝑛 → (−∞,∞] is proper closed and convex;
(2) 𝐶 ⊆ R𝑛 is nonempty closed and convex;
(3) The interior of the (effective) domain of 𝑓 contains 𝐶 ;
(4) The set of optimal solutions is nonempty, and the optimal

value is denoted by 𝑓 ∗.

We consider the projected subgradient method for (P), which is

summarized in Algorithm 5. Note that we denote by proj𝐶 (𝒙) the
projection of 𝒙 ∈ R𝑛 onto 𝐶 . The sequence generated by the algo-

rithm is {𝒙𝑡 }𝑡 ≥0, while the sequence of function values generated

by the algorithm is {𝑓 (𝒙𝑡 )}𝑡 ≥0. As the sequence of function values

is not necessarily monotone, we are also interested in the sequence

of best-achieved function values at or before ℓ-th iteration, which

is defined as

𝑓 ℓ
best

= min

𝑡=0,1,...,ℓ
𝑓 (𝒙𝑡 ) .

If 𝐶 is compact, then there exists a constant 𝐿𝑓 > 0 for which

∥ 𝑓 ′(𝒙)∥ ≤ 𝐿𝑓 for all 𝑓 ′(𝒙) ∈ 𝜕𝑓 (𝒙) and 𝒙 ∈ 𝐶 , where 𝜕𝑓 (𝒙) is
11



1277

1278

1279

1280

1281

1282

1283

1284

1285

1286

1287

1288

1289

1290

1291

1292

1293

1294

1295

1296

1297

1298

1299

1300

1301

1302

1303

1304

1305

1306

1307

1308

1309

1310

1311

1312

1313

1314

1315

1316

1317

1318

1319

1320

1321

1322

1323

1324

1325

1326

1327

1328

1329

1330

1331

1332

1333

1334

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Anon.

1335

1336

1337

1338

1339

1340

1341

1342

1343

1344

1345

1346

1347

1348

1349

1350

1351

1352

1353

1354

1355

1356

1357

1358

1359

1360

1361

1362

1363

1364

1365

1366

1367

1368

1369

1370

1371

1372

1373

1374

1375

1376

1377

1378

1379

1380

1381

1382

1383

1384

1385

1386

1387

1388

1389

1390

1391

1392

the subdifferential of 𝑓 at 𝒙 . Based on this, we have the following

convergence result of Algorithm 5:

Fact 3 (A special case of Theorem 8.30 in Beck [3]). Suppose that
Assumption 1 holds and assume that𝐶 is compact. Let Θ be an upper
bound on the half-squared diameter of 𝐶 , i.e., Θ ≥ max𝒙,𝒚∈𝐶

1

2
∥𝒙 −

𝒚∥2. Determine the stepsize [𝑡 (𝑡 = 0, 1, . . . ) as [𝑡 =

√
2Θ

𝐿𝑓
√
𝑡+1

. Then

for all 𝑡 ≥ 2, it holds that

𝑓 𝑡
best
− 𝑓 ∗ ≤

2(1 + log 3)𝐿𝑓
√
2Θ

√
𝑡 + 2

.

C.2 Proof of Theorem 7
Proof. The proof is almost straightforward from Fact 3 in Ap-

pendix C.1. By defining 𝑓(𝐺,𝑣) (𝒙) = ∞ for any 𝒙 ∈ R𝜌 (𝑣) \𝐶 , we
have an extended real-valued function 𝑓(𝐺,𝑣) : R

𝜌 (𝑣) → (−∞,∞].
Then Relaxation becomes a special case of (P) in Appendix C.1.

Let us confirm the validity of Assumption 1 in Appendix C.1 for

Relaxation:
(1) From the definition of 𝑓(𝐺,𝑣) (and 𝑓(𝐺,𝑣) ), 𝑓(𝐺,𝑣) does not

attain −∞ and 𝑓 (𝒙) < ∞ for any 𝒙 ∈ 𝐶 ≠ ∅, which means

that 𝑓(𝐺,𝑣) is proper. As 𝑓(𝐺,𝑣) is continuous over𝐶 and the

(effective) domain of 𝑓(𝐺,𝑣) (i.e.,𝐶) is closed, by Theorem 2.8

in Beck [3], 𝑓(𝐺,𝑣) is closed. As mentioned above, 𝑓(𝐺,𝑣) is
convex by the submodularity of 𝑓(𝐺,𝑣) .

(2) This is trivial.

(3) As the boundary of𝐶 is not contained in the interior of the

(effective) domain of 𝑓(𝐺,𝑣) , this does not hold. However,
according to the analysis in Beck [3], this assumption is

used only for guaranteeing the subdifferentiability of the

objective function over the feasible region (i.e., the subdif-

ferentiability of 𝑓(𝐺,𝑣) over 𝐶 in our case), which is clearly

valid.

(4) From the boundedness of 𝐶 and the piecewise-linearity of

𝑓(𝐺,𝑣) , we see that the set of optimal solutions to Relaxation
is nonempty.

Finally, 𝐶 is obviously compact. Therefore, we have the theorem.

□

D OMITTED CONTENTS FROM SECTION 7
D.1 Counterparts of Figure 1
See Figures 2 and 3.
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Figure 2: Quality of solutions of the algorithms (except for Algorithm 2) with 𝑏 = ⌊ 1
4
|𝜌 (𝑣) |⌋.
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Figure 3: Quality of solutions of the algorithms (except for Algorithm 2) with 𝑏 = ⌊ 3
4
|𝜌 (𝑣) |⌋.
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