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Fig. 1. Examples of text-guided vector graphics generated by our framework, with clear and valid layer-wise vector paths.

Vector graphics are widely used in digital art and highly favored by designers
due to their scalability and layer-wise properties. However, the process of
creating and editing vector graphics requires creativity and design expertise,
making it a time-consuming task. Recent advancements in text-to-vector
(T2V) generation have aimed to make this process more accessible. However,
existing T2V methods directly optimize control points of vector graphics
paths, often resulting in intersecting or jagged paths due to the lack of
geometry constraints. To overcome these limitations, we propose a novel
neural path representation by designing a dual-branch Variational Autoen-
coder (VAE) that learns the path latent space from both sequence and image
modalities. By optimizing the combination of neural paths, we can incor-
porate geometric constraints while preserving expressivity in generated
SVGs. Furthermore, we introduce a two-stage path optimization method
to improve the visual and topological quality of generated SVGs. In the
first stage, a pre-trained text-to-image diffusion model guides the initial
generation of complex vector graphics through the Variational Score Dis-
tillation (VSD) process. In the second stage, we refine the graphics using
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a layer-wise image vectorization strategy to achieve clearer elements and
structure. We demonstrate the effectiveness of our method through exten-
sive experiments and showcase various applications. The project page is
https://intchous.github.io/T2V-NPR.
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1 INTRODUCTION
Vector graphics, specifically in the Scalable Vector Graphics (SVG)
format, play an essential role in digital arts such as clipart, animation,
and graphic design. Benefiting from their composition of geomet-
ric shapes, vector graphics are widely favored by designers due to
the ease of manipulation, with the nature of resolution indepen-
dence and compact file sizes. However, crafting high-quality vector
graphics requires both professional expertise and considerable time
investment. With the success of text-to-image (T2I) generation mod-
els [Rombach et al. 2022; Ruiz et al. 2022], recent works have started
to explore text-to-vector graphics generation (T2V), aiming to make
the creation more accessible to users with text prompts.

One common T2V approach is conducting existing image vector-
ization [Dominici et al. 2020; Ma et al. 2022; Selinger 2003] based
on T2I results. However, T2I models often generate raster images
with photographic and realistic styles, with intricate textures, and
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complex color variations. This poses a challenge when transition-
ing to vector graphics, where the goal is to achieve smooth geo-
metric shapes and uniform colors. The conversion process often
results in excessively complex vector elements, introducing compli-
cations for subsequent graphic manipulations and deviating from
the simplicity and clarity expected in vector graphics. In recent
developments, a new category of T2V methods has emerged (e.g.,
CLIPDraw [Frans et al. 2022] and VectorFusion [Jain et al. 2022]).
These methods directly optimize vector graphics paths using large
pre-trained visual-textual models [Rombach et al. 2022]. They rep-
resent vector graphics through parametric shape primitives (e.g.,
cubic Bézier curves) and refine path parameters, such as control
points. However, directly optimizing control points often leads to
intersecting or jagged paths, due to their high degrees of freedom
and the lack of geometry constraints.

Therefore, in addition to representing vectors as the explicit para-
metric paths, it becomes imperative to develop an efficient represen-
tation to capture both geometric relationship and shape perception.
Previous works have explored learning such latent representations
based on sequences of SVGs using different network architectures,
such as Recurrent Neural Networks (RNN) [Ha and Eck 2017; Lopes
et al. 2019; Wang and Lian 2021] and Transformers [Carlier et al.
2020; Wang et al. 2023b]. However, given the inherent complexity
and diverse nature of SVGs, learning a comprehensive global SVG-
level representation is challenging. As a result, previous methods
are often restricted to generating SVGs within specific categories,
such as fonts [Lopes et al. 2019; Wang and Lian 2021; Wang et al.
2023b], sketches [Ha and Eck 2017; Ribeiro et al. 2020], and simple
icons [Cao et al. 2023; Carlier et al. 2020; Wu et al. 2023].

To overcome the above limitations, instead of learning global SVG
features, we propose a novel neural path representation that effec-
tively learns valid geometric properties of paths. This is motivated
by the finding that complex vector graphics are often composed of
simple paths [Chen et al. 2023; Liu et al. 2023]. This compact repre-
sentation ensures both simplicity and expressivity. To learn a neural
path representation, we design a dual-branch Variational Autoen-
coder (VAE) to learn from both sequence and image modalities. They
jointly optimize the shared path representation, and the sequence
modality provides supervision for learning geometry properties,
while the image modality helps to learn rendering visual features.

We further propose a two-stage path optimization method for
conducting text-to-vector generation based on the learned path la-
tent space. The underlying motivation is that obtaining high-quality
vectors within one stage can be hard. In the first stage, we rely on
the generation power of a large pre-trained diffusion model [Rom-
bach et al. 2022] for generating an initial SVG. Rather than using
Score Distillation Sampling (SDS) loss [Poole et al. 2022] as in Vec-
torFusion [Jain et al. 2022], which may suffer from over-saturated,
over-smooth, and low-diversity issues, we borrow the idea of Vari-
ational Score Distillation (VSD) [Wang et al. 2023a] to optimize a
combination of neural paths given the text prompt. In the second
stage, to further improve the geometry clarity and layer-wise struc-
ture of the initially generated SVG, we apply a path simplification
and layer-wise optimization strategy to hierarchically enhance the
paths.

We evaluate our approach through extensive experiments using
vector-level, image-level, and text-level metrics. The results demon-
strate the effectiveness of our model in generating high-quality and
diverse vector graphics with valid paths and layer properties, given
the input text prompt. Fig. 1 shows examples of text-to-vector gener-
ation results produced by our framework. Ourmodel enables various
applications except for T2V generation, such as vector graphics cus-
tomization, image-to-SVG generation, and SVG animation. Our key
contributions are:
• We introduce a novel T2V generation pipeline, innovated by
the idea of optimizing local neural path representation for high-
quality vector graphics generation.

• We propose a dual-branch VAE for learning neural path represen-
tation from both sequence and image modalities.

• We develop a two-stage text-driven neural path optimization
method to guide the creation of vector graphics with valid and
layer-wise SVG paths.

• We demonstrate several practical applications enabled by our
pipeline.

2 RELATED WORK

2.1 Diffusion Models for T2I Generation
Recently, diffusion models (DM) have become state-of-the-art in T2I
generation. It is a family of generative models, involving a forward
process of perturbing the data with noise and a reverse process
that gradually adds structure from noise [Ho et al. 2020; Nichol
et al. 2021; Sohl-Dickstein et al. 2015]. Stable Diffusion [Rombach
et al. 2022] further introduces image latent to the diffusion model,
overcoming resolution limitations and enabling the generation of
amazing high-resolution results. The diverse type of user-defined
condition modalities enable numerous downstream applications,
such as sketch-guided image generation [Voynov et al. 2023; Zhang
et al. 2023b], multi-modal conditions in image synthesis [Zhan et al.
2023], and various image-to-image generation tasks [Saharia et al.
2022; Zhang et al. 2023a]. Diffusion models also support flexible
text-guided image editing [Hertz et al. 2023; Meng et al. 2021] and
customization tasks [Kumari et al. 2022; Ruiz et al. 2022]. To generate
personalized images, the pioneering work DreamBooth [Ruiz et al.
2022] refines the weights of a diffusion model with a unique token to
capture distinctive characteristics within a set of images. Subsequent
works focus on fine-tuning only particular parts of the network,
including low-rank weight residuals [Hu et al. 2021] and cross-
attention layers [Kumari et al. 2022]. Rather than aiming at raster
image generation, our method leverages the powerful pre-trained
T2I model as priors to guide the generation of vector graphics.

2.2 Text-to-Vector Generation
One approach in T2V generation combines T2I generation with
image vectorization methods. Traditional vectorization methods
involve segmenting images into regions based on color similarity
[Kopf and Lischinski 2011] and fitting curves to the region bound-
aries [Dominici et al. 2020; Favreau et al. 2017; Hoshyari et al. 2018;
Selinger 2003; Yang et al. 2015]. The advent of differentiable ren-
dering techniques [Li et al. 2020] enhances image vectorization
by enabling the use of loss functions in image space. LIVE [Ma
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Fig. 2. Our system pipeline starts with learning a neural representation of paths by training a dual-branch VAE. Next, we optimize the SVG, represented with
neural paths, to align with the provided text prompt, which is achieved through a two-stage path optimization process.

et al. 2022] optimizes path parameters guided by the reconstruction
of the input image. Recent developments have explored training
end-to-end neural networks for image vectorization [Chen et al.
2023; Reddy et al. 2021; Rodriguez et al. 2023]. However, this kind
of method relies on images generated by pre-trained T2I models,
which struggle to produce high-quality SVG-style images featuring
clear geometric primitives and flat colors. With the development
of generative AI, several community-made tools and commercial
products such as Adobe Illustrator [Illustrator 2023], Illustroke [Il-
lustroke 2024], and Kittl [Kittl 2024], offer capabilities to generate
vector graphics from text prompts by employing vectorization tech-
niques with T2I methods. To produce visually appealing SVG-style
images, it is essential to fine-tune pre-trained T2I models [Hu et al.
2021; Ruiz et al. 2022]. These fine-tuning methods heavily rely on
the training dataset, requiring a labor-intensive collection of images
and textual tags.
Another approach for T2V generation involves directly optimiz-

ing the geometric and color parameters of SVG paths under the
guidance of pre-trained vision-language models, such as the CLIP
model [Radford et al. 2021] or the diffusion model [Rombach et al.
2022]. CLIP-based methods [Frans et al. 2022; Schaldenbrand et al.
2022; Song et al. 2022] utilize the image-text similarity metric within
CLIP latent space to create vector graphics from text prompts. CLI-
Passo [Vinker et al. 2022] converts images to object sketches using a
CLIP perceptual loss, preserving the semantics and structure of the
subject. Apart from the CLIP distance, Score Distillation Sampling
(SDS) loss based on a T2I diffusion model is used for optimizing
SVG to align with text prompts across various applications such as
fonts [Iluz et al. 2023], vector graphics [Jain et al. 2022; Xing et al.
2023b], and sketches [Gal et al. 2023; Xing et al. 2023a]. However,
these methods often lead to SVGs with cluttered and irregular paths,
as the direct optimization of control points in parametric paths like
cubic Bézier curves lacks essential geometric relationships.

2.3 Neural Representation for SVG
Previous works have explored learning various representations of
SVG, and designing different network architectures to understand
the geometric information and global perception inherent in SVG
data. SketchRNN [Ha and Eck 2017] leverages a recurrent neural
network (RNN) to generate vector paths for sketches. SVG-VAE

[Lopes et al. 2019] uses an image autoencoder to capture font style
features and employs LSTMs to generate vector fonts. Sketchformer
[Ribeiro et al. 2020] uses a Transformer to recover sketch strokes
in a vector form based on raster images. To maintain hierarchical
relationships in SVGs, DeepSVG [Carlier et al. 2020] employs a
hierarchical Transformer-based network to generate vector icons
composed of multiple paths. Dual-modality learning framework
[Liu et al. 2023; Wang and Lian 2021; Wang et al. 2023b] utilizes
both sequence and image features to synthesize accurate vector
fonts. A Transformer-based framework is designed to vectorize
line drawings with dual-modal supervision [Liu et al. 2022], but it
lacks smooth interpolation characteristics in the latent space. While
these techniques have not yet supported text-guided SVG creation,
IconShop [Wu et al. 2023] achieves T2V generation by representing
SVGs as token sequences combined with text tokens.

Previousworks focus on learning SVG-level latent representations
from SVG command sequences. However, the vast diversity of path
combinations poses a challenge in learning a universal global SVG-
level representation. As a result, existing methods predominantly
generate SVGs in specific categories like fonts [Lopes et al. 2019;
Wang and Lian 2021; Wang et al. 2023b], sketches [Ha and Eck 2017;
Ribeiro et al. 2020], and simple icons [Cao et al. 2023; Carlier et al.
2020; Wu et al. 2023]. In contrast, our neural path representation
captures valid path properties, while enabling the generation of
diverse and complex vector graphics from text prompts.

3 OVERVIEW
Given a text prompt, our goal is to generate an SVG that aligns
with the semantics of the text prompt while exhibiting desirable
path properties and layer-wise structures consistent with human
perception. Since an SVG is composed of a set of paths, denoted as
𝑆𝑉𝐺 = {𝑃𝑎𝑡ℎ1, 𝑃𝑎𝑡ℎ2, ..., 𝑃𝑎𝑡ℎ𝑚}, our objective is to optimize a set
of𝑚 paths based on a text prompt 𝑇 through:

Neural Path Representation Learning (Sec. 4). The path geometry
consists of connected cubic Bézier curves. Our objective is to learn
a neural path representation by mapping each path into a latent
code denoted as 𝑧, which captures valid geometric properties. To
achieve this, we propose a dual-branch VAE that learns from both
the image and sequence modalities of paths (refer to Fig. 2 (a)).
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Text-driven Neural Path Optimization (Sec. 5). With the learned
neural path representation, an SVG can be represented by a set
of latent codes, along with color and transformation parameters
associated with each path, denoted as 𝑆𝑉𝐺 = {𝜃1, 𝜃2, ..., 𝜃𝑚}, where
𝜃𝑖 = (𝑧𝑖 ,𝐶𝑖 ,𝑇𝑟𝑖 ). Here, 𝑧𝑖 ,𝐶𝑖 , and𝑇𝑟𝑖 represent the latent code, color
parameter, and transformation parameter for the 𝑖-path (𝑃𝑎𝑡ℎ𝑖 ), re-
spectively. Next, we use the text prompt 𝑇 to optimize the combina-
tion of𝑚 paths through two stages. In the first stage, we utilize a
pre-trained diffusion model as a prior to optimize the combination
of neural paths aligned with𝑇 . In the second stage, we apply a layer-
wise vectorization strategy to optimize path hierarchy, ensuring
clear visual elements and layer structures in the generated SVG.
Finally, after decoding the optimized latent codes into Bézier curves,
we obtain the resulting SVG (refer to Fig. 2 (b)).

4 NEURAL PATH REPRESENTATION LEARNING
Previous T2V approaches directly optimize the control points of
parametric paths. However, this often leads to intersecting or jagged
paths due to the high degrees of freedom and the lack of geometric
constraints. To address this issue, we propose a novel approach that
learns a neural path representation within a latent space, capturing
the valid geometric properties of paths and enabling the optimiza-
tion of paths while ensuring geometric regularity. For this purpose,
we design and train a dual-branch VAE to learn a latent space for
path representation.

4.1 Dual-branch VAE
A parametric path (ignoring the color parameter) can be defined
as a series of cubic Bézier curves connected end-to-end, denoted
as 𝑃𝑎𝑡ℎ = (𝑝1, 𝑝2, . . . , 𝑝𝑘 ), where 𝑝 𝑗 for 𝑗 = 1 to 𝑘 represents the
𝑘 control points used to define the cubic Bézier curves. By utiliz-
ing the differentiable rasterizer R [Li et al. 2020], we can render
the vector path and obtain the rasterized path image 𝐼 = R(𝑃𝑎𝑡ℎ).
The sequence representation of a path contains rich geometric in-
formation, such as the ordering and connections between points
in the path. Training a VAE based on the point sequence enables
effective learning of geometric properties, but it struggles to pre-
cisely reconstruct the rendered shape. On the other hand, the image
representation is better at capturing visual features after rendering,
but it cannot represent the relationships between control points, as
different sequences of control points may result in the same ren-
dered shape. To address these challenges, we propose a dual-branch
encoder-decoder VAE that learns a shared latent space from path
data in both vector and image modalities, as shown in Fig. 2 (a). This
approach allows for the incorporation of both geometric and visual
information, enabling a more comprehensive and accurate learning
of paths.

Encoders. The encoder of our dual-branch VAE is composed of a
sequence encoder and an image encoder. The sequence encoder
takes the control point sequence as input and employs a transformer
architecture with an attention mechanism to exploit the geometric
relationships between control points. First, we normalize the con-
trol points sequence to the range of [0, 1] and then use a learnable
embedding layer to project each normalized control point into a
𝑑ℎ-dimensional vector. Similar to DeepSVG [Carlier et al. 2020], we
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use positional encoding to embed the index of each point in the
sequence. The sequence embedding 𝑒𝑠𝑒𝑞 ∈ R𝑑ℎ×𝑘 is then fed into
the six transformer layers. Each layer consists of masked multi-head
attention and feed-forward layers [Vaswani et al. 2017]. Finally,
a linear projection is applied to obtain the aggregated output se-
quence features 𝑧𝑠𝑒𝑞 ∈ R𝑑𝑆 . To further learn the shape perception
of the path, we also adopt an image encoder composed of six
convolutional layers. It takes the rasterized path image 𝐼 as input
and outputs the feature 𝑧𝑖𝑚𝑔 ∈ R𝑑𝐼 . In our implementation, we set
𝑑ℎ = 64, 𝑑𝑆 = 32, and 𝑑𝐼 = 64.

Modality Fusion. We fuse the sequence and image features to
create a comprehensive representation of paths. Specifically, the
sequence features 𝑧𝑠𝑒𝑞 and image features 𝑧𝑖𝑚𝑔 are concatenated
and passed through a linear projection layer, obtaining a latent code
𝑧 ∈ R𝑑𝐹 , where 𝑑𝐹 = 24, that is shared with both modalities.

Decoder. The latent code 𝑧 is passed through the two decoding
branches to reconstruct the vector path and path image, respectively.
The sequence decoder has a similar Transformer-based architec-
ture to the sequence encoder. It takes 𝑧 as input and outputs the
decoded points sequence ˆ𝑃𝑎𝑡ℎ = (𝑝1, 𝑝2, . . . , 𝑝𝑘 ). The image de-
coder is a deconvolutional neural network that utilizes 𝑧 to generate
the reconstructed path image 𝐼 .

4.2 Training
Loss Function. The dual-branch VAE is trained end-to-end to re-

construct the input using dual-modality losses. However, simply
using mean squared error (MSE) loss between the input and output
control point sequences for sequence reconstruction can lead to
overfitting, as different control point sequences can produce similar
shapes. To address this, we introduce a shape-level loss to capture
shape features. As depicted in Fig. 3, we first sample 𝑛 auxiliary
points (in our implementation,𝑛 = 4) from each cubic Bézier curve of
a vector path, resulting in the auxiliary points set 𝑃𝑎𝑢𝑥 . Next, we cal-
culate the Chamfer Distance between the auxiliary points set of the
input path 𝑃𝑎𝑡ℎ and that of the reconstructed path ˆ𝑃𝑎𝑡ℎ by summing
the distances between the nearest correspondences of the two point
sets. This calculation yields the Chamfer lossL𝑐 𝑓 𝑟 (𝑃𝑎𝑡ℎ, ˆ𝑃𝑎𝑡ℎ). The
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(a) Path samples from dataset

(b) Random samples in the latent space (c) Latent Interpolations

Fig. 4. Path samples and latent interpolations. (a) Path examples from the
dataset. (b) Path samples decoded from random vectors in the latent space.
(c) Latent interpolations among four given samples (marked in red).

image-level loss combines the 𝐿1 loss and perceptual loss between
the input image 𝐼 and reconstructed images 𝐼 . Specifically, it can
be expressed as L𝑖𝑚𝑔 = |𝐼 − 𝐼 |1 + L𝑝𝑒𝑟𝑐𝑒𝑝 (𝐼 , 𝐼 ). In addition to the
reconstruction losses in both modalities, the latent space is also
regularized by the KL divergence loss L𝑘𝑙 , which encourages the
latent code 𝑧 to follow a Gaussian distribution N(0, 𝐼 ).

The overall loss function is:

L = 𝜆𝑐 𝑓 𝑟L𝑐 𝑓 𝑟 + 𝜆𝑖𝑚𝑔L𝑖𝑚𝑔 + 𝜆𝑘𝑙L𝑘𝑙 , (1)

where 𝜆𝑐 𝑓 𝑟 , 𝜆𝑖𝑚𝑔 , 𝜆𝑘𝑙 are the weights of each loss term. We set
𝜆𝑐 𝑓 𝑟 = 1, 𝜆𝑖𝑚𝑔 = 0.1, 𝜆𝑘𝑙 = 0.01 in our implementation.

Training Details. We train our dual-branch VAE on the FIGR-8-
SVG dataset [Clouâtre and Demers 2019], which consists of black-
and-white vector icons. To preprocess the data, we follow the same
steps as IconShop [Wu et al. 2023] to obtain valid SVG data. We
extract paths from the SVGs and remove duplicate shapes. In Fig. 4,
we showcase several examples of paths from the dataset. For the
raw input, since the control point sequences in each path can have
variable lengths, we pad the point sequences with zeros to a fixed
length (in our implementation, 𝑘 = 50) and filter out those with
longer lengths. This results in 200,000 samples for model training.
The image resolution for training VAE is 64× 64. To train the model,
we use the Adam optimizer with an initial learning rate of 0.001.
We incorporate linear warmup and decay techniques. The dropout
rate in all transformer layers is set to 0.1. We train the dual-branch
network for 100 epochs.
Upon completion of training, we obtain a smooth latent space

shared by both modalities. In Fig. 4, we present paths decoded from
random samples in the learned latent space, along with smooth path
interpolations.

5 TEXT-DRIVEN NEURAL PATH OPTIMIZATION
With the learned neural path representation, an SVG can be rep-
resented by a combination of𝑚 paths in the latent space, denoted
as 𝑆𝑉𝐺 = {𝜃1, 𝜃2, ..., 𝜃𝑚}, where 𝜃𝑖 = (𝑧𝑖 ,𝐶𝑖 ,𝑇𝑟𝑖 ). Here, the latent
code 𝑧𝑖 defines the shape, 𝐶𝑖 defines the color, and 𝑇𝑟𝑖 defines the
affine transformation of the 𝑝𝑎𝑡ℎ𝑖 . We initialize the latent codes by
randomly drawing from a zero-mean Gaussian distribution. Our
aim is to optimize these parameters based on the given text prompt
𝑇 . Unlike previous methods [Jain et al. 2022; Xing et al. 2023b] that
optimize control points explicitly, we optimize the latent code 𝑧
within the learned space to guarantee the regularity of each path

in the result. After optimization, we can obtain control points of a
path by decoding 𝑧𝑖 with our sequence decoder and transforming
points with 𝑇𝑟𝑖 , as 𝑃𝑎𝑡ℎ𝑖 = 𝑇𝑟𝑖 · 𝑆𝑒𝑞𝐷𝑒𝑐 (𝑧𝑖 ).

Moreover, previous works [Frans et al. 2022; Jain et al. 2022] simul-
taneously optimize all paths of an SVG in a single stage, resulting in
cluttered paths and a messy layer structure. To tackle this challenge,
we have developed a two-stage neural path optimization process, as
shown in Fig. 2 (b). In the first stage, we employ VSD defined on a
pre-trained text-to-image diffusion model to optimize paths, result-
ing in an initial SVG that aligns with𝑇 . In the second stage, starting
from the initial SVG, we apply a layer-wise vectorization strategy
to hierarchically optimize path combinations, ensuring clear visual
elements and well-defined layer-wise structures in the result SVG.
Next, we introduce these two stages.

5.1 Optimization with Variational Score Distillation
In this stage, we optimize an initial SVG guided by the text prompt
𝑇 . We draw inspiration from VectorFusion [Jain et al. 2022], which
leverages a pre-trained text-to-image diffusion model as a prior to
optimize path parameters through a Score Distillation Sampling
(SDS) process. The process begins with an 𝑆𝑉𝐺 with randomly
initialized path parameters 𝜃 , and in each iteration, the 𝑆𝑉𝐺 is ren-
dered using the differentiable rasterizer R to obtain a raster image
𝐼𝑆𝑉𝐺 = R(𝑆𝑉𝐺). The pre-trained encoder of the diffusion model
encodes 𝐼𝑆𝑉𝐺 into latent features x = E(𝐼𝑆𝑉𝐺 ), and a Gaussian
noise 𝜖 ∈ N (0, 𝐼 ) is added to x, obtaining x𝑡 at time 𝑡 of the forward
diffusion process. Finally, the SDS loss is defined as the distance
between the added noise 𝜖 and the predicted noise 𝜖𝜙 using the
pre-trained diffusion model, and its gradient to optimize 𝜃 can be
estimated as follows:

∇𝜃LSDS ≜ E𝑡,𝜖

[
𝑤 (𝑡)

(
𝜖𝜙 (x𝑡 ;𝑇, 𝑡) − 𝜖

) 𝜕x
𝜕𝜃

]
(2)

where𝑤 (𝑡) is a time-dependent weighting function.
Despite its success, empirical observations have revealed that re-

sults optimized from SDS suffer from issues such as over-saturation,
over-smoothing, and a lack of diversity. These issues stem from SDS
treating parameter 𝜃 as a single point and using a single point to
approximate a distribution output by the diffusion model. In light of
this, we leverage the VSD loss proposed by ProlificDreamer [Wang
et al. 2023a] to replace SDS in our optimization. Unlike SDS, VSD
models the parameter 𝜃 as a distribution, and consequently, the
images rendered by 𝑆𝑉𝐺 with parameter 𝜃 are also a distribution.
Following ProlificDreamer, we employ LoRA (Low-rank adaptation)
[Hu et al. 2021] of the pre-trained diffusion model to model the dis-
tribution of the rendered images. Therefore, the VSD loss is defined
as the distance between the noises predicted by the pre-trained
diffusion model and the LoRA model. Its gradient to optimize 𝜃 can
be formulated as follows:

∇𝜃LVSD ≜ E𝑡,𝜖

[
𝑤 (𝑡)

(
𝜖𝜙 (x𝑡 ;𝑇, 𝑡) − 𝜖LoRA (x𝑡 ;𝑇, 𝑡)

) 𝜕x
𝜕𝜃

]
(3)

The use of VSD helps generate SVGs with higher quality and
diversity. We denote the SVG optimized from this stage as 𝑆𝑉𝐺0,
which will guide the layer-wise refinement in the next stage.
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5.2 Optimization with Layer-wise Vectorization
Although VSD optimization is effective in aligning SVGs with text
prompts, it often results in cluttered and stacked paths. This can
introduce artifacts and lead to a poorly organized layer structure
within the SVG, complicating subsequent editing and modification.
To enhance the clarity of vector elements and the hierarchical struc-
ture of the generated SVG, we introduce a second-stage optimization
based on 𝑆𝑉𝐺0 obtained from the previous stage. This stage incor-
porates a path simplification step to obtain a simplified path set, and
a layer-wise vectorization strategy to hierarchically optimize path
combinations with the assistance of a guidance image. This stage
can improve the overall quality and organization of the resulting
SVG, making it easier to edit and reuse.

Path Simplification. We remove paths in 𝑆𝑉𝐺0 with an opacity
below 0.05 or an area smaller than 10 pixels, and merge overlapping
paths that exhibit the same color into a single path using an overlap
threshold of 5 pixels. These steps reduce the number of paths from
𝑚 to 𝑛. The simplified path set with sequence representation is
then inversely transformed into the latent space using our sequence
encoder, obtaining a new set of latent codes and resulting in a new
SVG, ˜𝑆𝑉𝐺0.

Layer-wise Optimization Strategy. After simplification, we further
refine the ˜𝑆𝑉𝐺0 with enhanced perceptual clarity and a better layer-
wise structure with the assistance of a guidance image. The guidance
image is obtained by first rendering ˜𝑆𝑉𝐺0 into the image 𝐼0

𝑆𝑉𝐺
. Then,

we perturb 𝐼0
𝑆𝑉𝐺

with Gaussian noise, setting the noise strength to
0.4, and gradually remove the noise using a pre-trained diffusion
model. This process helps reduce artifacts in the initial SVG and
yields a guidance image 𝐼𝑔 with clearer and more precise visual
elements.

With the help of 𝐼𝑔 , we introduce a layer-wise optimization strat-
egy. Specifically, we sort the paths in ˜𝑆𝑉𝐺0 by area and then op-
timize the top 𝑘 paths with the largest areas in each iteration. A
recursive pipeline progressively adds paths according to a path num-
ber schedule, thus optimizing the SVG from coarse to fine, as shown
in Fig. 5.
In each iteration, we optimize the parameters of the top 𝑘 paths

in 𝜃0, denoted as 𝑆𝑉𝐺𝑘 = {𝜃1, 𝜃2, ..., 𝜃𝑘 }. The optimization is based
on CLIP loss and IoU loss defined between 𝑆𝑉𝐺𝑘 and the guidance
image 𝐼𝑔 . The CLIP loss is computed by summing the 𝐿2 distances
between the intermediate-level activations of the CLIP model as
follows:

𝐿𝐶𝐿𝐼𝑃 =
∑︁
𝑙

∥𝐶𝐿𝐼𝑃𝑙 (I𝑔) −𝐶𝐿𝐼𝑃𝑙 (R(𝑆𝑉𝐺𝑘 ))∥22, (4)

𝐶𝐿𝐼𝑃𝑙 denotes the CLIP encoder activation at layer 𝑙 . It evaluates the
image-level similarity and encourages the rendering of 𝑆𝑉𝐺𝑘 to be
faithful to the guidance image 𝐼𝑔 . Moreover, to encourage a limited
number of paths to cover the content of the guidance image as much
as possible, we apply the intersection-over-union (IoU) loss between
the rendered silhouette of 𝑆𝑉𝐺𝑘 and the foreground region of 𝐼𝑔 .
The overall loss function is defined as 𝐿𝑙𝑦𝑟 = 𝐿𝐶𝐿𝐼𝑃 + 𝜆𝐼𝑜𝑈 𝐿𝐼𝑜𝑈 ,
where 𝜆𝐼𝑜𝑈 is set to 0.01.
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Fig. 5. Layer-wise optimization strategy.

As the iterations progress, more paths are involved in the op-
timization process, and the SVG gradually adds details. When all
paths are optimized, we obtain the final result, 𝑆𝑉𝐺𝑛 with 𝑛 paths.

6 EXPERIMENTS
Experiment Setup. To evaluate our method, we collect 160 text

prompts from the Stable Diffusion Prompts dataset [Dehouche and
Kullathida 2023], including a diverse range of characters, actions,
and scenes. For each prompt, we generate 5 SVGs, culminating in a
total of 800 vector graphics. To encourage the generation towards
a flat vector style, we append the phrase "minimal flat 2d vector"
to each prompt. In VSD optimization process, we utilize the official
"SD-v1-5" checkpoint1 with a guidance scale of 10, and timestep
𝑡 ∼ U(50, 950) is uniformly sampled.

6.1 Evaluation Metrics
We evaluate the quality of our results from vector-level, image-level,
and text-level perspectives.

Vector-level. Drawing upon criteria from prior perception re-
search in vector graphics [Dominici et al. 2020; Favreau et al. 2017],
a good SVG should minimize redundant paths to preserve compact-
ness and editability. Based on this guideline, we assess vectorization
quality using the following metrics: (a) Smoothness: Inverse of
the average curvature variation of the paths in generated SVGs.
(b) Simplicity: The average number of paths in generated vector
graphics. (c) Layer-wise semantics: The semantics of paths are
evaluated by comparing the decrease in CLIP similarity between
the SVG render results and corresponding text prompts before and
after randomly removing 30% of the SVG paths. A larger decrease
indicates that each path has more specific semantics.

Image-level. To evaluate the visual quality and diversity of vector
graphics, we collected a dataset of 800 well-designed vector graphics
from iconfont2, encompassing various categories including charac-
ters, animals, and scenes. These samples serve as the ground truth
for calculating the FID metrics on rendered images of SVGs.

1https://huggingface.co/runwayml/stable-diffusion-v1-5
2https://iconfont.cn
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Table 1. Quantitative comparison with existing methods.

Methods Smooth ↑ Simp ↓ Layer ↑ FID ↓ CLIP ↑
T2I + Potrace 0.7846 430 0.0226 104.92 0.2732
T2I + LIVE 0.5797 40 0.0119 97.82 0.2519

T2I + LoRA + Potrace 0.7882 160 0.0395 45.16 0.2729
CLIPDraw 0.4711 128 0.0317 123.55 0.2832
Diffsketcher 0.4829 128 0.0105 92.36 0.2607

Vectorfusion (from scratch) 0.6322 128 0.0139 65.71 0.2675
Vectorfusion (from LIVE) 0.5025 128 0.0258 76.45 0.2880

Ours 0.8012 40 0.0591 52.30 0.3015

Text-level. To compute whether the generated SVG is aligned
with the input text prompt, we define the text-level similarity by
calculating the CLIP cosine similarity [Radford et al. 2021] between
the text prompt and rendered SVG.

6.2 Baselines
We compare our proposed pipeline with two types of T2V pipelines.

Vectorization with T2I. Wefirst generate images from text prompts
using a diffusion model and then convert the images into SVGs using
two distinct vectorization methods: (a) Potrace [Selinger 2003]: A
traditional vectorization method involves image segmentation and
curve fitting to transform raster images into SVGs. (b) LIVE [Ma et al.
2022]: A deep learning method that generates SVGs by optimizing
paths using loss functions defined in the image space. We use the
same number of paths as our method.

Text-guided SVG optimization. We compare our method with
CLIP-based and diffusion-based optimization approaches: (c) CLIP-
Draw [Frans et al. 2022]: A method that leverages the image-text
similarity metric of CLIP to optimize SVGs from prompts. (d) Diffs-
ketcher [Xing et al. 2023a]: Amethod incorporates both image-level
CLIP loss and SDS loss for text-guided sketch generation. (e) Vec-
torFusion [Jain et al. 2022]: This approach employs SDS loss to
optimize SVGs to align with given text prompts. It offers two opti-
mization routes: starting from scratch or refining vectorized results
produced by LIVE. We use 128 paths for text-guided SVG optimiza-
tion methods, consistent with the default setting in VectorFusion.

6.3 Comparisons
We evaluate the performance of our method by comparing it with
baselines qualitatively and quantitatively. The quantitative results
are provided in Tab. 1 and the qualitative results are shown in Fig. 6
and Fig. 17. As shown in Tab. 1, our method outperforms other
approaches from a comprehensive perspective.

Comparisons with Vectorization with T2I Methods. Though with a
vector style prompt suffix, T2I models still often generate raster im-
ages with intricate textures and complex color variations. It poses a
challenge when converting to vector graphics with smooth geomet-
ric shapes and uniform colors. As shown in Fig. 6, the vectorization
results using Potrace exhibit overly complex vector elements. This
leads to a high number of paths (indicated by a high simplicity score
in Tab. 1) and a lack of layer organization among these paths, re-
sulting in diminished path semantics (reflected by a low layer-wise
semantics score in Tab. 1). Furthermore, such vectorization results

(a) Potrace

(b) LIVE

(d) Ours

"An astronaut walking 
across a desert" "Vincent Van Gogh""An erupting volcano"

(c) Lora +   
   Potrace

Fig. 6. Qualitative comparison to vectorization with T2I methods.

often deviate from the style of well-designed SVGs, as evidenced by
the low FID scores in Tab. 1. LIVE faces similar challenges. When
the path number is set the same as our method, LIVE obtains sub-
optimal vectorization outcomes as the constrained path number is
often insufficient for accurately reconstructing the images gener-
ated by the T2I model. Furthermore, the SVGs produced by LIVE
exhibit numerous irregular and broken paths, as indicated by the
low smoothness score in Tab. 1.
LoRA [Hu et al. 2021] is a popular technique to fine-tune a pre-

trained T2I model for specific styles. To produce SVG-style images,
we utilize the "Vector Illustration" LoRA3 fine-tuned on the base
diffusion model "SD-v1-5", and then convert the generated images to
vector graphics using Potrace. Since this LoRA model is specifically
fine-tuned on well-designed vector graphics images similar to the
iconfont dataset we used for evaluation, the generated results exhibit
lower FID scores. However, as demonstrated in Fig. 6 (c), while
this baseline achieves pleasing visual results, it still struggles with
overcomplicated and disorganized paths, as this is a common issue
in traditional image vectorization methods. In contrast, our methods
produce visually appealing SVGs with smooth paths and layer-wise
structures.

Comparisons with Text-guided SVG Optimization Methods. These
methods directly optimize the control points of parametric paths.
However, due to their high degrees of freedom and the lack of
geometry constraints, the control points often undergo complex
transformations to generate SVGs that align with the text prompts.
This results in low path smoothness, as indicated by the lower
Smooth score in Tab. 1. Zoom-in illustrations in Fig. 17 highlight the
issues of intersecting and jagged paths, leading to visually unappeal-
ing outcomes. Moreover, the resulting SVGs often contain complex
and redundant shapes, making them difficult to edit. In contrast,
our neural path representation effectively captures valid geometric

3https://civitai.com/models/60132/vector-illustration
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Exemplar

"V* holding a laptop" "V* wearing a hat" "V* holding a bag"

"Trees in V* style" "Mountains in V* style" "Leaves in V* style"

Fig. 13. Text-guided SVG customization. Exemplar SVGs: the 1𝑠𝑡 row is
from Envato Elements creator ©Telllu; the 2𝑛𝑑 row is from ©Freepik.

"A dog"

Realistic Image Iconified SVG

"An alarm clock"

" A fox playing the cello" "A margarita"

"The Alamo with clouds" "The titanic"

Realistic Image Iconified SVG

Fig. 14. Image-to-SVG generation.

on an exemplar image (rendered from exemplar SVG) and a text
prompt containing a special token𝑉 ∗. This token learns the concept
from the exemplar image. Subsequently, we apply our method to
optimize the SVG based on a new prompt, such as "𝑉 ∗ holding a
laptop" or "Trees in𝑉 ∗ style," resulting in a customized SVG that re-
flects the desired customization in object or style. Fig. 13 showcases
the results of customizing the exemplar SVG with different text
prompts, demonstrating the flexibility and creativity of our method.

7.4 Image-to-SVG Generation
Our framework enables flexible control beyond text prompts, which
is particularly useful for designers seeking inspiration from natural
images for SVG-style designs. For example, as shown in Fig. 14,
our method can generate vector icons from natural images. This is
achieved by integrating the ControlNet [Zhang et al. 2023b] into the
VSD optimization process, which ensures an optimization direction

“The 
runner 
runs” 

"A 
woman 
dances"

Fig. 15. SVG animation aligned with the described motions.

(a) Inaccurate Generation

"a fiddle next to a basketball 
on a ping pong table" Raster Image

(b) Over-smooth Vectorization

"a bottle of beer next to an ashtray 
with a half-smoked cigarette" SVG

Fig. 16. Failure cases.

that respects both the original structure of the image and the input
text prompt.

7.5 SVG Animation
Our framework can be extended to SVG animation by animating an
initial SVG according to a text prompt describing the desired motion.
We first generate a static SVG using our pipeline and then animate
it by optimizing a temporal sequence of𝑚 paths into 𝑘 video frames,

represented as 𝑉𝑖𝑑𝑒𝑜 = {𝑆𝑉𝐺1, 𝑆𝑉𝐺2, ..., 𝑆𝑉𝐺𝑘 } =

{
𝑃𝑎𝑡ℎ

𝑗
𝑖

} 𝑗∈𝑘
𝑖∈𝑚

,
aligning with the motion described in the text prompt. Specifically,
we employ a similar two-stage optimization process. In the VSD
optimization stage, we leverage a pre-trained text-to-video diffusion
model ModelScope [Wang et al. 2023c] to replace the text-to-image
model. In the layer-wise vectorization stage, we generate a guidance
video based on the initial SVG sequence [Geyer et al. 2023], which
contains 𝑘 guidance images. As demonstrated in Fig. 15, our method
animates SVGs with smooth motions, showcasing the effectiveness
of our neural path representation.

8 CONCLUSION
In this paper, we propose a novel text-to-vector pipeline to generate
vector graphics that align with the semantics of given text prompts.
Our framework learns a neural path representation within the latent
space to capture valid geometric properties of paths. By employing
the two-stage text-driven neural path optimization, our method
effectively generates vector graphics with desirable path properties
and layer-wise structures.
While our method achieves high-quality SVG results, it still has

some limitations, as shown in Fig. 16. First, our method relies on the
generative capabilities of the diffusion model; thus, overly detailed
text prompts may lead to inaccurate SVG results. For example, as
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depicted in Fig. 16 (a), semantic elements like the "ping pong table"
and "ashtray" are missing. Second, our method tends to simplify
shapes with intricate boundaries into smoother paths, as they exceed
the representational capacity of our path latent space. For instance,
the detailed edges of the bear’s body in Fig. 16 (b) are smoothed
out, resulting in the loss of the original complexity. This can be im-
proved by collecting a larger path dataset containing more complex
paths, which we leave as future work. Third, our method, similar
to other text-guided SVG optimization methods such as CLIPDraw
and VectorFusion, is generally slow due to the iterative optimization
process. It takes approximately 13 minutes to optimize 128 paths on
an NVIDIA-3090, whereas vectorization with T2I methods can be
completed within a few seconds. Despite the current slowness, our
neural path representation lays the groundwork for training fast
feed-forward T2V networks to replace iterative optimization in fu-
ture work. This approach could also bring benefits to the generation
of graphic layouts, fonts, and CAD models.
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Fig. 17. Qualitative comparison with text-guided SVG optimization methods.
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