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Abstract

We introduce JEEM, a benchmark designed to evalu-
ate Vision-Language Models (VLMs) on visual understand-
ing across four Arabic-speaking countries: Jordan, The
Emirates, Egypt, and Morocco1. JEEM includes the tasks of
image captioning and visual question answering, and fea-
tures culturally rich and regionally diverse content. This
dataset aims to assess the ability of VLMs to generalize
across dialects and accurately interpret cultural elements
in visual contexts. We find that an impediment to this goal
is the lack of reliable evaluation metrics.

1. Introduction
Vision-language models (VLMs) have recently achieved
notable improvements in tasks such as image captioning
(IC) and visual question answering (VQA), benefiting from
large multimodal training datasets and parameter scaling
[3, 16, 17]. However, these models often struggle to
generalize across culturally diverse and dialect-rich envi-
ronments due to the over-representation of specific geo-
graphic regions [7, 9] and standardized language varieties
in their training datasets [20]. Similarly, existing evaluation
datasets predominantly feature Western-centric images and
English text [15, 27], while their non-English counterparts
are often derived from the former, either through translation
or relabeling of the same images [5]. This results in biased
evaluation, which conceals the suboptimal performance of
VLMs in geographically and dialectally diverse settings [4].

Recognizing this gap, recent work has focused on the
creation of culturally diverse multilingual VQA bench-
marks, incorporating images and questions from various
countries and languages [5, 15, 19, inter alia]. Among
these, Arabic is rarely included, and when it is, it appears
either in its standardized form (Modern Standard Arabic)
[23] or a single dialect, such as Egyptian [22]. This ap-
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Figure 1. A sample from JEEM (Moroccan set). The image is
annotated with an MSA and dialectal captions and five VQA pairs.

proach overlooks the cultural and dialectal diversity found
among the ∼400 million speakers of this language.

Arabic is an official language in 25 countries across
North Africa and the Middle East. Despite the shared lan-
guage, each country has a different history, geography, and
consequently culture. These differences manifest in the ob-
jects, locations, and activities that visually characterize each
region, as well as the lexical terms and implicit meanings
associated with them. For example, the traditional cloth-
ing item in the Gulf, the ‘kandura’ (a long white robe worn
by men) differs subtly from the ‘djellaba’ worn in Upper
Egypt, each reflecting regional identity and invoking dif-
ferent societal norms. On a linguistic level, differences are
found not only in terms of lexicon, but also in phonetics
and syntax, sometimes making mutual intelligibility chal-
lenging even among native Arabic speakers.

To address the challenges posed by the cultural and di-
alectal diversity of Arabic, we introduce JEEM, a bench-
mark dataset spanning one representative dialect from each
dialectal region [10]: Jordanian (Leventine), Egyptian,
Emirati (Khaleeji), and Moroccan (Maghrebi). JEEM com-
prises two core tasks: image captioning and VQA. These
tasks enable the evaluation of VLMs in terms of their abil-
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ity to recognize and appropriately reason about cultural ele-
ments, such as traditional clothing, local artifacts, and social
settings, while utilizing dialectal language.

We benchmark open- and closed-source VLMs on JEEM
and measure performance in terms of standard count-based
metrics, LLM-as-a-judge evaluation, and human evaluation.
This comprehensive evaluation protocol reveals that auto-
matic metrics exhibit weak correlation with human judg-
ments. We outline next steps for addressing this issue, crit-
ical to the effectivebenchmarking of VLMs on image cap-
tioning and visual-question answering in Dialectal Arabic.

2. Dataset Construction
JEEM consists of images originating from four Arabic-
speaking countries covering four distinct dialectal regions:
Jordan (Levantine), Emirates (Gulf), Egypt (Egyptian), and
Morocco (Maghrebi). Each image is annotated by native
speakers of the target dialect with image captions in both
MSA and dialect, and question-answer pairs in dialect.
Team Organization and Recruitment The annotation pro-
cess was led by four native speakers of the target di-
alects, each with a background in computational linguis-
tics or natural language processing, hereafter referred to
as team leaders.The annotator recruitment process began
with a free qualification task designed to identify annotators
who met the following criteria: i) had relevant professional
experience; ii) were native speakers of the target dialects;
iii) could produce high-quality image captions. As part of
the qualification task, candidates wrote a caption for one
image in both the target dialect and MSA. Each submission
was carefully reviewed by a team leader. The candidates
who performed best in terms of fluency and relevance were
subsequently invited to join the project. This process led to
the recruitment of 10, 8, 10, and 9 annotators for Jordan, the
Emirates, Egypt, and Morocco, respectively. Their sociode-
mographic statistics, collected through a voluntary survey,
can be found in Table 4, Appendix A.
Annotation Setup The data collection process is based on
how a visually impaired user might interact with a smart
assistant: given an image with which the user wishes to en-
gage (Step 1), the smart assistant would offer an initial de-
scription of the image (Step 2); At this point, the user might
ask clarifying questions and inquire about further details
(Step 3), to which the assistant would provide an answer
(Step 4). We do not claim this procedure to accurately rep-
resent the experience and needs of visually impaired users,
but it serves as a useful framework for guiding annotators
on how to engage with the task, and for collecting natural
questions born out of a genuine information scarcity. TThe
process is visualized in Figure 2, Appendix A.

Annotators in each dialect group were assigned images
specific to their region. In addition, a set of 25 images per
dialect was manually selected to form a shared pool of 100

Country Image Average Length Unique Words
Count DA MSA DA MSA

Jordan 606 46 52 8,933 9,751
Emirates 132 41 44 2,453 2,574
Egypt 863 58 63 10,700 12,941
Morocco 577 52 52 7,822 8,161

Table 1. Dataset statistics: image count, average caption length,
number of unique words in the JEEM dataset.

images. These images were annotated in all four dialects to
enable the exploration of cross-cultural perspectives.
Step 1: Image Collection The objective of this step is to
gather diverse, publicly available images that represent typ-
ical daily life in the target regions. To this end, we col-
lected images from three sources: i) Wikimedia archive,
where images were sampled from categories under the tag
Category:<country>_by_topic (all subject to a
Creative Commons license). ii) Flickr archive under a Cre-
ative Commons license: the images were retrieved using
tags such as country names, city names, and names of im-
portant places. iii) Personal archive: coauthors of this pa-
per and team leaders contributed images from their personal
collections that show typical scenes of daily life in their re-
gion of origin. They also reviewed and filtered all images
sourced from Wikipedia and Flickr to ensure appropriate
and informative selection.
Step 2: Image Captioning The task is to write a description
of the given image in both Modern Standard Arabic (MSA)
and dialect. Annotators were instructed to write in their di-
alect first to encourage spontaneous writing. They were in-
structed to provide descriptions that are detailed enough to
convey the content to someone who cannot see the image,
including details specific to their region.
Step 3: Question Writing The task is to write five ques-
tions in dialect based on the given image description (the
image is not shown to the annotator). The questions should
be independent of each other and aim at a better understand-
ing of what is happening in the unseen image. To avoid
repeated exposure to images, annotators assigned to write
a caption for a particular image were not assigned to write
questions for the same image.
Step 4: Question Answering The task is to answer five
questions in dialect, based on the corresponding image and
captions. If it is not possible to answer a question (e.g., the
image does not contain the necessary information), annota-
tors were instructed to indicate that the image lacks suffi-
cient information. Answers should be based on the image
and a general understanding of its context.
Task Review Each submitted task was reviewed by the re-
spective team leader. Reviewers could reject a task and re-
assign it to another annotator, edit and accept the task, or
accept it as is. Additionally, reviewers were allowed to skip
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a task if the image or the writing appeared inappropriate or
irrelevant. The team leaders collaborated closely with the
annotators, providing suggestions for improvements and ex-
changing feedback in a group chat.
Dialectness Each annotator could complete a limited num-
ber of tasks per day to avoid having a small number of
annotators dominating the annotations. See Figure 3, Ap-
pendix A for the distribution of tasks completed by each an-
notator. To ensure an appropriate level of dialectness, anno-
tators were encouraged to use the most natural language for
their local area. If they encountered an unfamiliar word or
phrase in writing from previous steps, they were instructed
to ask in the group chat for clarification.

The detailed annotation guidelines made available to the
annotators can be found in Appendix A, and the final dataset
statistics can be found in Table 1.

3. Data Analysis
Cultural Aspects in Image Captioning We manually ex-
plored the shared pool of 100 images captioned in all four
dialects to gain an understanding of how cultural perspec-
tive shapes perception. One notable example involves an
image of Omani Halwa, a traditional Gulf dessert with a
brown color, made from margarine, sugar, rose water, and
semolina. Among the four dialectal captions, only the Emi-
rati one correctly identifies the dessert as Omani Halwa,
while the Jordanian one misidentifies it as a visually similar
dessert, Karawya, and both Moroccan and Egyptian cap-
tions mistakenly describe it as a chocolate dessert, show-
casing the diverse regional influences on object recognition.
The full example can be found in Figure 4, Appendix B.
Type of Questions The total number of QA pairs across
dialects is 10,890. In order to gain insight into the type
of questions asked, we employed few-shot prompting of
GPT-4o mini. The prompt defines four distinct question
types (Descriptive, Quantitative, Categorical, and Yes/No)
and provides a detailed explanation of its defining charac-
teristics with three examples in different dialects (see the
prompt in Figure 5, Appendix B.) The distribution of ques-
tion types across dialects is shown in Table 2, alongside
some examples. The most prevalent type of questions is
Descriptive, accounting for 45.92% of the total, followed
by Yes/No questions at 26.42%, Categorical questions at
18.83%, and Quantitative questions at 8.83%.

4. Benchmarking Models on Image Captioning
We benchmark five open-source Arabic-capable VLMs:
Maya [1], PALO [21], Peacock [2], AIN [11], and AyaV
[6], as well as GPT-4o [17] on the image captions in
JEEM. Details about model prompts can be found in Ap-
pendix C. We measure image captioning performance using
three count-based metrics—CIDEr (C) [25], ROUGE-L (R)

Type: Descriptive Percentage: 45.92
Example:
What are the people
on the roof wearing?
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Type: Categorical Percentage: 18.83
Example:
Are these people in
the kitchen men or women?
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Type: Quantitative Percentage: 8.83
Example
How many boats can
we see in the picture?
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Type: Yes/No Percentage: 26.42
Example
Does it look like they’re
cooking something on the stove?
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Table 2. Question type distribution across JEEM.

[14], and BLEU-4 (B) [18]—one embedding-based met-
ric, BertScore[28],2, and a LLM-as-a-judge method based
on GPT-4 Turbo. The criteria for the latter are as follows:
i) Consistency, Con – alignment with the visual content;
ii) Relevance, Rel – focus on the most important elements;
iii) Fluency, Flu – naturalness and clarity of expression;
iv) Dialect authenticity, Auth – use of appropriate regional
language. Each criterion was rated on a five-point Likert
scale (1 = poor, 5 = excellent). Evaluation was conducted
in two settings: with both the image and reference caption
(Image + Ref), and with the reference alone (Ref Only)
[24], allowing us to isolate the impact of visual grounding.
See Appendix C for more details. The cost of LLM-based
evaluation was $16 for image captioning.

Human Evaluation We further conduct a human evalu-
ation using the same four criteria. For each dialect, 50 im-
ages were sampled, and both model outputs and reference
captions were rated by native speakers, blind to the source.
See Appendix D for evaluation guidelines. Following prior
work [12, 26], we use Kendall’s Tau-C to assess alignment
between automatic metrics and human judgments.

5. Image Captioning Results
Automatic Metrics In Table 3 we show results for the two
top-performing models (according to human evaluation) on
the four dialectal subsets of JEEM, and in Table 5, Ap-
pendix E we include the complete results. We find that
count and embedding-based metrics show lower scores than
typically observed in English, likely due to the morpholog-

2Computed with a CamelBERT [13] backbone. Following [28], we
report recall instead of the F1 score.



Model Traditional Metrics GPT Eval (Image + Ref)* GPT Eval (Ref Only)* Human Eval*

B C R BSc Con Rel Flu Auth Con Rel Flu Auth Con Rel Flu Auth

AyaV 2.68 0.83 7.59 89.34 3.04 3.16 4.30 2.82 1.78 2.04 4.08 3.06 4.26 4.38 4.04 2.26
GPT-4o 5.23 6.91 9.66 90.72 3.84 4.00 4.72 3.32 2.36 2.82 4.58 3.70 4.84 4.88 4.66 3.56

AyaV 1.69 0.88 5.80 90.24 2.94 3.20 4.34 2.22 1.70 1.76 4.18 2.34 3.86 4.16 4.74 1.14
GPT-4o 3.19 2.73 7.21 89.03 3.58 3.84 4.74 2.58 1.96 2.34 4.54 2.62 3.24 3.32 4.88 2.20

AyaV 2.87 0.83 7.85 89.82 2.76 2.80 4.26 3.78 1.74 1.94 4.04 4.02 3.58 4.18 3.70 3.44
GPT-4o 4.09 8.41 8.56 90.64 3.16 3.40 4.64 3.88 1.88 2.16 4.38 4.08 4.44 4.36 3.70 4.34

AyaV 2.21 0.53 6.55 88.33 2.64 2.98 3.98 3.56 1.78 1.92 3.92 3.94 3.72 3.64 3.28 3.04
GPT-4o 4.73 6.70 9.00 89.98 3.48 3.50 4.70 4.12 2.04 2.48 4.38 4.28 4.64 4.59 4.55 4.38

τc 19.79 11.78 15.69 10.62 31.73 34.31 15.42 34.61 25.95 31.64 14.75 34.45 - - - -

Table 3. Image captioning evaluation. * Metrics computed on the same 200-image sample (50 per dialect).

ical richness of Arabic. All four metrics exhibit low cor-
relation with human judgments, which renders them un-
fit for the task. The average scores obtained with GPT-
4 Turbo show stronger alignment with human judgments
across Consistency, Relevance, and Fluency when both the
image and reference caption are provided. In the image-
plus-reference configuration, Kendall’s τc reaches 34.3 for
Relevance and 31.7 for Consistency, compared to 31.6 and
26.0, respectively, in the reference-only setup. This trend
aligns with findings from [24], highlighting that including
visual context improves the reliability of GPT-based eval-
uations. While Dialect Authenticity shows relatively sta-
ble correlation across both settings, the observed gains in
other criteria suggest that visual information helps GPT-
based evaluators make more grounded and accurate judg-
ments.
Human Evaluation Based on the human evaluation scores
in Table 3, we observe that GPT-4o outperforms AyaV on
nearly all criteria and dialects, often with a considerable
margin. A general issue observed with open-source models
is their inability to produce text in Dialectal Arabic. This
problem is especially pronounced in the low-resource Emi-
rati dialect, where even GPT-4o scores considerably lower
on the Auth metric, compared to other dialects. Both mod-
els show the best dialect authenticity for Egyptian Arabic,
known to be relatively high in resources compared to the
rest. For the other three criteria, the gap is smaller between
AyaV and GPT-4o, since AyaV can get credit even with a
caption in MSA, which does not strictly meet the task re-
quirements but is reflective of the general vision-language
capabilities of the model. Here, AyaV outperforms GPT-4o
on consistency and relevance in Emirati Arabic, but lags be-
hind with up to a point for the remaining dialects on these
two criteria, and on fluency for all dialect.

6. Conclusion
We present JEEM, a culturally-representative benchmark
for four Arabic dialects—Jordanian, Emirati, Egyptian, and

Moroccan—across image captioning and VQA tasks. We
evaluated open- and closed-source VLMs using automatic
metrics and human judges, finding that the former only
weakly correlate with the latter. Results show that low-
resource varieties like Emirati Arabic are particularly chal-
lenging, but even higher-resource varieties like Egyptian
Arabic leave room for improvement. In a trend common to
various vision-language evaluation context beyond Dialec-
tal Arabic, GPT-4o proves superior to open-source VLMs.
Future Directions A key challenge we identified relates to
the automatic evaluation of dialectal image captions, which
hinders immediate progress in image captioning in Dialec-
tal Arabic. We continue to experiment with alternative re-
cent metrics which take on a more structured approach of
image and text decomposition [8]. As these are primarily
developed for and tested on English, it remains to see how
viable their adaptation and application to Dialectal Arabic
will prove. In parallel, we are carrying out more extensive
human evaluation of the image captioning capabilities of
VLMs, and also of their visual question-answering capabil-
ities. The automatic evaluation of visual question-answers
is also non-trivial as even seemingly simple question types,
such as yes/no questions, can pose a challenge when the an-
swer is not a simple ‘yes’ or ‘no’, but a more nuanced elab-
oration on the contents of the image. This is the true nature
of in-the-wild question answering, which arises organically
from the image-blind setup for answer writing that we used.
Yet, existing automatic metrics fail in this setting of open-
ended question-answering, much like they do in image cap-
tioning.
Licensing Information The images in JEEM are subject
to the underlying licensing terms of Wikimedia Commons3

and Flickr4. The image captions and questions-answer pairs
will be distributed under the MIT license5.
Fair Job Conditions Our team of writers is based in the

3https://wikimedia.org/Licensing/
4https://flickrhelp.com/creativecommons/
5https://opensource.org/license/mit
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United Arab Emirates, Jordan, Morocco, and Egypt. Their
pay rates exceed the respective hourly minimum wages.
Annotations are collected and stored anonymously. Writ-
ers are informed in advance about potentially sensitive or
harmful content in the images.
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Supplementary Material

A. Data Annotation

A.1. Demographic Profiles

Question Response (%)

What gender do you identify as? Male: 45.8, Female: 54.2,
Nonbinary/Other: 0

What is your age? 20-29: 50, 30-39: 29.2,
40-49: 20.8, 50+: 0

What is your nationality? Jordan: 37.5, Egypt: 29.2,
Morocco: 20.8, UAE: 12.5

What is your native language? Arabic: 95.8, Multiple incl. Arabic: 4.2

What is your native dialect? Jordanian: 37.5, Egyptian: 29.2,
Darija: 20.8, Emirati: 12.5

Where did you grow up? (Nearest
city)

Jordan: Amman (33.3), Irbid (4.2);
Morocco: Tetouan (8.4), Casablanca (8.4),
Khenifra (4.2);
Egypt: Cairo (8.4), Giza (4.2), Mansoura (4.2),
Tanta (4.2), Damietta (4.2), Helwan (4.2);
Emirates: Al Ain (4.2), Abu Dhabi (4.2),
Ajman (4.2)

Highest level of education?
High school: 4.2, Undergraduate: 41.7,
Postgraduate: 29.2, Master’s: 29.8,
Doctorate: 4.2

Years of work experience? 1-3: 37.5, 4-6: 12.5, 7-9: 16.7,
10-12: 16.7, 13-15: 4.2, 16+: 12.5

What is your current employ-
ment status?

Not working: 8.2, Self-employed: 25,
Part-time: 33.3, Full-time: 33.3

Table 4. Results of the voluntary survey of 24 respondents.

Table 4 presents the demographic and professional back-
ground of respondents who participated in our voluntary
survey. The survey was conducted via Google Forms and
received 24 responses. Participants were not compensated
for their time. The aim was to gather demographic informa-
tion on the linguistic and professional diversity of contribu-
tors.

A.2. Image Captioning Instructions
You are presented with a photo that depicts a scene from
daily life (e.g., food, clothing, homeware), social life (e.g.,
public transport, road signs, public ads), or urban objects
from your area. Your task is to write a description of this
photo in Arabic.

Steps for Writing
1. Analyze the photo: Identify key elements, people, ob-

jects, actions, and any relevant background details.
2. Write the description of the photo: The description

should provide essential information. Typically, 15-25
words are sufficient. Describe everything that adds value
and clarity.

3. Explain what is behind the scenes: If necessary, de-
scribe the context of the photo using your background
knowledge (e.g., where the photo could have been taken,
whether the food in the photo is special, etc.).

4. Use everyday language: Use ordinary informal lan-
guage, but feel free to incorporate slang where appro-
priate.

Hints for Creating a Better Description
Your description should be detailed enough to give a clear
idea of what is happening in the photo to someone who can-
not see it. Try to include details that are specific to your
culture or region. Here are some hints to help you:
• Describe people, animals, objects, and key elements:

How they look and how they relate to each other in the
physical space.

• Describe interactions: Who or what interacts with
whom or what, and how they interact.

• Include implicit details: Add information that is not ex-
plicitly presented in the photo if it helps convey the image
better. For example, if you can tell from people’s attire
that this is a wedding party, even though there is no visi-
ble banner stating so, mention it in the description.

• Use precise terminology: “Cat” is better than “animal”,
and “Siamese cat” is better than “cat.”

• Rely on everyday knowledge and culture, but avoid
over-fantasizing: You do not need to create a story or
a plot, but you should be as precise as possible in your
description.

A.3. Question Writing Instructions
You are presented with a description of a photo, but you
do not have access to the photo itself. Your task is to ask
five questions that will help you better understand what is
happening in the photo and refine the description.

Steps for Writing
1. Carefully read the description: Identify parts that are

unclear, ambiguous, or lacking in detail.
2. Formulate a question: Craft a question to clarify ambi-

guities or add relevant details to the photo description.
3. Use everyday language: Use ordinary, informal lan-

guage, but feel free to incorporate slang where appro-
priate.

Hints for Creating Better Questions
• Pay attention: Do not ask for details that are already pro-

vided. For example, if the description states, “The photo
shows a woman in a red dress,” you should not ask, “What
color is the dress in the photo?”



Data Annotation Pipeline

Step 1: Image Collection Step 2: Image Captioning Step 3: Question Writing

Wikipedia CC Flickr CC Personal
archive

They filter the images
for  cultural relevance

An annotator A is given
an image to caption

Dialect MSA

They write the caption in
both their dialect and MSA

Captions

An annotator B is given the
captions without the image

Q
They formulate five questions seeking

clarification or further details.

Step 4: Question Answering

Captions Q

An annotator C is given the
image, captions and questions

A
They answer the questions using

the image when possible

A team lead reviews
the CC images

Figure 2. Data annotation pipeline.

Annotator Contributions by Task and Dialect

Figure 3. Distribution of annotators based on the number of tasks completed for three tasks: Image Captioning, Question Writing, and
Answer Writing. Each bar represents the number of writers contributing within a given range, with colors indicating different dialects.
Y-axis: number of unique writers. X-axis: the number of tasks grouped into intervals.

• Keep questions concise: Questions should be no longer
than one sentence. There is no need to provide additional
context within the question.

• Base your questions on the description: You can in-
quire about people, animals, or objects mentioned—how
they look, what people are wearing, what they are doing,
how they relate to each other in physical space, and how
they interact.

• Ask about background details: Consider why people
are dressed a certain way, why they are performing spe-
cific actions, or why certain objects are present.

• Inquire about future events: Ask what might happen

next—what people will do right after the described scene,
or what will happen to the objects mentioned.

• Request emotional or aesthetic judgments: Ask
whether the photo looks nice, whether it would work as a
postcard, or whether it would make a good wall print.

• Avoid unnecessary repetition: You do not need to re-
peat the exact wording from the description in your ques-
tion. For example, if the description states, “The picture
shows an empty street with a single car passing by,” you
do not have to use the word “car” in your question. In-
stead of asking, “What color is the car?” you can simply
ask, “What color is it?”



A.4. Question Answering Instructions
You are presented with a photo that shows a scene from
daily life (e.g., food, clothing, homeware), social life (e.g.,
public transport, road signs, public ads), or urban objects
from your area, along with a description of this photo and
five questions asking to clarify missing information from
the photo. Your task is to answer the questions.

Steps for Writing
1. Analyze the photo: Identify key elements, people, ob-

jects, actions, and any relevant background details.
2. Carefully read the description and the questions:

Identify what is unclear and missing in the description.
3. Answer the questions: Provide a clear and detailed an-

swer based on the photo to clarify or add to its descrip-
tion. Aim for 2-3 sentences.

4. Use everyday language: Use ordinary, informal lan-
guage, but feel free to use slang words where necessary.

5. Revise, Edit, Submit.

Hints for Creating Better Answers
• Take your time to carefully look over the photo: Pay at-

tention even to the smallest details before answering each
question.

• Base your answer on the photo or your cultural knowl-
edge: You do not need to create a story or explanation if
it cannot be gathered from the photo.

• If the question cannot be answered: If something is not
clear from the photo or your cultural knowledge, choose
the option <Cannot tell from the picture>.

• If details are already mentioned in the description:
You may simply copy the answer from there if the ques-
tion asks for details that have already been stated.



B. Data Analysis
B.1. An Example of Shared Image

This image contains a traditional dessert in a big and transparent glass plate, and it’s covered on the bottom with plastic
so that it remains clean, and the dessert is decorated with different nuts such as grated almonds and pistachios
and on the surface is a walnut, and the dessert’s color is dark and it is likely made of karawya or dibs (fruit syrup).

طاسة زجاجیة فیھا حلوى عمانیة، وعلیھا مكسرات منوعة. عدالھا غطا الطاسة. شكلھا الطاسة یدیدة وتوھم فاتحینھا، لأن أغلب الحلوى محد ھابشنھا، وبعده
جزء من الطاسة مغطاي بنایلون. الطاسة محطوطھ على باركیھ بني.ـ

A glass bowl with Omani halwa topped with mixed nuts. Next to it is the bowl's lid. The bowl looks new and just opened
because most of the halwa has not been touched, and part of the bowl is still covered with plastic wrap. The bowl is
placed on a brown wooden floor.

This image shows a small glass plate covered in cellophane from the bottom, and in this plate we see a black dessert
that could be chocolate, on the plate’s side we see something that looks like caramel and this dessert is decorated
with coconut and pistachios and a walnut in the middle.

ھاد التصویرة كتبان فیھا واحد الطاسة صغیرة دیال الجاج مغلفة بسولوفان من التحت وفھاد الطاسة كیبان فیھا تحلیة كحلة یمكن شكلاط، فالزاج دیال
الطاسة كنشوفو شي حاجة بحال كرامیل وھاد التحلیة مزوقة بالكوكو وبیسطاش وواحد الكركاعة فالوسط.ـ

ھاي صورة فیھا طبق حلو تقلیدي محطوط بصحن قزاز كبیر وشفاف، ومغلف من تحت بالبلاستیك عشان یضل نضیف، والحلو مزین بانواع مختلفة من
المكسرات زي اللوز المبشور والفستق، وعلى الوجھ في حبة جوز، والحلو لونھ غامقة على الاغلب معمول بالكراویة او الدبس.ـ

صورة لبودنج من لونھ اكید بودنج شیكولاتة علیھا قطعة عین جمل وشرایح صنوبر صغیرة على الوش في طبق حلویات ازاز عمیق وصغیر ولھ غطا
ازاز مفتوح ومحطوط ساند على الطبق وعلیھ غلاف بلاستیك شفاف لسة مفتوح نازل على نص الطبق. الطبق محطوط على الارض اللي معمول من

الباركیھ شكل الخشب.ـ
A picture of a pudding, that is from its color definitely chocolate pudding, it has a walnut and slices of pine seeds on the
surface in a deep, glass desserts plate it has a glass lid that is open and leaning on the plate and has an opened transparent
plastic cover reaching only half the plate. The plate is on the floor which is made of parquet looking like wood.
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Figure 4. Image of a Omani Halwa (image sourced from the Emirati set) shared with annotators across all dialects. The Jordanian, Egyptian
and Moroccan captions demonstrate an incorrect identification of the dessert and its components.

You are an expert evaluator assessing the type of a question in dialectal Arabic. You will be given a question and must determine its type based on the following classification:
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Figure 5. Question Type Identification Prompt. The task is to determine the type of a given question in dialectal Arabic based on a
predefined classification.



C. Prompt Templates Used for Generation
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Figure 6. Prompt for generating captions in Modern Standard
Arabic (MSA). Translation: Describe the image.
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Figure 7. Prompt for generating captions in a regional dialect.
Translation: Describe the image in the {dialect name} dialect,
where {dialect name} is replaced with the target dialect
(e.g., Egyptian or Moroccan).

D. Evaluation
D.1. Human Evaluation Instructions
You are presented with an image and an image caption. You
need to look closely at the image, read its caption, and eval-
uate the caption according to the following four criteria on a
scale from 1 to 5, where 1 means very bad, 3 means neutral,
and 5 means excellent. Be lenient; when in doubt, don’t be
afraid to give a high score.
• Consistency: Does the caption match what is actually

shown in the image? It should avoid adding details that
are not visible.

• Relevance: Does the caption mention the most important
elements in the image? It should focus on the main sub-
jects without omitting key details.

• Fluency: Evaluate how naturally and smoothly the text
reads. Consider clarity, word choice, and overall ease of
understanding. A fluent text should be easy to read, free
of language errors, and sound natural.

• Dialect authenticity: How well does the caption repre-
sent the spoken dialect in your country? Does it use words
and phrases that people in your country commonly use?
Note that fluency and dialectal language are not the

same. A caption might be non-fluent but still dialectal.

D.2. GPT-4 Turbo Prompts
To evaluate the quality of generated captions, we leverage
GPT-4 Turbo in two settings: (1) image + reference caption
as in Figure 8, and (2) reference caption only as in Figure 9.
In (1) and (2), we assess four criteria from human evalua-
tion: consistency, relevance, fluency, and dialect authentic-
ity. (2) removes the image, focusing solely on text-to-text
alignment. This setup isolates the role of visual context:
(1) measures grounded caption quality, while (2) evaluates
textual fidelity.

You are an expert evaluator assessing the quality of an Ara-
bic image caption. You will be given an image, a reference
caption, and a caption to evaluate. Your task is to carefully
analyze all three and evaluate the given caption based on four
criteria: Consistency, Relevance, Fluency, and Dialect Au-
thenticity.
Evaluate each criterion on a scale from 1 to 5, where 1 means
very bad, 3 means neutral, and 5 means excellent.
Consistency: Does the caption match what is actually shown
in the image? It should avoid adding details that are not visible.
Relevance: Does the caption mention the most important ele-
ments in the image? It should focus on the main subjects with-
out omitting key details.
Fluency: Evaluate how naturally and smoothly the text reads.
Consider clarity, word choice, and overall ease of understand-
ing. A fluent text should be easy to read, free of language errors,
and sound natural.
Dialect Authenticity: How well does the caption represent the
spoken dialect in {country}? Does it use words and phrases
that people in this country commonly would use?
Reference Caption: {reference}
Generated Caption: {generated}
Output Format (do not add any additional information):
Consistency: X/5
Relevance: X/5
Fluency: X/5
Dialect Authenticity: X/5

Figure 8. Evaluation prompt using image and reference cap-
tion. For MSA, Dialect Authenticity was omitted.

You are an expert evaluator assessing the quality of an Ara-
bic image caption. You will be given a reference caption and
a caption to evaluate. Your task is to carefully compare the
evaluated caption to the reference caption and assess it based
on four criteria: Consistency, Relevance, Fluency, and Di-
alect Authenticity.
Evaluate each criterion on a scale from 1 to 5, where 1 means
very bad, 3 means neutral, and 5 means excellent.
Consistency: Does the evaluated caption match the reference
caption in meaning and key details? It should avoid adding
information that is not present in the reference caption or con-
tradicting its content.
Relevance: Does the evaluated caption mention the most im-
portant elements described in the reference caption? It should
focus on the main subjects without omitting key details.
Fluency: Evaluate how naturally and smoothly the text reads.
Consider clarity, word choice, and overall ease of understand-
ing. A fluent text should be easy to read, free of language errors,
and sound natural.
Dialect Authenticity: Check how well the caption represents
the dialect spoken in {country}. Does it use words and
phrases that people in this country commonly use?
Reference Caption: {reference}
Generated Caption: {generated}
Output Format (do not add any additional information):
Consistency: X/5
Relevance: X/5
Fluency: X/5
Dialect Authenticity: X/5

Figure 9. Evaluation prompt using reference caption only. For
MSA, Dialect Authenticity was omitted.



E. Complete Results

Model Traditional Metrics GPT Eval (Image + Ref)* GPT Eval (Ref Only)* Human Eval*

B C R BSc Con Rel Flu Auth Con Rel Flu Auth Con Rel Flu Auth
M

SA

AIN 4.00 1.05 7.46 80.31 2.62 2.45 4.23 - 1.54 1.58 4.02 - - - - -
AyaV 4.10 0.76 9.85 90.36 2.90 3.24 4.50 - 1.72 1.82 4.18 - - - - -
Maya 4.25 1.79 9.47 90.35 2.32 2.52 4.00 - 1.54 1.60 3.80 - - - - -
PALO 4.26 1.76 9.48 90.46 2.33 2.55 3.96 - 1.49 1.57 3.76 - - - - -
Peacock 2.08 1.51 7.18 84.24 1.73 1.90 3.82 - 1.16 1.21 3.07 - - - - -
GPT-4o 5.87 7.27 10.61 90.35 3.50 3.62 4.62 - 1.90 2.22 4.26 - - - - -
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AIN 2.19 0.45 5.57 81.55 2.77 2.79 4.38 2.65 1.63 1.79 4.23 2.63 2.94 3.13 4.25 1.25
AyaV 2.68 0.83 7.59 89.34 3.04 3.16 4.30 2.82 1.78 2.04 4.08 3.06 4.26 4.38 4.04 2.26
Maya 1.91 0.49 6.44 90.16 2.50 2.60 4.12 2.60 1.54 1.66 3.94 2.72 3.08 3.42 4.04 2.22
PALO 2.05 0.68 6.63 90.73 2.56 2.52 4.28 2.58 1.64 1.74 4.20 2.64 3.36 3.26 3.74 1.08
Peacock 1.55 1.88 5.91 83.57 2.32 2.36 3.56 2.52 1.42 1.56 3.48 2.60 2.32 2.28 3.46 1.32
GPT-4o 5.23 6.91 9.66 90.72 3.84 4.00 4.72 3.32 2.36 2.82 4.58 3.70 4.84 4.88 4.66 3.56
Human - - - - - - - - - - - - 4.74 4.76 4.78 4.82

E
m

ir
at

es AIN 1.63 0.52 5.03 81.89 2.59 2.76 4.20 2.07 1.49 1.60 4.15 2.06 3.34 3.62 4.74 1.00
AyaV 1.69 0.88 5.80 90.24 2.94 3.20 4.34 2.22 1.70 1.76 4.18 2.34 3.86 4.16 4.74 1.14
Maya 1.55 0.36 5.98 89.43 2.44 2.42 4.20 2.04 1.52 1.58 4.16 2.06 1.84 2.20 4.56 2.00
PALO 1.50 0.29 5.75 89.43 2.53 2.71 4.16 1.88 1.57 1.69 4.12 1.90 2.38 2.78 5.00 1.00
Peacock 1.23 0.95 4.09 79.09 2.04 2.06 3.86 1.82 1.22 1.33 3.84 1.73 2.28 2.84 4.00 1.00
GPT-4o 3.19 2.73 7.21 89.03 3.58 3.84 4.74 2.58 1.96 2.34 4.54 2.62 3.24 3.32 4.88 2.20
Human - - - - - - - - - - - - 4.48 4.72 4.92 4.94

E
gy

pt

AIN 2.08 0.31 5.20 79.60 2.40 2.36 4.23 2.47 1.44 1.58 4.06 2.23 3.67 3.79 4.27 2.21
AyaV 2.87 0.83 7.85 89.82 2.76 2.80 4.26 3.78 1.74 1.94 4.04 4.02 3.58 4.18 3.70 3.44
Maya 2.16 0.49 6.67 90.82 2.06 2.14 4.00 2.46 1.40 1.48 4.04 2.36 3.76 3.12 2.88 1.64
PALO 2.05 0.52 6.37 91.10 2.13 2.55 4.18 2.55 1.61 1.78 4.10 2.37 3.48 4.02 4.50 1.74
Peacock 0.86 0.54 4.50 81.88 2.04 1.98 3.92 2.32 1.28 1.34 3.78 2.24 3.14 2.52 3.40 1.66
GPT-4o 4.09 8.41 8.56 90.64 3.16 3.40 4.64 3.88 1.88 2.16 4.38 4.08 4.44 4.36 3.70 4.34
Human - - - - - - - - - - - - 4.46 4.16 4.62 4.90

M
or
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AIN 1.34 0.58 3.40 81.37 2.54 2.75 4.40 1.69 1.44 1.50 4.06 1.27 4.00 3.46 4.35 1.00
AyaV 2.21 0.53 6.55 88.33 2.64 2.98 3.98 3.56 1.78 1.92 3.92 3.94 3.72 3.64 3.28 3.04
Maya 1.06 0.37 3.79 88.85 2.26 2.54 4.10 1.72 1.48 1.56 3.98 1.32 3.09 3.28 4.01 2.32
PALO 1.06 0.46 3.76 89.47 2.66 2.78 4.20 1.74 1.60 1.72 4.18 1.28 4.14 3.80 4.70 1.00
Peacock 0.51 0.40 2.55 79.88 1.98 1.98 2.72 2.04 1.36 1.42 2.66 2.48 3.56 2.56 3.86 1.00
GPT-4o 4.73 6.70 9.00 89.98 3.48 3.50 4.70 4.12 2.04 2.48 4.38 4.28 4.64 4.59 4.55 4.38
Human - - - - - - - - - - - - 4.84 4.70 4.87 4.97

τc 19.79 11.78 15.69 10.62 31.73 34.31 15.42 34.61 25.95 31.64 14.75 34.45 - - - -

Table 5. Image captioning evaluation. Human scores are included where available. * Metrics computed on the same 200-image sample (50
per dialect).
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