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Abstract001

To advance personalized applications such as002
recommendation systems and user behavior003
prediction, recent research increasingly adopts004
large language models (LLMs) for human-005
readable persona modeling. In dynamic real-006
world scenarios, effective persona modeling ne-007
cessitates leveraging streaming behavior data008
to continually optimize user personas. How-009
ever, existing methods—whether regenerating010
personas or incrementally extending them with011
new behaviors—often fail to achieve sustained012
improvements in persona quality or future be-013
havior prediction accuracy. To address this,014
we propose DEEPER, a novel approach for015
dynamic persona modeling that enables con-016
tinual persona optimization. Specifically, we017
enhance the model’s direction-search capabil-018
ity through an iterative reinforcement learning019
framework, allowing it to automatically iden-020
tify effective update directions and optimize021
personas using discrepancies between user be-022
haviors and model predictions. Extensive ex-023
periments on dynamic persona modeling in-024
volving 4,800 users across 10 domains high-025
light DEEPER ’s superior persona optimization026
capabilities, delivering an impressive 32.2%027
average reduction in user behavior prediction028
error over four update rounds—outperforming029
the best baseline by a remarkable 22.92%.030

1 Introduction031

Recent studies increasingly utilize Large Lan-032

guage Models (LLMs) (OpenAI, 2023) for human-033

readable and interpretable persona modeling, ad-034

vancing personalized applications like recommen-035

dation and behavior prediction. However, most re-036

search focuses on generating personas from static037

historical data, which fail to capture dynamic be-038

haviors and evolving preferences in real-world in-039

teractive scenarios (Wang and Lim, 2023; Zhou040

et al., 2024). This underscores the need for dy-041

namic persona modeling—a pivotal yet underex-042

plored approach that iteratively updates personas043
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Figure 1: Comparison of dynamic persona modeling
paradigms: Regeneration replaces personas, and Exten-
sion adds to them, but neither ensures optimization. Our
DEEPER, based on Refinement paradigm, uses discrep-
ancies between user behavior and model predictions to
identify update directions for continuous optimization.

using streaming user behavior data to continually 044

enhance their quality. 045

Existing dynamic persona modeling methods 046

can be broadly categorized into two paradigms: (1) 047

Persona Regeneration, which updates through com- 048

plete replacement, rebuilds personas from scratch 049

based on new user behaviors, either by aggregat- 050

ing historical and recent behaviors or by using 051

sliding-window methods (Wu et al., 2024a; Yang 052

et al., 2023). (2) Persona Extension, which updates 053

through additive extension, incorporates new user 054

behaviors into existing personas, either by directly 055

integrating them or by merging short-term and long- 056

term personas. (Liu et al., 2024; Tang et al., 2023). 057

However, while these methods enable dynamic up- 058

dates, they fail to ensure meaningful optimization 059

due to the lack of mechanisms to evaluate update ef- 060
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fectiveness and explicitly model the update process.061

Without validating whether updates enhance per-062

sona quality or predictive accuracy, both paradigms063

risk propagating errors and degrading performance.064

This highlights a critical challenge in dynamic per-065

sona modeling: Bridging the gap between updating066

personas and truly optimizing them.067

To better characterize the update process and068

bridge this gap, we introduce the concept of update069

direction, which uniquely identifies the transforma-070

tion from an existing persona to an updated one071

under given signals. It directly determines whether072

the update improves, degrades, or maintains per-073

sona quality within a specific context, serving as a074

core factor in persona optimization.075

However, identifying an effective update direc-076

tion is challenging due to the fundamental misalign-077

ment between the dense natural language persona078

space and the discrete user behavior space (e.g.,079

ratings): (1) Behavior signals are insufficient, e.g.,080

a user’s 1-star movie rating does not clearly indi-081

cate whether the dissatisfaction is due to the story,082

pacing, or genre, making it difficult to identify spe-083

cific errors in the persona. (2) Evaluating update084

directions is inherently complex, e.g., even if we ad-085

just the persona to emphasize “plot complexity” or086

“character development,” it’s unclear which change087

would lead to better predictions.088

To address the challenges, we propose DEEPER089

(Directed Persona Refinement), a novel approach090

for LLM-based dynamic persona modeling. Specif-091

ically, we introduce a new paradigm, Persona Re-092

finement (Figure 1), which uses discrepancies be-093

tween user behaviors and model predictions as094

stronger update signals to expose deficiencies in095

personas. To identify effective update directions,096

we decompose the optimization objective into three097

direction search goals: Previous Preservation, Cur-098

rent Reflection, and Future Advancement, ensuring099

stability, adaptability, and task alignment. Based100

on these goals, we design reward functions for101

clear and measurable assessments of update direc-102

tions by comparing predictive errors before and103

after updates. Finally, we propose an iterative re-104

inforcement learning (RL) framework with two105

training stages, leveraging self-sampling and DPO106

fine-tuning to progressively enhance the model’s di-107

rection search and persona refinement capabilities,108

ultimately improving prediction accuracy.109

Extensive experiments on over 4800 users across110

10 domains demonstrate DEEPER ’s strong persona111

optimization and direction search capability.112

In summary, our contributions are as follows: 113

• We identify key limitations in current LLM-based 114

dynamic persona modeling methods, emphasiz- 115

ing the critical gap between persona updating and 116

optimization caused by weak update signals and 117

unclear update direction. 118

• We propose DEEPER, a novel approach to dy- 119

namic persona modeling that achieves continual 120

optimization through discrepancy-based update 121

signals and robust direction search. 122

• Extensive experiments demonstrate that DEEPER 123

successfully bridges this gap, outperforming ex- 124

isting methods in dynamic persona modeling. 125

2 Dynamic Persona Modeling 126

Building on prior work(Yang et al., 2023; Kang 127

et al., 2023; Zhou et al., 2024), we formalize the 128

concept of persona quality and the objective of 129

dynamic persona modeling as follows: 130

Definition 1 (Persona Quality) The extent to 131

which a persona accurately represents a user’s pref- 132

erences and behaviors, indicating its ability to pre- 133

dict future behaviors within a specific domain. 134

Definition 2. (Persona Optimization) The up- 135

dated persona better represents a user than the pre- 136

vious persona, with improved predictive capability 137

within a specific domain. 138

Objective: (Continual Persona Optimization) It- 139

eratively enhance persona quality through multi- 140

round updates, progressively enhancing its predic- 141

tive capability within a specific domain. 142

2.1 Task Formulation 143

Consider a user U in domain X . To capture tempo- 144

ral dynamics of user behaviors, we segment user’s 145

online interactions into sequential, time-ordered 146

windows W = {Wt}Tt=0. Each window Wt con- 147

tains N interactions, represented by an item list 148

It = {jjt }Nj=1 and the corresponding user behav- 149

iors Ot = {ojt}Nj=1. As new data arrives at time t, 150

the current window Wt captures interactions from 151

the present period, while Wt−1 reflects previous 152

behaviors, and Wt+1 outlines future interactions. 153

The LLM-based dynamic persona modeling 154

pipeline consists of three stages: 155

• Persona Initialization: At time step t = 0, the 156

persona S0 is initialized based on the user behav- 157

iors in the initial window W0. 158
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• Behavior Observation and Prediction: In each159

window Wt, previous persona St−1 is used to160

predict user behaviors Ôt|St−1
= P(St−1), while161

actual behaviors Ot are observed.162

• Persona Update: At the end of each window163

Wt, the persona updates using new observations.164

For the first two stages, we use frozen LLM to165

generate initial personas and predictions across all166

modeling paradigms. The Persona Update stage,167

however, varies by paradigm and is formulated as:168

• Persona Regeneration: Rebuild persona at the169

end of each window Wt using new behaviors Ot:170

171
St = fregen(Ot). (1)172

• Persona Extension: Extend the previous per-173

sona St−1 with new behaviors Ot:174

St = fexten(St−1,Ot). (2)175

• Persona Refinement (proposed): Refine the176

previous persona St−1 with new user behaviors177

Ot, and predicted results Ôt|St−1
:178

St = frefine(St−1,Ot, Ôt|St−1
). (3)179

2.2 Task Evaluation180

In this work, we assess persona quality indirectly181

through performance in a user- and domain-specific182

task: future behavior prediction. Prediction er-183

ror, quantified by the Mean Absolute Error (MAE),184

serves as an indicator of Persona Quality:185

εt+1|St
=

1

n

N∑
j=1

∣∣ôjt+1|St
− ojt+1

∣∣. (4)186

Ot+1 = {ojt+1}Nj=1 represents user actual behav-187

iors in Wt+1, while Ôt+1|St
= {ôjt+1|St

}Nj=1 de-188

notes predictions with persona St.189

Lower error indicates better alignment. Persona190

Optimization is realized when an updated persona191

reduces the prediction error for future behaviors:192

εt+1|St
< εt|St−1

. (5)193

Thus, the evaluation of a dynamic persona model-194

ing method is determined by its ability to achieve195

the objective of Continual Persona Optimization,196

with an effective update strategy evidenced by a197

progressive reduction in prediction error over time.198

3 DEEPER199

Existing regeneration- and extension-based meth-200

ods enable dynamic updates but fall short in consis-201

tent quality improvement, resulting in a misalign-202

ment between the update step and the optimization203

objective. To address this, we highlight the critical 204

role of update direction in ensuring effective up- 205

dates and propose the following core proposition: 206

Better update directions lead to better personas. 207

Instead of directly searching for improved personas, 208

we optimize refinement directions. By incorporat- 209

ing model predictions into the context and defining 210

three high-level goals for direction search, we pro- 211

pose an iterative reinforcement learning framework 212

with a balanced reward function, enabling effective 213

refinement and continual persona optimization. 214

3.1 Refinement Step Formulation 215

In DEEPER, each persona refinement step at time 216

t, can be formulated as a reinforcement learning 217

(RL) task. The objective is to learn a policy πθ to 218

identify optimal refinement directions for specific 219

contexts. For a single user U in domain X , the 220

refinement step can be formulated as: 221

• State: The previous persona St−1, generated af- 222

ter the (t− 1)-th refinement round at the end of 223

the previous window Wt−1. 224

• Observation: The observation at time step t, 225

Ot = {Ot, Ôt|St−1
}, where Ot and Ôt|St−1

rep- 226

resent the actual and predicted behaviors in the 227

current window Wt. 228

• Action: The refined persona St, generated after 229

the t-th refinement process based on the corre- 230

sponding (St−1,Ot) of the user. 231

• Policy Model: The refinement model πθ, maps 232

the state and observation to refined persona St: 233

πθ : (St−1,Ot) → St. (6) 234

• Reward: The reward rt quantifies the effective- 235

ness of the refinement process. 236

3.2 Direction and Goal Definition 237

In this work, we formally define the persona refine- 238

ment direction and its goals as follows: 239

Definition 3. (Persona Refinement Direction) 240

Identify the directed path of a specific persona re- 241

finement step, denoted as Dt, which is uniquely 242

determined by the previous persona St−1, the cur- 243

rent observation Ot, and the refined persona St: 244

245
Dt ↔ (St−1,Ot;St). (7) 246

We define three high-level goals for direction 247

search, ensuring comprehensive guidance with tem- 248

poral insights from past, present, and future. 249

Goal 1. (Previous Preservation): Retain stable 250

persona traits from historical behaviors to ensure 251

consistency and preserve critical information. 252
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[<item, 5>,… 
<item, 3>]

The user is a ….

[<item, 5>, <item, 3>, 
<item, 4>,..,<item, 5>]This individual exhibits a strong affinity for horror-specific 

titles, particularly those that showcase suspenseful plots 
and supernatural elements……

This individual is a multifaceted film and television enthusiast 
with a penchant for exploring various genres……

RL Training Iteration 1 RL Training Iteration 2 Online Step-wise Refinement
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Figure 2: Framework of DEEPER. Grounded in three high-level goals for direction search, the iterative RL
framework progressively enhances the model’s refinement capability through two rounds of self-sampling and
training. Applied online in multi-round updates, it enables step-wise persona optimization via directed refinement.

Goal 2. (Current Reflection): Adapt to recent253

user behaviors by incorporating dynamic changes254

and correcting errors in the previous persona.255

Goal 3. (Future Advancement): Enhance the per-256

sona’s predictive capability for future behaviors.257

3.3 Reward Function Design258

Given the unique correspondence between Dt and259

the triplet (St−1,Ot;St), the quality of Dt directly260

determines the refined persona’s quality and pro-261

cess effectiveness within context (St−1,Ot). Ac-262

cordingly, we formalize three goals of Direction263

Quality as reductions in prediction error from re-264

finement across past, current, and future windows,265

represented by rewards rprevt , rcurrt , and rfutt .266

rprevt = εt−1|St−1
− εt−1|St

267268
rcurrt = εt|St−1

− εt|St
269270

rfutt = εt+1|St−1
− εt+1|St

. (8)271

εt−1|St−1
, εt|St−1

, and εt+1|St−1
are prediction er-272

rors with previous persona St−1 across Wt−1, Wt,273

and Wt+1, respectively, while εt−1|St
, εt|St

, and274

εt+1|St
are errors with refined persona St.275

The total reward for a refinement step is:276

rt = rprevt + rcurrt + rfutt . (9)277

3.4 Iterative Training Framework278

DEEPER employs an iterative training framework279

(Figure 2): Iteration 1 fine-tunes the base model280

to refine initial personas (Model 1), while Iteration281

2 further enhances it to refine pre-optimized per-282

sonas (Model 2). Direct Preference Optimization283

(DPO) is used to seamlessly integrate rewards into284

preference pairs, enabling the model to identify285

better directions through explicit comparisons and 286

supporting scalable iterative fine-tuning. 287

Iteration 1: Learn to Refine Initial Personas 288

Iteration 1 formulates the first refinement step at 289

t = 1 as an RL task, where we fine-tune the base 290

model to refine initial personas S0, establishing a 291

baseline policy for direction search and refinement. 292

Context Data Construction First, we initialize 293

personas S0 for users across multiple domains with 294

their behaviors in window W0, serving as initial 295

states for refinement processes. The prediction 296

model then predicts user behaviors in W1 based 297

on S0. Combining predicted and actual behaviors, 298

we construct observations O1. Together, (S0,O1) 299

form the context of the first refinement step. 300

Direction Sampling and Reward Calculation 301

For each context input (S0,O1), the base model 302

samples M candidate refined personas {Sk
1 }Mk=1, 303

where each candidate direction Dk
t is represented 304

by (S0,O1;Sk
1 ). Rewards for these directions as 305

calculated as specified in Equation (9). 306

Preference Pairs Construction and Training 307

Refined personas are partitioned into a positive 308

set S+
1 (rewards rt ≥ τ+) and a negative set S−

1 309

(rewards rt ≤ τ−) based on reward thresholds. To 310

ensure a clear distinction, we enforce a margin δ, 311

derived from the reward distribution, such that rwt − 312

rlt ≥ δ. The base model is then fine-tuned using 313

DPO with these preference pairs. Following (Gui 314

et al., 2024), a Supervised Fine-Tuning (SFT) loss 315

is incorporated into the standard DPO objective to 316

maintain alignment with high-quality refinements: 317

L(πθ;πref) = LDPO(πθ;πref) + αLSFT(πθ). (10) 318
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Iteration 2: Learn to Refine Optimized Personas319

Iteration 2 extends the model’s refinement capabili-320

ties to handle pre-optimized personas, addressing321

increased complexity of nuanced refinement tasks.322

Context Data Construction Includes: (1) Con-323

texts from Iteration 1 (S0,O1). (2) New contexts324

(S1,O2) constructed based on the second refine-325

ment step, using S1 as initial states, with predicted326

and actual behaviors in W2 as observations.327

Direction Sampling and Reward Calculation328

Model 1 is used to sample candidates, following329

the same procedure of Iteration 1.330

Preference Pairs Construction and Training331

Similarly to Iteration 1, we construct preference332

pairs with consistent boundaries for positive and333

negative sets, with a larger margin δ to accommo-334

date refined reward distribution and model perfor-335

mance. Model 1 is then fine-tuned with the same336

combined loss as in Iteration 1, incorporating a sub-337

set of preference pairs from Iteration 1 to prevent338

forgetting and ensure continual learning.339

4 Experiment340

4.1 Experiment Setup341

Dataset and Task Data Construction We eval-342

uate DEEPER on four real-world datasets across343

10 domains, including MovieLens 20M(Harper344

and Konstan, 2015), Food.com Recipes(Majumder345

et al., 2019), Google Local Reviews(Yan et al.,346

2023; Li et al., 2022), and Amazon Reviews347

(2018)(Ni et al., 2019). From six domains, we348

sample 14,959 users with over 50 ratings (10,800349

for training and 4,159 for testing). To assess gen-350

eralization, an auxiliary test set of 650 users from351

four unseen domains is constructed. User interac-352

tions are segmented into five 10-rating windows,353

with W0 used for initial persona generation.354

Evaluation As described in Section 2, we eval-355

uate the effectiveness of persona update methods356

based on their ability to achieve Continual Persona357

Optimization, quantified by the reduction in future358

prediction error εt+1|St
across update rounds.359

Baselines We compare against baselines from360

two paradigms: 1. Persona Regeneration: - Slid-361

eRegen: Rebuilds personas using only the latest362

window of behaviors (Yang et al., 2023). - FullRe-363

gen: Reconstructs personas by leveraging all his-364

torical and recent behaviors (Zhou et al., 2024). 2.365

Persona Extension: - IncUpdate: Incrementally in-366

tegrates new behaviors into existing personas (Yuan367

4 3 2 1 0 1 2 3 4
Reward

0.0
0.1
0.2
0.3
0.4
0.5
0.6

D
en

si
ty

Before Training
After Iteration 1
After Iteration 2

Figure 3: KDE plot illustrating changes in reward distri-
bution across test sets before and after training.

et al., 2024). - HierMerge(Liu et al., 2024): Hierar- 368

chically merges short-term and long-term personas. 369

DEEPER Training Details For DEEPER, we use 370

Llama-3.1-8B-Instruct as the base policy model, 371

trained iteratively on data from 10,809 users. Each 372

iteration samples 15 candidate personas per input, 373

with reward boundaries τ+ = 0.5 and τ− = 0. 374

Iteration 1 applies a margin δ = 0.5, producing 375

34,782 DPO pairs. Iteration 2 increases δ to 0.8 and 376

incorporates 5,000 pairs from Iteration 1, resulting 377

in 33,612 pairs. Both iterations use LoRA for fine- 378

tuning with a learning rate of 5× 10−6, 4 training 379

epochs, and a batch size of 128. The SFT loss 380

coefficient (α) is set to 0.1. Figure 3 illustrates the 381

reward distribution improvements across iterations. 382

Global and Baseline Settings We use the frozen, 383

powerful LLM, GPT-4o-mini, to generate initial 384

personas and predictions in a zero-shot setting for 385

both training and evaluation, ensuring consistent 386

initial persona quality and unbiased predictions. 387

Additionally, it serves as the backbone for all base- 388

lines, offering a robust foundation for comparison. 389

4.2 Main Results 390

Figure 4 compares performance of DEEPER and 391

baseline methods over four update rounds across 392

10 domains in the dynamic persona modeling task. 393

DEEPER helps continual persona optimization. 394

DEEPER consistently achieves substantial MAE 395

reductions across all 10 domains over four up- 396

date rounds, with an average decrease of 32.2%, 397

significantly outperforming extension-based base- 398

lines such as IncUpdate (9.28%) and HierMerge 399

(3.92%). Notably, in the unseen domain Arts Crafts 400

and Sewing, DEEPER achieves the largest improve- 401

ment, reducing MAE from 0.76 to 0.40 (47.1%). 402

In contrast, regeneration-based baselines like Full- 403

Regen and SlideRegen often exhibit minimal or 404

negative gains, highlighting their inability to meet 405

the task objective. 406
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Figure 4: Performance of different methods in dynamic persona modeling over 4 rounds across 10 domains. The first
six ((A) Recipe, (B) Book, (C) Clothing Shoes and Jewelry, (D) Local Business, (E) Movies and TV, (F) MovieLens)
are seen during training, while ((G) Arts Crafts and Sewing, (H) Automative, (I) Sports and Outdoors, (J) Grocery
and Gourmet Food) are unseen. In subsequent figures, domains are referred to by their corresponding letters.

Generalized capability and domain-specific dy-407

namic. DEEPER achieves an average MAE re-408

duction of 29.4% in seen domains and 36.4% in409

unseen domains. This emphasizes its generalized410

optimization capability to diverse and new scenar-411

ios. Figure 4 also reveals domain-specific varia-412

tions in optimization speed, convergence patterns,413

and improvement potential. For instance, domains414

like Automotive exhibit faster optimization with415

earlier convergence, while Movies and TV shows416

slower progress and prolonged refinement. These417

suggest potential influences from varying persona418

modeling complexities, behavior predictability, and419

interest stability across domains.420

5 In-depth Analysis421

5.1 What enables DEEPER’s effectiveness422

Direction search enables optimization. We first423

evaluate the necessity of direction search by com-424

paring DEEPER with frozen models (GPT-4o-mini425

and Llama-3.1-8B-Instruct (Naive Model)) which426

refine personas directly. As shown in Figure 5(a),427

both baselines exhibit significant error increases428

after refinement, underscoring the critical role of429

direction search in effective optimization.430

Balanced goals drive better optimization. The431

assessment of Direction Quality is critical to op-432

timization performance. We compare DEEPER ’s433

balanced reward setting(equally weights previous,434

A

B
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E

F

G
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(a)

1| 0

2| 1(GPT-4o-mini)
2| 1(Base Model)
2| 1(DEEPER)

A

B

CD
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H I

J

(b)

1| 0

2| 1(rdecay)
2| 1(rfut)
2| 1(DEEPER)

Figure 5: (a) Refinement performance of DEEPER com-
pared to frozen models across ten domains, using ε1|S0

as pre-refinement baseline. (b) Refinement under dif-
ferent reward settings. Smaller areas indicate reduced
errors and improved refinement relative to baseline.

current, and future goals), with a future-focused 435

reward and a decayed reward (decay factor = 0.5) 436

prioritizing recent goals. As shown in Figure 5(b), 437

DEEPER consistently outperforms both baselines 438

across all domains. These findings underscore 439

the importance of balanced, goal-driven direction 440

search in enabling effective persona refinement. 441

DEEPER excels in identifying high-quality direc- 442

tions. Building on previous insights, we further 443

evaluate DEEPER ’s ability to identify high-quality 444

refinement directions by analyzing its performance 445

across three goals (Table 1). DEEPER demonstrates 446

outstanding performance: minimizing previous for- 447

getting with the smallest average MAE increment 448

of 0.062 (Previous Preservation); reducing current 449

errors by 0.572 on average (Current Reflection); 450

and improving future predictions with an average 451
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Domain Pre-Update Post-Update
Sold SlideRegen FullRegen IncUpdate HierMerge DEEPER

Previous Window Prediction (εprev|Sold/new
) - Previous Preservarion

Recipe 0.57 0.95 (0.38↑) 0.83 (0.26↑) 0.83 (0.26↑) 0.71 (0.14↑) 0.70 (0.13↑)
Book 0.78 1.09 (0.31↑) 0.94 (0.16↑) 0.91 (0.13↑) 0.88 (0.10↑) 0.76 (0.02↓)

Clothing Shoes and jewelry 0.63 1.13 (0.50↑) 0.96 (0.33↑) 0.94 (0.31↑) 0.77 (0.14↑) 0.82 (0.19↑)
Local Business 0.63 1.10 (0.47↑) 0.95 (0.32↑) 0.91 (0.28↑) 0.74 (0.11↑) 0.73 (0.10↑)
Movies and TV 0.92 1.17 (0.25↑) 1.03 (0.11↑) 1.00 (0.08↑) 0.98 (0.06↑) 0.85 (0.07↓)

MovieLens 0.76 0.89 (0.13↑) 0.83 (0.07↑) 0.80 (0.04↑) 0.80 (0.04↑) 0.74 (0.02↓)
Arts Crafts and Sewing 0.49 0.81 (0.32↑) 0.74 (0.25↑) 0.68 (0.19↑) 0.59 (0.10↑) 0.46 (0.03↓)

Automotive 0.55 1.00 (0.45↑) 0.93 (0.38↑) 0.82 (0.27↑) 0.66 (0.11↑) 0.63 (0.08↑)
Sports and Outdoors 0.56 0.99 (0.43↑) 0.87 (0.31↑) 0.85 (0.29↑) 0.67 (0.11↑) 0.66 (0.10↑)

Grocery and Gourmet Food 0.63 1.13 (0.50↑) 1.00 (0.37↑) 0.95 (0.32↑) 0.71 (0.08↑) 0.79 (0.16↑)

Average 0.652 1.026 (0.374↑) 0.908 (0.256↑) 0.869 (0.217↑) 0.751 (0.099↑) 0.714 (0.062↑)

Current Window Prediction (εcurr|Sold/new
) - Current Reflection

Recipe 0.91 0.78 (0.13↓) 0.84 (0.07↓) 0.41 (0.50↓) 0.80 (0.11↓) 0.44 (0.47↓)
Book 1.00 0.92 (0.08↓) 0.97 (0.03↓) 0.41 (0.59↓) 0.91 (0.09↓) 0.35 (0.65↓)

Clothing Shoes and Jewelry 1.00 0.90 (0.10↓) 0.96 (0.04↓) 0.48 (0.52↓) 0.90 (0.10↓) 0.51 (0.49↓)
Local Business 1.04 0.9 (0.14↓) 0.99 (0.05↓) 0.29 (0.75↓) 0.93 (0.11↓) 0.36 (0.68↓)
Movies and TV 1.12 1.00 (0.12↓) 1.07 (0.05↓) 0.47 (0.65↓) 1.02 (0.10↓) 0.45 (0.67↓)

MovieLens 0.87 0.78 (0.09↓) 0.82 (0.05↓) 0.30 (0.57↓) 0.80 (0.07↓) 0.43 (0.44↓)
Arts Crafts and Sewing 0.76 0.76 (0.00↑) 0.77 (0.01↑) 0.39 (0.37↓) 0.72 (0.04↓) 0.26 (0.50↓)

Automotive 0.84 0.81 (0.03↓) 0.88 (0.04↑) 0.38 (0.46↓) 0.81 (0.03↓) 0.27 (0.57↓)
Sports and Outdoors 0.91 0.79 (0.12↓) 0.84 (0.07↓) 0.37 (0.54↓) 0.82 (0.09↓) 0.36 (0.55↓)

Grocery and Gourmet Food 1.19 0.93 (0.26↓) 1.08 (0.11↓) 0.46 (0.73↓) 1.05 (0.14↓) 0.49 (0.70↓)

Average 0.964 0.857 (0.107↓) 0.922 (0.042↓) 0.396 (0.568↓) 0.876 (0.088↓) 0.392 (0.572↓)

Future Window Prediction (εfut|Sold/new
) - Future Advancement

Recipe 0.91 0.92 (0.01↑) 0.92 (0.01↑) 0.91 (0.00↑) 0.94 (0.03↑) 0.72 (0.19↓)
Book 1.01 1.06 (0.05↑) 1.03 (0.02↑) 0.96 (0.05↓) 1.03 (0.02↑) 0.79 (0.22↓)

Clothing Shoes and Jewelry 1.03 1.09 (0.06↑) 1.03 (0.00↑) 1.00 (0.03↓) 1.04 (0.01↑) 0.88 (0.15↓)
Local Business 1.04 1.06 (0.02↑) 1.04 (0.00↑) 0.97 (0.07↓) 1.04 (0.00↑) 0.80 (0.24↓)
Movies and TV 1.18 1.14 (0.04↓) 1.12 (0.06↓) 1.06 (0.12↓) 1.12 (0.06↓) 0.98 (0.20↓)

MovieLens 0.85 0.84 (0.01↓) 0.83 (0.02↓) 0.76 (0.09↓) 0.82 (0.03↓) 0.73 (0.12↓)
Arts Crafts and Sewing 0.75 0.81 (0.06↑) 0.77 (0.02↑) 0.71 (0.04↓) 0.75 (0.00↑) 0.43 (0.32↓)

Automotive 0.86 0.96 (0.10↑) 0.92 (0.06↑) 0.88 (0.02↑) 0.90 (0.04↑) 0.61 (0.25↓)
Sports and Outdoors 0.97 0.94 (0.03↓) 0.93 (0.04↓) 0.89 (0.08↓) 0.90 (0.07↓) 0.80 (0.17↓)

Grocery and Gourmet Food 1.25 1.14 (0.11↓) 1.20 (0.05↓) 1.10 (0.15↓) 1.19 (0.06↓) 0.89 (0.36↓)

Average 0.985 0.996 (0.011↑) 0.979 (0.006↓) 0.924 (0.061↓) 0.973 (0.012↓) 0.763 (0.222↓)

Table 1: MAE results of previous, current, and future window prediction tasks using personas Pre- and Post- the
first update with different methods. This table illustrates how well each method achieves the three high-level
goals: Previous Preservation, Current Reflection, and Future Advancement. It presents the changes in MAE
(
∣∣εt|Sold

− εt|Snew

∣∣) relative to the old persona, with upward arrows (↑) indicating error increases and downward
arrows (↓) indicating error reductions. Average results are highlighted in bold, and the best results are underlined

reduction of 0.222 (Future Advancement). Notably,452

DEEPER surpasses all baselines across domains for453

Future Advancement, demonstrating its capacity454

step-wise optimization. These results highlight455

DEEPER ’s ability to balance three goals for better456

direction search and continual optimization.457

Iterative RL enhances persona refinement.458

Guided by stage-specific objectives, DEEPER ’s459

two-stage iterative RL framework incrementally460

enhances refinement capabilities by leveraging pro-461

gressively higher-quality self-sampled data and ex-462

panded preference margins. Results (Figure 6(a))463

show accelerated improvements in the second iter-464

ation, highlighting effects of iterative training.465

A

B

CD

E

F

G

H I

J

(a)

1| 0

2| 1(DEEPER(Iter1))
2| 1(DEEPER(Iter2))

A

B

CD

E

F

G

H I

J

(b)

1| 0

2| 1(Inc-FT)
2| 1(DEEPER)

Figure 6: (a) Refinement performance across two RL
iterations of DEEPER. (b) Comparison of DEEPER and
fine-tuned IncUpdate (Inc-FT).

Prediction discrepancy facilitates direction 466

search. We finally analyze paradigm’s role in 467

direction search by employing DEEPER ’s training 468

framework into IncUpdate (the best-performing 469
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baseline). Figure 6(b) show that while direction470

search training improves IncUpdate’s performance,471

it still falls short of DEEPER. This underscores472

prediction discrepancy’s role in enabling context-473

specific search and more precise refinement.474

5.2 Persona Probing475

We further conduct an preliminary analysis of re-476

fined personas, termed persona probing, to explore477

additional insights and applications of DEEPER.478

Update Method S0 S1 S2 S3 S4

DEEPER 245.0 316.8 353.5 393.2 429.4
IncUpdate 245.0 390.1 459.3 500.4 526.4
HierMerge 245.0 325.3 393.5 462.2 509.1

Table 2: Average persona token count across rounds.

Dynamic persona evolution across rounds. We479

first analyze persona dynamics during refinement480

process. Table 2 highlights DEEPER ’s controlled481

length growth, balancing representation efficiency482

and informativeness. Figure 7(a) reveals dimin-483

ishing persona changes over time, with substantial484

shifts in early updates (S0 → S1) and increasing485

stability in later rounds (S1 → S4), indicating con-486

vergence and improved contextual alignment.487

S 0 S 1 S 2 S 3 S 4

Persona Rounds

S 0
S 1

S 2
S 3

S 4
Pe

rs
on

a 
Ro

un
ds

1.00 0.87 0.83 0.82 0.80

0.87 1.00 0.90 0.88 0.86

0.83 0.90 1.00 0.92 0.90

0.82 0.88 0.92 1.00 0.93

0.80 0.86 0.90 0.93 1.00

(a)

10 5 0 5 10
TSNE Component 1

5

0

5

10

TS
NE

 C
om

po
ne

nt
 2

(b)

0.85

0.90

0.95

Figure 7: (a) Cosine similarity among personas across
rounds; (b) User clusters based on final personas(Book).

Profiling Dimensions(Book) User Count

Story & Plot 871
Emotion & Experience 878
Genre & Theme 878
Social & Cultural Context 680
User Behavior Traits 862
Author & Character 701
Personality & Values 867
Relationship & Connection 716

Table 3: Key profiling dimensions in Book domain.

Insights from final optimized personas. Re-488

fined personas from DEEPER also enable in-depth,489

domain-specific exploration. In Book domain,490

we uncover group-level preferences by cluster-491

ing final persona embeddings, identifying five user492

groups characterized by unique high-frequency ad-493

jectives (e.g., “romantic” and “practical”) (Fig-494

ure 7(b)). We also extract domain-specific pat- 495

terns by organizing high-frequency terms into 496

eight dimensions using GPT-4o (Table 3), high- 497

lighting critical factors for modeling Book domain 498

users. These attempts show DEEPER ’s potential 499

to support strategic user insights exploration. 500

6 Related Work 501

Persona Modeling Persona modeling in person- 502

alized applications captures user preferences and 503

behaviors from behavioral data or dialogue history, 504

with advancements driven by LLMs (Li and Zhao, 505

2021; Tan and Jiang, 2023; Tseng et al., 2024). 506

Most studies focus on one-time persona generation 507

from static user behavior or profile data (Ji et al., 508

2023; Wang and Lim, 2023; Zhou et al., 2024; Wu 509

et al., 2024a; Wang et al., 2024; Xu et al., 2024; 510

Lyu et al., 2023; Salemi et al., 2023). To address 511

real-world challenges, dynamic persona modeling 512

using streaming user data has emerged (Lian et al., 513

2022; Wang et al., 2020; Yin et al., 2023; Qin et al., 514

2024). Departing from regeneration- and extension- 515

based approaches, our method refines personas by 516

integrating user behaviors and model predictions 517

for more accurate and effective updates. 518

LLM for Recommendation and Behavior Predic- 519

tion LLMs are increasingly applied in personal- 520

ized systems like recommendation engines (Wang 521

et al., 2023; Wu et al., 2024b; Zhang et al., 2023). 522

Some studies integrate LLMs into traditional frame- 523

works to enhance user modeling and contextual un- 524

derstanding (Liu et al., 2024; Zhang et al., 2024; Li 525

et al., 2023b,a), while others employ LLMs directly 526

for generating recommendations or predicting fu- 527

ture behaviors, leveraging their persona modeling 528

capabilities for greater adaptability and precision 529

(Liu et al., 2023; Lyu et al., 2023; Gao et al., 2023; 530

Dai et al., 2023). This work leverages LLMs for 531

dynamic persona modeling and behavior prediction 532

to capture users’ evolving preferences. 533

7 Conclusion 534

In this paper, we introduce DEEPER, an effec- 535

tive approach to dynamic persona modeling that 536

leverages iterative reinforcement learning and 537

discrepancy-based refinement to continuously en- 538

hance persona quality and predictive accuracy. 539

Comprehensive experiments demonstrate DEEPER 540

’s effectiveness across diverse domains in dynamic 541

user modeling. We hope DEEPER marks a signifi- 542

cant advancement in personalized applications. 543
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Limitations544

First, this study focuses on dynamic persona mod-545

eling using discrete, quantifiable user behaviors,546

such as ratings, as DEEPER relies on prediction547

discrepancies for updates and reward computation.548

Other data forms, such as natural language inter-549

actions, are beyond its scope. Second, due to data550

availability constraints, we validate DEEPER using551

user rating prediction tasks, which are widely ap-552

plicable and provide ample real-world sequential553

behavior data across domains. Nevertheless, the554

DEEPER framework is adaptable to broader user555

interaction scenarios. Finally, the insights derived556

from the book domain are specific to the dataset557

and model used, and their generalizability to other558

datasets and models remains uncertain.559

Ethics Statement560

Risks First, the datasets used in this work are561

publicly available and anonymized. However, we562

acknowledge that user behavior data, even in ag-563

gregate form, may raise privacy concerns if not564

handled properly. Second, our model relies on565

datasets that may not fully represent all user groups566

or domains, leading to potential biases in persona567

refinement and prediction. The proposed method568

could potentially be misused for excessive user569

behavior tracking or manipulative personalization.570

Developers and practitioners should ensure ethical571

use in line with user privacy regulations.572
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A Dynamic Persona Modeling Details749

A.1 Persona Initialization750

In this study, we employ the frozen LLM, GPT-4o-751

mini, to initialize user personas based on their first752

10 ratings (W0) during the initial stage of dynamic753

persona modeling. The prompt used for persona754

initialization is presented in Table 4.755

TASK: Infer the user’s persona based
on their ratings of item_type items.
Instructions:
Below is a list of
{item_type}s that the user has rated.
Each rating ranges from 1 to 5:
{user_ratings}

Based on these, generate a user persona

without mentioning item names or rating

scores.

User Persona(at least **200 words**):
756

Table 4: Persona Initialization prompt template.757

A.2 Behavior Observation and Prediction758

For all user behavior prediction task, we use GPT-759

4o-mini to role-play the given input persona and760

predict user ratings on the given item list. Table 5761

shows the prompt template for the prediction task.762

TASK: Role-play the given persona and

predict what score (out of 5) you would

give to the following {item_type} list.

Instructions: Based on the persona

{persona}, predict ratings for each item

in the list below.

{items}

## Output format:

“‘json

[

{{"item_name":...,

"predict_rating":...}},

{{"item_name":...,

"predict_rating":...}},

...

]

“‘
763

Table 5: Behavior Prediction prompt template.764

A.3 Persona Update765

In this work, the formulation of persona update766

stage varies by corresponding paradigms. For all767

baselines, we use GPT-4o-mini as backbone, while 768

for DEEPER, we use the fine-tune model via the 769

iterative RL training framework based on Llama3.1- 770

8b-Instruct. For each persona update method, we 771

design corresponding update prompt template as 772

follows. 773

DEEPER The DEEPER approach based on a 774

refinement-based paradigm with predicted and ac- 775

tual user ratings. Table 6 shows prompt template 776

for persona update with DEEPER. 777

TASK:
Refine the old user persona based on
differences between predicted and
actual ratings of {item_type} items.
Instructions:
Below is the existing persona inferred
from past behavior:
{old_persona}
Below is the comparison of predicted
ratings (based on the old persona)
versus actual ratings:
{predict_and_actual_user_ratings}
Reflect on these differences and
generate a refined user persona without
mentioning item names or rating scores.
Refined User Persona:

778

Table 6: DEEPER Persona Refinement prompt template. 779

FullRegen In the FullRegen, we fully regener- 780

ate the user’s persona whenever new ratings are 781

provided. This method does not consider the prior 782

persona and instead creates a fresh representation 783

based all observed ratings. Table 7 shows the 784

prompt template for persona update with FullRe- 785

gen. 786

TASK: Infer the user’s persona based
on their ratings of item_type items.
Instructions:
Below is a list of
{item_type}s that the user has rated.
Each rating ranges from 1 to 5:
{Full_user_ratings}

Based on these, generate a user persona

without mentioning item names or rating

scores.

User Persona:
787

Table 7: FullRegen Persona Update prompt template. 788

SlideRegen In the SlideRegen method, we re- 789

generate personas based on their recent ratings of 790

{item_type} items(latest window). Table 8 shows 791

the prompt template for persona update with Slid- 792

eRegen. 793
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TASK: Infer the user’s persona based

on their ratings of item_type items.

Instructions:

Below is a list of

{item_type}s that the user has rated.

Each rating ranges from 1 to 5:

{Slide_user_ratings}

Based on these, generate a user persona

without mentioning item names or rating

scores.

User Persona:
794

Table 8: SlideRegen Persona Update prompt template.795

IncUpdate In the IncUpdate, the user’s persona796

is dynamically updated by integrating new ratings797

with their existing persona. Table 9 shows prompt798

template for persona update with IncUpdate.799

TASK: Integrate the user’s most recent

ratings of {item_type}

items into their existing persona to

generate an updated persona.

Instructions:

Below is the existing persona based on

prior behaviors:

{old_persona}

Below is a list of recent {item_type}s

that the user has rated.

Each rating ranges from 1 to 5:

{user_ratings}

Based on these, integrate the new

features from the recent ratings into

the existing persona.

Updated Persona:
800

Table 9: IncUpdate Persona Update prompt template.801

HierMerge The HierMerge method combines802

both long-term personas and short-term personas803

hierarchically. Table 10 shows prompt template for804

persona update with HierMerge.805

# Prompt 1:
TASK: Infer the user’s persona based on
their ratings of {item_type} items.
Instructions:
Below is a list of
{item_type}s that the user has rated.
Each rating ranges from 1 to 5:
{user_ratings}
Based on these, generate a user
persona without mentioning item names
or rating scores.
User Persona:

# Prompt 2: TASK: Update the long-term
persona by merging it with the
newly generated short-term persona.
Instructions:
Below is the existing long-term
persona based on prior
behaviors:{long_term_persona}
Below is the newly generated
short-term persona based on recent
behaviors:{short_term_persona}
Merge the short-term persona into
the long-term persona to capture
both historical stability and recent
dynamics.
The updated persona should reflect both
long-term
preferences and recent changes without
losing consistency.
Updated Long-Term Persona:

806

Table 10: HierMerge Persona Update prompt template. 807
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Dataset Abbreviation Usage # Users
in Train

# Users
in Eval

# Train
Examples

Food.com Recipes
- and Interactions Recipe Train/Eval 1000 356 A

Amazon Review Data (2018)
- Books Book Train/Eval 3000 897 B

Amazon Review Data (2018)
- Clothing Shoes and Jewelry Clothing Shoes and Jewelry Train/Eval 300 243 C

Google Local Data (2021)
- New York Local Business Train/Eval 2500 826 D

MovieLens
- 20M Dataset MovieLens Train/Eval 3000 1000 E

Amazon Review Data (2018)
- Art Crafts and Sewing Art Crafts and Sewing Eval - 86 F

Amazon Review Data (2018)
- Automative Automative Eval - 143 G

Amazon Review Data (2018)
- Sports and Outdoors Sports and Outdoors Eval - 236 H

Amazon Review Data (2018)
- Grocery and Gourmet Food Grocery and Gourmet Food Eval - 185 I

Table 11: Details of Datasets Used in Experiments.

B Dataset Details808

B.1 User Details809

We utilize four publicly available and well-known810

datasets, selecting a total of 10 domains. From six811

domains, we randomly sampled a total of 14,959812

users with at least 50 ratings. Among these, 10,800813

users are used for constructing the training data,814

and 4,159 users are used for constructing the test-815

ing data. Additionally, to evaluate the generaliza-816

tion ability of the methods, we sampled 650 users817

with at least 50 ratings from four unseen domains818

to construct an additional test set. Each user’s 50819

rating behaviors are sorted by timestamp and di-820

vided into five sequences of length 10, simulating821

multi-round online user interactions. The detailed822

user sampling statistics are in Table 11:823

B.2 Training Data Construction824

In Iteration 1, a total of 10,800 context data points825

are constructed, each corresponding to the first per-826

sona refinement step for each user. For each con-827

text, 15 candidate personas are randomly sampled828

using the Llama3.1-8b-Instruct model, with infer-829

ence parameters set as follows: temperature=1 (to830

ensure diversity among the candidates), top_p=0.4831

(to control the cumulative probability of tokens),832

and repetition_penalty=1.1 (to prevent repeti-833

tion in the generated output). The boundaries for834

positive and negative reward sets are set to 0.5 and835

0, with a margin of 0.5. In total, 34,782 DPO pref-836

erence pairs are constructed, with 10% randomly837

selected for the validation set. This data is used to 838

train Model 1. 839

In Iteration 2, Model 1 is first used to generate 840

outputs for the 10,800 context data points from Iter- 841

ation 1, completing the first persona update for each 842

user. These results, in turn, are used to construct a 843

second set of 10,800 context data points for the sec- 844

ond persona refinement. These are then combined 845

with the 10,800 context data points constructed in 846

the first iteration, resulting in a total of 21,600 con- 847

text data points for sampling in the second iteration. 848

For each context, 15 candidate personas are again 849

randomly sampled using Model 1, with the same 850

inference parameters as in Iteration 1. The bound- 851

aries for positive and negative reward sets are set to 852

0.5 and 0, with a margin of 0.8. A total of 28,612 853

new DPO preference pairs are generated. Addition- 854

ally, 5,000 preference pairs with a margin greater 855

than 0.8 are randomly selected from Iteration 1 to 856

be included in the training set, mitigating the issue 857

of catastrophic forgetting. This results in a total of 858

33,612 DPO preference pairs, with 10% randomly 859

selected for the validation set, used to train Model 860

2. 861
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Parameter Value Description

Model Name or Path Llama-3.1-8B-Instruct Path to the model
Finetuning Type lora Type of finetuning
Training Stage dpo Current training stage
LoRA Target all LoRA target layers
LoRA Rank 16 LoRA rank
LoRA Alpha 32 LoRA alpha

LoRA Dropout 0.2 LoRA dropout rate
Preference Beta 0.2 Preference loss beta

Preference Loss Type sigmoid Type of preference loss
Preference Finetune Rate 0.1 Preference finetuning rate

Maximum Sequence Length 2048 Maximum input sequence length
Training Batch Size 4 Batch size per device during training

Gradient Accumulation Steps 8 Steps for gradient accumulation
Learning Rate 5.0e-06 Learning rate

Number of Epochs 4.0 Total number of training epochs
Learning Rate Scheduler cosine Learning rate scheduling strategy

Warmup Steps 250 Warmup steps before full learning rate
Maximum Gradient Norm 1.0 Maximum norm for gradient clipping

BF16 Precision true Use BF16 precision
Optimizer adamw_torch Type of optimizer

Validation Size 0.1 Fraction of data used for validation
Evaluation Batch Size 4 Batch size per device during evaluation
Evaluation Strategy steps Evaluation scheduling strategy

Evaluation Steps 100 Steps between evaluations

Table 12: Hyperparameter Details for Training

C Training Details862

C.1 Hyperparameter Details863

The hyperparameters used in the training process864

are summarized in Table 12.865

C.2 Loss Function Details866

In this section, we provide the detailed formula-867

tions of the training loss functions combined with868

DPO loss and SFT loss.869

DPO Loss The DPO loss optimizes the model870

by leveraging user preference signals to align per-871

sona refinements with higher rewards. The loss is872

defined as:873

LDPO(πθ;πref) =− E(x,yw,yl)∼D874 [
log σ

(
β log

πθ(yw | x)
πref(yw | x)

875

−β log
πθ(yl | x)
πref(yl | x)

)]
. (11)876

The policy distribution of the model being877

trained, parameterized by θ. It represents the prob-878

ability of generating specific outputs conditioned879

on the input x. The reference model’s policy dis-880

tribution, used as a baseline for comparison. It is881

typically a pretrained model or a checkpoint used to882

stabilize training. A tuple sampled from the dataset883

D, where:884

• x: The input prompt or context. 885

• yw: better personas, corresponding to more opti- 886

mal update directions. 887

• yl: poor personas, corresponding to less effective 888

update directions. 889

A scaling factor that controls the sensitivity of 890

the loss function to the difference between the pre- 891

ferred and less preferred outputs. Larger values 892

emphasize the contrast between the two. The con- 893

ditional probabilities of the preferred (yw) and less 894

preferred (yl) outcomes under the current model. 895

The conditional probabilities of the preferred and 896

less preferred outcomes under the reference model. 897

The loss is computed as an average over the en- 898

tire dataset D, which contains human-annotated 899

preference pairs (x, yw, yl). 900

SFT Loss The SFT loss is used to aline the 901

model output with high-quality refined-persona 902

candidates. The loss is computed as the negative 903

log-likelihood of the reference outputs: 904

LSFT(πθ) = −E(x,yw)∼D
[
log πθ(yw|x)

]
. (12) 905

where D is the dataset of supervised examples, x 906

represents the input context, and y is the corre- 907

sponding ground truth persona refinement. 908

Combined Loss for Iterative Training To 909

achieve robust refinement across iterations, we 910

combine the SFT loss and DPO loss : 911

L(πθ;πref) = LDPO(πθ;πref) + LSFT(πθ). (13) 912
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D Dynamic Persona Modeling Task913

In the main experiment, we focused on the dynamic914

persona modeling task, where different methods915

are employed to perform four rounds of updates916

on the test set. These iterative updates provided917

specific values for predicting future user behavior,918

enabling us to assess the accuracy and effectiveness919

of each method in forecasting user actions. By920

evaluating the Mean Absolute Error (MAE) across921

various domains before and after refinement, we922

are able to determine the improvements achieved923

through each method. The results, detailed in Table924

13,Table 14,Table 15,Table 16,Table 17, highlight925

the performance gains and validate the superiority926

of the proposed approaches in enhancing prediction927

accuracy.928

Domain ε1|S0
ε2|S1

ε3|S2
ε4|S3

ε5|S4

Art Crafts and Sewing 0.76 0.43 0.44 0.41 0.40
Automative 0.84 0.61 0.60 0.59 0.57
Book 1.00 0.79 0.70 0.68 0.67
Clothing Shoes and Jewelry 1.00 0.88 0.84 0.75 0.74
Grocery and Gourmet Food 1.19 0.89 0.79 0.77 0.73
Local Business 1.04 0.80 0.70 0.70 0.69
Movie 0.87 0.73 0.73 0.72 0.72
Movies and TV 1.12 0.98 0.83 0.79 0.77
Recipe 0.91 0.72 0.65 0.59 0.58
Sports and Outdoors 0.91 0.80 0.68 0.66 0.66

Table 13: Deeper Results

Domain ε1|S0
ε2|S1

ε3|S2
ε4|S3

ε5|S4

Art Crafts and Sewing 0.76 0.77 0.74 0.69 0.75
Automative 0.84 0.92 0.92 0.92 0.93
Book 1.00 1.03 1.00 1.00 1.00
Clothing Shoes and Jewelry 1.00 1.03 1.03 1.03 1.03
Grocery and Gourmet Food 1.19 1.20 1.17 1.14 1.13
Local Business 1.04 1.04 1.02 1.03 1.02
Movie 0.87 0.83 0.84 0.84 0.85
Movies and TV 1.12 1.12 1.13 1.13 1.11
Recipe 0.91 0.92 0.83 0.84 0.85
Sports and Outdoors 0.91 0.93 0.85 0.88 0.88

Table 14: FullRegen (GPT-4o-mini) Results

Domain ε1|S0
ε2|S1

ε3|S2
ε4|S3

ε5|S4

Art Crafts and Sewing 0.76 0.81 0.72 0.66 0.74
Automative 0.84 0.96 0.91 0.91 0.90
Book 1.00 1.06 1.02 1.03 1.02
Clothing Shoes and Jewelry 1.00 1.09 1.08 1.02 1.07
Grocery and Gourmet Food 1.19 1.14 1.13 1.13 1.09
Local Business 1.04 1.06 1.05 1.03 1.03
Movie 0.87 0.84 0.85 0.87 0.86
Movies and TV 1.12 1.14 1.16 1.17 1.14
Recipe 0.91 0.92 0.89 0.87 0.87
Sports and Outdoors 0.91 0.94 0.87 0.92 0.93

Table 15: SlideRegen (GPT-4o-mini) Results

Domain ε1|S0
ε2|S1

ε3|S2
ε4|S3

ε5|S4

Art Crafts and Sewing 0.76 0.71 0.70 0.59 0.66
Automative 0.84 0.88 0.81 0.87 0.82
Book 1.00 0.96 0.94 0.92 0.94
Clothing Shoes and Jewelry 1.00 1.00 0.97 0.93 0.92
Grocery and Gourmet Food 1.19 1.10 1.05 1.05 1.04
Local Business 1.04 0.97 0.94 0.93 0.91
Movie 0.87 0.76 0.76 0.76 0.75
Movies and TV 1.12 1.06 1.06 1.04 1.05
Recipe 0.91 0.91 0.84 0.84 0.81
Sports and Outdoors 0.91 0.89 0.85 0.85 0.83

Table 16: IncUpdate (GPT-4o-mini) Results

Domain ε1|S0
ε2|S1

ε3|S2
ε4|S3

ε5|S4

Art Crafts and Sewing 0.76 0.75 0.74 0.67 0.74
Automative 0.84 0.88 0.86 0.94 0.87
Book 1.00 1.03 0.98 0.97 0.96
Clothing Shoes and Jewelry 1.00 1.04 1.01 1.04 1.04
Grocery and Gourmet Food 1.19 1.19 1.17 1.18 1.16
Local Business 1.04 1.04 1.00 1.01 1.00
Movie 0.87 0.82 0.83 0.83 0.82
Movies and TV 1.12 1.12 1.11 1.10 1.09
Recipe 0.91 0.94 0.87 0.83 0.83
Sports and Outdoors 0.91 0.90 0.89 0.91 0.88

Table 17: HierMerge (GPT-4o-mini) Results
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E What Enables DEEPER’s Effectiveness929

Below, we present an in-depth analysis of the mech-930

anisms underlying DEEPER ’s effectiveness.931

E.1 Proving Effectiveness of Direction search932

Firstly, we prove the effectiveness of the direction933

search method by comparing its performance with934

a direct refinement using the frozen model(GPT-4o-935

mini and the base model, Llama3.1-8b-Instruct),936

through a single round of refinement. The details937

of the experimental results are as follows Label 18.938

• Baseline 1 Directly Refine personas with the base939

model (Llama3.1-8b-Instruct)940

• Baseline 2 Directly Refine personas with the941

more powerful model (GPT-4o-mini)942

• DEEPER Refine personas with auto-direction943

search mechanism944

Before
Update

After
Update

Domain ε1|S0

ε2|S1
(DEEPER)

ε2|S1
(GPT-4o-mini)

ε2|S1
(Llama3.1-8b-Instruct)

A 0.91 0.72 0.99 1.07
B 1.01 0.79 1.20 1.21
C 1.03 0.88 1.09 1.14
D 1.04 0.80 1.20 1.19
E 1.18 0.98 1.24 1.19
F 0.85 0.73 0.84 0.87
G 0.74 0.43 0.95 0.89
H 0.85 0.61 1.02 1.08
I 1.26 0.89 1.26 1.19
J 0.96 0.80 1.04 1.02

Table 18: Future behaviour prediction errors before and
after one-step refinement with DEEPER and the frozen
models.

E.2 Proving the Effectiveness of Balanced945

Reward946

In this analysis, we aim to demonstrate the effec-947

tiveness of the balanced reward strategy by compar-948

ing it against two baseline reward settings. Specif-949

ically, we evaluate how different reward config-950

urations influence the performance of the model951

during the refinement process.952

Baseline Reward Settings We establish two953

baseline configurations to assess the impact of re-954

ward settings:955

• Baseline 1: Future Advancement Only956

In this setting, the reward at each timestep t is957

solely based on future advancement. Mathemati-958

cally, this is defined as:959

rt = rfut = rfut
t . (14)960

• Baseline 2: Decayed Rewards 961

Here, we incorporate past, current, and future 962

rewards with decay factors applied to past and 963

current rewards. The reward at timestep t is cal- 964

culated as: 965

rt = rdecay = 0.25 ·rprev
t +0.5 ·rcurr

t +rfut
t . (15) 966

where the decay factor y = 0.5 is applied to both 967

past and current rewards. 968

Our Reward Setting: Balanced Rewards Our 969

proposed reward setting balances the three compo- 970

nents—past, current, and future—without applying 971

decay factors. The reward at timestep t is defined 972

as: 973

rt = r
prev
t + rcurr

t + rfut
t . (16) 974

This approach ensures that all three goals are 975

equally considered during the refinement process. 976

Experimental Results The experimental results 977

comparing the baseline reward settings with our 978

balanced reward strategy are presented in Table 19, 979

which showcase future prediction errors across var- 980

ious domains before and after one-step refinement 981

under different reward configurations. 982

Before
Update

After
Update

Domain ε1|S0

ε2|S1
(DEEPER)

ε2|S1
(rfut)

ε2|S1
(rdecay)

A 0.91 0.72 0.81 0.74
B 1.01 0.79 0.86 0.84
C 1.03 0.88 0.95 0.95
D 1.04 0.80 0.88 0.84
E 1.18 0.98 1.03 1.03
F 0.85 0.73 0.81 0.77
G 0.74 0.43 0.59 0.51
H 0.85 0.61 0.83 0.68
I 1.26 0.89 0.94 0.92
J 0.96 0.80 0.85 0.83

Table 19: Balanced reward (DEEPER) vs. Baseline
reward settings results

E.3 Proving the Effectiveness of Iterative RL 983

Training 984

In this analysis, we aim to demonstrate the effec- 985

tiveness of iterative RL training by comparing the 986

performance of the model after one iteration of 987

refinement versus two iterations. This compari- 988

son helps to understand whether additional refine- 989

ment iterations contribute to improved model per- 990

formance. 991

Baseline To evaluate the impact of iterative RL 992

training, we establish two baseline configurations: 993

• Baseline 1: Single Iteration 994

The model undergoes one iteration of training. 995
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• Baseline 2: Two Iterations996

The model undergoes two consecutive iterations997

of training to assess whether additional refine-998

ment leads to further performance gains.999

Experimental Results The experimental results1000

comparing single and double iterations of RL-1001

based refinement are presented in Table 20.1002

Before
Update

After
Update

Domain ε1|S0

ε2|S1
(DEEPER (Iter1))

ε2|S1
(DEEPER (Iter2))

A 0.91 0.84 0.72
B 1.01 0.93 0.79
C 1.03 0.99 0.88
D 1.04 0.98 0.80
E 1.18 1.12 0.98
F 0.85 0.78 0.73
G 0.74 0.65 0.43
H 0.85 0.87 0.61
I 1.26 1.03 0.89
J 0.96 0.91 0.80

Table 20: Iterative RL Training (DEEPER) Results com-
parison: Single vs. Double Training Iterations

E.4 Proving the Effectiveness of Introducing 1003

Prediction Results in Refinement 1004

Paradigm 1005

In this analysis, we aim to demonstrate the effec- 1006

tiveness of incorporating prediction results into the 1007

paradigm. Specifically, we leverage the iterative 1008

RL training framework of DEEPER to enhance 1009

IncUpdate(Inc-FT), which is the best performing 1010

baseline and based on paradigm of Persona Exten- 1011

sion. This enable auto-direction search in tradi- 1012

tional dynamic persona paradigm which does not 1013

involve prediction results into observations. The 1014

comparison between DEEPER and Inc-FT helps to 1015

understand whether integrating prediction results 1016

helps direction search. 1017

Experimental Results The experimental results 1018

are presented in Table 21. 1019

Before
Update

After
Update

Domain ε1|S0

ε2|S1
(DEEPER)

ε2|S1
(Inc-FT))

Recipe 0.91 0.72 0.77
Book 1.01 0.79 0.85
Clothing Shoes and Jewelry 1.03 0.88 0.95
Local Business 1.04 0.80 0.81
Movies and TV 1.18 0.98 1.02
Movie 0.85 0.73 0.79
Art Crafts and Sewing 0.74 0.43 0.62
Automative 0.85 0.61 0.78
Grocery and Gourmet Food 1.26 0.89 0.97
Sports and Outdoors 0.96 0.91 0.81

Table 21: Effectiveness of Introducing Prediction Re-
sults: DEEPER vs. IncUpdate (Inc-FT)

17



Dimensions High-Frequency Terms and Frequency

Story & Plot story (759), experience (596), reader (579), narrative (566),
storytelling (445), development (440), plot (286), adventure
(196), fantasy (187), suspense (156), mystery (155), action
(150), passion (149), thriller (109), journey (92), arc (75),
drama (66), protagonist (58), redemption (54)

Genre & Theme theme (655), genre (647), romance (388), aspect (406), level
(379), content (329), complexity (325), depth (325), world
(277), novel (212), topic (189), element (231), idea (189),
nuance (148), literature (137), nature (118), issue (122),
setting (88), balance (97), thought (96)

Author & Character author (143), quality (155), character (600), characteristic
(93), identity (70), protagonist (58)

Emotion & Experience affinity (217), appreciation (700), experience (596), will-
ingness (685), desire (563), love (410), enthusiasm (377),
resonance (352), emotion (185), escapism (203), curiosity
(182), expectation (167), favor (153), enjoyment (136), ex-
citement (121), comfort (117)

User Behavior Traits range (568), star (518), growth (318), perspective (279),
engagement (250), title (247), tendency (185), habit (155),
exploration (140), investment (86), variety (67)

User Personality & Values willingness (685), preference (581), individual (388), value
(221), self (183), discerning (183), personality (132), creativ-
ity (94), empathy (85), adaptability (90)

Social & Cultural Context life (198), community (164), time (181), boundary (99), need
(112), culture (77), knowledge (88), learning (95), justice
(61)

Relationship & Connection connection (474), relationship (411), choice (98), family
(67), interaction (57)

Table 22: Important Profiling Dimensions in the Book Domain

F Persona Probing1020

F.1 Important Profiling Dimensions in Book1021

Domain1022

Table 22 summarizes the key profiling dimensions1023

for users in the book domain, along with the high-1024

frequency terms and their frequencies within each1025

dimension. These dimensions include “Story &1026

Plot,” “Genre & Theme,” “Author & Character,”1027

among others, which encapsulate critical aspects of1028

user preferences and behaviors. The table high-1029

lights the most commonly used terms, such as1030

“story,” “experience,” and “reader” under the “Story1031

& Plot” dimension, providing insights into what1032

users value when engaging with book-related con-1033

tent.1034

F.2 Insights into User Group Characteristics1035

Table 23 illustrates the unique adjectives frequently1036

associated with specific user groups, providing a1037

detailed view of the preferences that distinguish1038

these groups. For instance, Group 1 exhibits traits1039

such as “romantic” and “dedicated,” while Group 41040

emphasizes “practical” and “cultural” preferences.1041

These findings underscore the variation in user char- 1042

acteristics, enabling targeted persona optimization 1043

based on group-specific attributes. 1044

User Groups Unique High-Frequency Adjectives

Group 1 romantic, paranormal, voracious,
dedicated, afraid

Group 2 notable, humorous, unconventional,
close, entertaining

Group 3 dramatic, dedicated,
resonant

Group 4 practical, spiritual, historical, cultural,
likely, playful, dynamic, inspirational,
close

Group 5 thoughtful, non, suspenseful,
fiction, dynamic, engaging, immersive

Table 23: Group-level preference for users
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G Case Study: A User in Book Domain1045

To deeply evaluate the performance of different per-1046

sona updates methods for dynamic persona model-1047

ing, we selected a single user from the book domain.1048

This domain provides a complex and rich context,1049

as users often demonstrate evolving preferences,1050

diverse genre interests, and emotional connections1051

with books over time. In case study, we focus on1052

the improvements of future prediction task over1053

four update rounds and the evolution of user’s per-1054

sonas with DEEPER as the update method.1055

G.1 Dynamic Persona Modeling1056

We first compares five persona update methods:1057

DEEPER, FullRegen, SlideRegen, IncUpdate, and1058

HierMerge, focusing on the evolution of the user’s1059

persona across 4 update steps and evaluate their1060

effectiveness based on the future prediction error1061

(MAE) at each step, as shown in Table 24. The1062

results of this case demonstrates that DEEPER con-1063

sistently reduces prediction error across refinement1064

steps, achieving continual persona optimization,1065

while all baseline methods not only fail to improve1066

but also degrade persona quality over time.1067

Domain ε1|S0
ε2|S1

ε3|S2
ε4|S3

ε5|S4

DEEPER 1.1 1.0 0.5 0.3 0.2
FullRegen 1.1 1.6 1.5 1.5 1.7
SlideRegen 1.1 1.4 1.8 1.9 1.5
IncUpdate 1.1 1.3 1.6 1.7 1.2
HierMerge 1.1 1.7 1.8 1.9 1.3

Table 24: Future prediction error across 4 persona up-
dates.

G.2 Persona Evolution 1068

In this section, we display the evolution of the 1069

user’s persona and corresponding observations in 1070

each window over four persona update rounds with 1071

DEEPER (Table 25, Table 26, Table 27, Table 28, 1072

Table 29). 1073
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Examples of Persona Evolution of DEEPER (A User from Book Domain)

S0 and observartions in W1

"The user appears to be an individual with a strong appreciation for both creative expression and
practical knowledge. Their high ratings for works that blend storytelling with deeper themes
suggest a reflective and imaginative personality. They likely enjoy narratives that not only
entertain but also provoke thought and inspire personal growth. The consistent high ratings for
books related to finance and funding indicate a keen interest in practical skills and knowledge,
suggesting that they may be entrepreneurial or involved in creative industries where funding and
financial acumen are crucial. This duality in their reading preferences points to a well-rounded
individual who values both the arts and the practicalities of life. The user’s enjoyment of stories
that involve mystery and justice indicates a fascination with problem-solving and perhaps a desire
for moral clarity in complex situations. Their varied interests suggest they are open-minded
and curious, likely seeking to expand their horizons through diverse genres. Overall, this user
embodies a blend of creativity and pragmatism, with a penchant for narratives that inspire,
educate, and entertain, reflecting a holistic approach to personal and professional development."
item_list = ["Insights of an Ordinary Man","Aura Advantage: How the Colors in Your Aura Can
Help You Attain What You Desire and Attract Success","Georgia Bound", "Fifth Life of the Cat
Woman", "Lady Justice and the Assassin", "Lord James Harrington and the Winter Mystery
(Volume 1)", "Elemental Magic", "Enchantments of the Heart","The Grimm Diaries Prequels
1-6", "The Quest for the Crystal Skulls"]

actual_ratings = [5, 5, 5, 5, 5, 5, 4, 3, 5, 5]
predict_ratings = [4, 3, 3, 4, 5, 4, 3, 3, 3, 4]

Table 25: Examples of S0 and observartions in W1

Examples of Persona Evolution of DEEPER (A User from Book Domain)

S1 and observartions in W2

"The user appears to be a creative and open-minded individual with a strong appreciation for
diverse forms of expression. Their high ratings for a wide range of books, including those that
blend fiction with spiritual or self-help themes, suggest a deep interest in personal growth and
self-discovery. This inclination towards inspirational and motivational content may indicate that
the user is seeking guidance or validation in their own life journey. Their consistent 5-star ratings
across various genres, including mystery and fantasy, demonstrate a willingness to explore new
ideas and perspectives. The user’s appreciation for practical knowledge and skills, as evident in
their interest in finance and funding, highlights their pragmatic side and potential entrepreneurial
or creative pursuits. Their enjoyment of stories that involve justice and problem-solving suggests
a strong sense of morality and a desire for fairness. Overall, this user embodies a unique blend
of creativity, curiosity, and practicality, with a penchant for narratives that inspire, educate,
and entertain. They seem to value diversity and are not afraid to explore unconventional ideas,
making them a highly open-minded and adaptable individual."
item_list= [ "A Hidden Fire: Elemental Mysteries Book 1", "It’s Just a Little Crush: A Lizzie
Hart Mystery (The Lizzie Hart Mysteries) (Volume 1)","The Devil Drinks Coffee", "The
Depot: When Life and Death Cross Tracks","Lady Justice and the Lottery (Volume 14)",
"Wuthering Heights (Penguin Classics)","The Ambitious Card (An Eli Marks Mystery) (Volume
1)","Miracles & Mischief: Meringue for your Brain", "The Color of Greed: Raja Williams Se-
ries (Raja Williams Mystery Thriller Series)", "Thursday Morning Breakfast (and Murder) Club"]

actual_ratings= [5, 5, 5, 5, 5, 5, 5, 5, 5, 5]
predict_ratings = [4, 4, 3, 4, 5, 5, 4, 3, 4, 4]

Table 26: Examples of S1 and observartions in W2.
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Examples of Persona Evolution of DEEPER (A User from Book Domain)

S2 and observartions in W3

"The user appears to be an extremely enthusiastic and optimistic individual who thoroughly
enjoys a wide range of books across various genres. Their high ratings for a vast array of titles,
including those that blend fiction with spiritual or self-help themes, suggest a deep interest in
personal growth and self-discovery. This inclination towards inspirational and motivational
content may indicate that the user is seeking guidance or validation in their own life journey.
Their consistent 5-star ratings across various genres, including mystery and fantasy, demonstrate
a willingness to explore new ideas and perspectives. The user’s appreciation for practical
knowledge and skills, as evident in their interest in finance and funding, highlights their pragmatic
side and potential entrepreneurial or creative pursuits. Their enjoyment of stories that involve
justice and problem-solving suggests a strong sense of morality and a desire for fairness. However,
their tendency to rate books at the maximum score, regardless of predicted ratings, suggests
a more impulsive and emotional approach to evaluating content. This user seems to value
diversity and is not afraid to explore unconventional ideas, making them a highly open-minded
and adaptable individual. Their love for storytelling and enthusiasm for new experiences may
indicate a creative or artistic personality, always seeking inspiration and joy in their reading
habits. Overall, this user embodies a unique blend of creativity, curiosity, and practicality, with a
penchant for narratives that inspire, educate, and entertain."
item_list = ["Lust, Money & Murder - Book 1: A Female Secret Service Agent Takes on
an International Criminal - Kindle edition", "Lust, Money & Murder - Books 1, 2 & 3: A
Female Secret Service Agent Takes on an International Criminal","The Hitman’s Lover (Jack
Scully Thrillers) (Volume 1)", "Initiation, Human and Solar","Consciousness of the Atom",
"Contagious: Why Things Catch On","The Poetical Works of Elizabeth Barrett Browning, Vol. I
eBook","The Original Folk and Fairy Tales of Grimm Brothers: The Complete First Edition",
"My Short, Happy Life In ’Jeopardy!’", "22/11/63"]

actual_ratings= [5, 5, 5, 4, 5, 5, 5, 3, 5, 3]
predict_ratings = [5, 5, 5, 5, 5, 5, 5, 5, 5, 5]

Table 27: Examples of S2 and observartions in W3

Examples of Persona Evolution of DEEPER (A User from Book Domain)

S3 and observartions in W4

"The user appears to be a highly enthusiastic and optimistic individual who enjoys a wide range
of books across various genres. Their love for storytelling and enthusiasm for new experiences
suggests a creative or artistic personality, always seeking inspiration and joy in their reading
habits. However, their tendency to rate books at the maximum score, regardless of predicted
ratings, suggests a more impulsive and emotional approach to evaluating content.Their consistent
5-star ratings for a variety of titles, including those that blend fiction with spiritual or self-
help themes, suggest a deep interest in personal growth and self-discovery. This inclination
towards inspirational and motivational content may indicate that the user is seeking guidance
or validation in their own life journey. Their appreciation for practical knowledge and skills,
as evident in their interest in finance and funding, highlights their pragmatic side and potential
entrepreneurial or creative pursuits.However, their 3-star rating for"The Original Folk and Fairy
Tales of Grimm Brothers" and 3-star rating for"22/11/63" suggests that they may not always
appreciate complex or darker themes, and may prefer more lighthearted or uplifting content.
This preference for happier endings and more optimistic themes may be a key aspect of their
reading preferences.Their enjoyment of stories that involve justice and problem-solving suggests
a strong sense of morality and a desire for fairness. However, their tendency to rate books at the
maximum score, regardless of predicted ratings, suggests that they may be more focused on the
emotional resonance of a story rather than its literary merit or technical quality.Overall, this user
embodies a unique blend of creativity, curiosity, and practicality, with a penchant for narratives
that inspire, educate, and entertain. They appear to be a highly open-minded and adaptable
individual, always seeking new experiences and inspiration in their reading habits."
item_list= [ "Into the Light (Easyread Large Bold Edition): Real Life Stories About Angelic
Visits, Visions of the Afterlife, and Other Pre-Death Experiences", "Catnapped: A Klepto Cat
Mystery (Volume 1)", "Dancing In The Moonlight (The Cowboys of Cold Creek)", "11/22/63
(Thorndike Press Large Print Core)","The Medium: An Emily Chambers Spirit Medium Novel
(Volume 1)","Passion, Power & Sin - Book 1: The Victim of a Global Internet Scam Plots Her
Revenge - Kindle edition", "Passion, Power & Sin - Books 1-5 (Book 1 Free)", "Season of the
Witch","Murder in the South of France: A Maggie Newberry Mystery, Vol. 1 (Maggie Newberry
Mysteries)","World hunger: Twelve myths"]

actual_ratings= [5, 4, 5, 3, 5, 5, 5, 5, 4, 5]
predict_ratings=[5, 5, 5, 3, 5, 5, 5, 5, 5, 4]

Table 28: Examples of S3 and observartions in W4
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Examples of Persona Evolution of DEEPER (A User from Book Domain)

S4 and observartions in W5

"Based on the differences between predicted and actual ratings, the user reveals a more nuanced
and complex individual. They appear to be a highly enthusiastic and optimistic person, always
seeking inspiration and joy in their reading habits. Their love for storytelling and enthusiasm
for new experiences suggest a creative or artistic personality, but with a notable emphasis on
emotional resonance and personal connection.Their consistent 5-star ratings for a wide range
of titles, including those with inspirational and motivational themes, suggest a deep interest
in personal growth and self-discovery. However, their ratings also indicate a willingness to
engage with more lighthearted and entertaining content, such as romance and mystery novels.
This preference for happier endings and more optimistic themes may be a key aspect of their
reading preferences.Their enjoyment of stories that involve justice and problem-solving suggests
a strong sense of morality and a desire for fairness. However, their tendency to rate books at the
maximum score, regardless of predicted ratings, suggests that they may be more focused on the
emotional impact of a story rather than its literary merit or technical quality.Interestingly, their
ratings also suggest a willingness to engage with complex and thought-provoking topics, such as
world hunger and global issues. This inclination towards inspirational and motivational content,
combined with a desire for practical knowledge and skills, highlights their pragmatic side and
potential entrepreneurial or creative pursuits.They may not always appreciate complex or darker
themes, and may prefer more uplifting content. However, their willingness to engage with more
serious topics, such as world hunger, suggests a depth and nuance to their personality that is not
immediately apparent.Overall, this user embodies a unique blend of creativity, curiosity, and
practicality, with a penchant for narratives that inspire, educate, and entertain. They appear to be
a highly open-minded and adaptable individual, always seeking new experiences and inspiration
in their reading habits. Their refined persona reveals a more complex and multifaceted individual,
with a deep appreciation for emotional resonance, personal growth, and practical knowledge."
item_list= [ "The Quickening of America: Rebuilding Our Nation, Remaking Our Lives", "The
Da Vinci Code (Robert Langdon)","The Accidental Cop (Ben Colder Mystery)", "Lingering
Echoes", "Rumors (Lingering Echoes)","Murder in Paris (The Maggie Newberry Mystery
Series)", "Stilettos & Scoundrels", "Bitty And The Naked Ladies (The Sherri Travis Mystery
Series) eBook", "Sati and the Rider: A Satyana Mystery (Volume 1)","Fleur deKey: a French
Quarter Mystery (The Foundation Mystery Series) (Volume 1)"]

actual_ratings= [5, 4, 5, 5, 5, 5, 4, 5, 5, 5]
predict_ratings=[5, 5, 4, 5, 5, 5, 4, 5, 5, 5]

Table 29: Examples of S4 and observartions in W5
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