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Abstract

In this demo, we explore the versatile application of Latent Diffusion Models
(LDMs) in audio tasks, showcasing their capabilities across three state-of-the-art
systems: AudioLDM-2 for text-to-audio generation, AudioSR for audio qual-
ity enhancement, and SemantiCodec for ultra-low bitrate neural audio coding.
AudioLDM-2 employs an LDM to decode high-quality audio from intermediate
Audio Masked Autoencoder (AudioMAE) features, which are generated using
a continuous language model conditioned on textual input. AudioSR leverages
an LDM to perform robust audio super-resolution, enhancing the quality of low-
resolution audio across various types and bandwidths, from speech and music
to general sounds. SemantiCodec utilizes an LDM to efficiently decode audio
from semantically rich, low-bitrate representations, demonstrating effective audio
compression. Together, these systems illustrate the broad utility of LDM as audio
decoder for diverse audio generation, enhancement, and neural audio codec tasks.
This report highlights the significance of these innovations and outlines our demo
objectives.

1 Introduction

As shown in Figure 1, this demo presents three state-of-the-art systems that leverage latent diffu-
sion models (LDMs) [10] for various audio tasks: AudioLDM-2 [7] for text-to-audio generation,
AudioSR [4] for audio quality enhancement, and SemantiCodec [6] for neural audio coding. These
models demonstrate the versatility of LDMs in different audio applications, addressing challenges in
audio generation, super-resolution, and compression.

The demo will showcase the following systems:

• AudioLDM-2: A text-to-audio generation model that transforms textual descriptions into
high-fidelity audio across a wide range of audio types. Besides using LDM, AudioLDM-2
is also the first to integrate continuous language modelling with GPT-2 [8] into a framework
that utilizes self-supervised pretrained audio features for generating audio. At the time of
publication, AudioLDM-2 demonstrated state-of-the-art performance across text-to-audio,
text-to-speech, and text-to-music tasks, demonstrating its cutting-edge capabilities in the
audio generation task.

• AudioSR: An LDM-based audio super-resolution model that enhances the quality of low-
resolution audio by predicting high-frequency details, improving audio fidelity for various
input sampling rates and types. AudioSR is the first system to perform audio super-resolution
across flexible input bandwidths and audio types. AudioSR has also been demonstrated as
an effective post-processing module by improving the output of various audio generation
models, including FastSpeech-2 [9], AudioLDM [5], and MusicGen [2]. AudioSR has been
adopted as the default post-processing system in state-of-the-art audio generation systems
such as FireRedTTS [3].
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Figure 1: Overview of three audio processing systems using Latent Diffusion Models (LDMs). Each
system utilizes LDMs differently: AudioLDM-2 for text-to-audio generation, AudioSR for enhancing
low-quality audio through super-resolution, and SemantiCodec for efficient audio compression and
reconstruction.

• SemantiCodec: A neural audio codec that efficiently compresses audio into a low-bitrate
representation while retaining rich semantic information, potentially enhancing the perfor-
mance of downstream tasks such as audio language modeling [1]. SemantiCodec is the first
system to achieve ultra-low bit rate (0.3-1.4 kbps) and ultra-low token rate (supporting 25,
50, 100 tokens per second) audio compression for open-domain audio content. Semanti-
Codec is also the first system to employ an LDM as the decoder in a neural audio codec,
showcasing the effectiveness of diffusion-based generative models in building neural audio
codec.

These three systems will be deployed on HuggingFace for demonstration, where users can interact
with the models online by generating audio from text, enhancing low-resolution audio, and compress-
ing and reconstructing audio. Section 2 outlines the key objectives of the demo and the configuration
settings available for each model.

2 Demo Objectives

The demo aims to showcase the following capabilities:

Text-to-Audio Generation with AudioLDM-2, allowing users to directly convert textual descriptions
into a variety of audio outputs, such as environmental sounds, music, or speech. For example,
by inputting a phrase like A ghostly choir chanting hauntingly beautiful hymns, the system can
instantly generate the corresponding audio. By interacting with the system, users will experience the
capabilities of AudioLDM-2, including how textual prompts influence model performance and the
quality of audio generation, potentially sparking new ideas for audio creation tasks.

Audio Super-Resolution with AudioSR, which can handle flexible input sampling rates (e.g., from
2kHz to 16kHz bandwidth) and upsample audio to 24kHz bandwidth with a 48kHz sampling rate.
In our demo, users can upload their audio or manually degrade an arbitrary audio file, then restore
its quality using AudioSR. This interactive process allows users to understand how AudioSR can
enhance audio quality, recognize any artefacts it might introduce, and identify conditions under which
AudioSR works the best or might not perform optimally.

Efficient Audio Compression and Reconstruction with SemantiCodec, showcasing the efficiency
of LDMs in neural audio coding by compressing audio into a semantically rich, low-bitrate represen-
tation and reconstructing the original audio with high fidelity. The systems support various bitrates
between 0.3 kbps and 1.4 kbps and can work with multiple token rates, including 25, 50, and 100
tokens per second. Through interaction with our SemantiCodec demo, users can understand the
trade-offs between token rate, bitrate, and audio reconstruction quality. This experience will also
demonstrate how various encoding parameters influence the fidelity of the decoded audio, offering
insights into the efficiency and effectiveness of neural audio codecs.
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