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ABSTRACT

Multi-view implicit scene reconstruction methods have become increasingly
popular due to their ability to represent complex scene details. Recent efforts
have been devoted to improving the representation of input information and to
reducing the number of views required to obtain high quality reconstructions. Yet,
perhaps surprisingly, the study of which views to select to maximally improve
scene understanding remains largely unexplored. We propose an uncertainty-
driven active vision approach for implicit scene reconstruction, which leverages
occupancy uncertainty accumulated across the scene using volume rendering to
select the next view to acquire. To this end, we develop an occupancy-based
reconstruction method which accurately represents scenes using either 2D or 3D
supervision. We evaluate our proposed approach on the ABC dataset and the in
the wild CO3D dataset, and show that: (1) we are able to obtain high quality
state-of-the-art occupancy reconstructions; (2) our perspective conditioned un-
certainty definition is effective to drive improvements in next best view selection
and outperforms strong baseline approaches; and (3) we can further improve
shape understanding by performing a gradient-based search on the view selection
candidates. Overall, our results highlight the importance of view selection for
implicit scene reconstruction, making it a promising avenue to explore further.

1 INTRODUCTION

Recent advances leveraging implicit neural representations have dramatically increased the capacity
for scene understanding (Mescheder et al., 2019; Park et al., 2019). For example, in the space of
neural rendering, a large number of works have focused on devising new methods to better under-
stand scenes with only 2D supervision (Yu et al., 2021; Yariv et al., 2020), with their widespread
adoption in part due to their ability to express far more complex scenes and details than explicit
counterparts such as meshes or voxels (Wang et al., 2018; Xie et al., 2019). Moreover, given the
potential of these functions to recover scene properties such as geometry, lighting and object se-
mantics, they hold the promise of revolutionizing applications in augmented reality, autonomous
driving and robotics. Current state-of-the-art models, however, may require up to hundred views to
achieve high quality scene reconstructions. Some efforts have been devoted to drastically reduce
this number by leveraging dataset amortization (Yu et al., 2021; Schwarz et al., 2020; Chen et al.,
2021). Surprisingly though, no work has focused on studying the effect of active view selection on
the scene reconstruction quality under a small budget constraint – e.g., using up to five views.

Active view selection methods aim to manipulate the viewpoint of a camera to choose views that
best improve 3D scene understanding (Connolly, 1985). These methods have traditionally leveraged
heuristics such as maximal coverage (Pito, 1999) or information gain (Krainin et al., 2011) without
data priors to iteratively select the next best view to acquire over depth images and the shape they
directly provide. In the context of contemporary reconstruction methods, without levering data,
heuristics like coverage or information gain cannot distinguish between unobserved regions of the
scene and regions for which a reconstruction model is uncertain, and as a result acquire views
which may provide no additional scene understanding. Recently we have witnessed the introduction
of data-driven approaches to learn next best view policy models (Vasquez-Gomez et al., 2021) as
well as 3D shape reconstruction models to drive these policies (Yang et al., 2018). These data-
driven models often require additional information such as 3D shape supervision (Yang et al., 2018)
or depth to train (Peralta et al., 2020), which is rarely available, difficult to obtain and no longer a
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requirement for any aspect of scene reconstruction when leveraging neural implicit functions (Yu
et al., 2021; Chen et al., 2021).
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Figure 1: Uncertainty-driven active vision pipeline.

We propose an uncertainty-driven active vi-
sion approach whose goal is to choose the se-
quence of views which lead to the highest re-
duction in reconstruction uncertainty (see Fig-
ure 1). The proposed approach, introduces
an implicit multi-view reconstruction model
to predict occupancy, leverages the occupancy
predictions to estimate uncertainty over un-
seen views, and defines view selection poli-
cies which seek to maximize the observable
model uncertainty. Notably, the contributed
reconstruction model is robust to arbitrary
numbers of input views, and can be trained
by leveraging either full 3D supervision from
occupancy values or 2D supervision from ren-
derings. Moreover, the observable model un-
certainty is estimated by extending the vol-
ume rendering formulation to accumulate pre-
dicted occupancy probabilities along rays cast
into the scene, enabling the search space of possible views to be efficiently explored. We evalu-
ate our proposed active vision approach on the simulated ABC (Koch et al., 2019) dataset as well
as the challenging, in the wild CO3D (Reizenstein et al., 2021) scene dataset, by leveraging up to
5 image perspectives. Our results demonstrate that: (1) our reconstruction model obtains impres-
sive reconstructions which lead to visible improvement over the previous state-of-the-art multi-view
occupancy method on the ABC dataset, and perhaps surprisingly, this improvement persists even
when training with only 2D supervision for larger numbers of input views; (2) our uncertainty-
driven active vision approach achieves notable improvements in shape understanding under volu-
metric and projection-based metrics relative to strong baseline selection policies on both ABC and
CO3D datasets; and (3) by performing a gradient-based search on the view selection candidates, we
can further improve shape understanding. The code to reproduce the experiments will be available
at anonymous.url.

2 RELATED WORKS

Traditional active vision methods for 3D reconstruction, limited by lack of access to contemporary
learning methods and large scale data, generally focus on identifying views to maximize visibility of
unobserved areas of the scene using a range camera (Pito, 1999; Connolly, 1985; Banta et al., 2000).
Connolly (1985) first proposed to determine views in the scene which would maximize the visibility
of unobserved voxels. Many works then focused on reducing the cost of computing coverage metrics
and increasing the number of candidate views considered (Pito, 1999; Blaer & Allen, 2007; Low &
Lastra, 2006; Vasquez-Gomez et al., 2013). Conversely, other methods computed utility scores
over additional factors such as view overlap, scan quality and navigation distance which can be
optimized over to select views (Massios et al., 1998; Fisher & Sanchiz, 1999; Foissotte et al., 2008;
Vasquez-Gomez et al., 2014). More contemporary next best view methods, especially in the context
of robotics, focused on maximizing information gain as opposed to direct view coverage (Sebastian
et al., 2005; Le et al., 2008; Huber et al., 2012; Krainin et al., 2011; Peng et al., 2020), though this
optimization was over models without strong data priors. The absence of data-driven reconstruction
models in these methods results in depth information being necessary for both reconstruction and
view selection, coarse shape predictions relative to learning based approaches, and view selections
which cannot reason over learned shape priors.

A small number of active vision methods have also been proposed which make use of deep learn-
ing. Mendoza et al. (2020) trained a deep learning classifier to predict which pose out of a set of
discreet options will best improve a generated point cloud, and Vasquez-Gomez et al. (2021) re-
gressed the pose for a camera which would maximize coverage, though both operate over a range
camera with no learned reconstruction model. Most similar to our setting, Peralta et al. (2020) used
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Figure 2: Our reconstruction method. (X,Y, Z) is the input 3D position in space, {Ri, Ti} is the set
of input image camera parameters, and {Rt, Tt} is the target camera parameters.

reinforcement learning to select optimal paths for an RGB camera, over a pre-trained reconstruction
algorithm. This involved the training of a reinforcement learning policy on top of the reconstruction
algorithm, both of which required ground truth shape depth information for training, whereas our
method requires no additional learning and can be applied with only 2D supervision. Yang et al.
(2018) proposed a data-driven recurrent reconstruction method with a unified view planner, though
the voxel predictions here are coarse and the learning is performed on-policy, with their reconstruc-
tion model biased towards views selected by their policy, and so not directly comparable. Finally, in
the similar setting of active haptic perception, Smith et al. (2021) learn where to touch an object next
to best understand shape over a learned data-driven reconstruction model, also using reinforcement
learning approaches.

3 METHOD

In our active vision approach, the goal is to choose a sequence of views which lead to the highest
reduction in reconstruction uncertainty, and as result improve the 3D shape reconstruction accuracy.
An overview of the proposed pipeline is depicted in Figure 1: (1) a pre-trained shape reconstruction
model is fed with an object image; (2) the predicted reconstruction is used to estimate the uncertainty
over the unseen object views; (3) the view with the highest uncertainty is acquired and subsequently
fed to the reconstruction model, which is designed to process an arbitrary number of views. We
begin by describing our proposed reconstruction model, which can be trained by leveraging either
full 3D supervision from occupancy values or 2D supervision from renderings. Afterwards, we will
present our proposed uncertainty-driven next best view selection approach.

3.1 RECONSTRUCTION MODEL

Our proposed reconstruction model, depicted in Figure 2, is robust to arbitrary numbers of input
views and produces occupancy predictions. The model takes as input a position in space, (X,Y, Z),
a set of K of input images vi and their corresponding camera parameters (Ri, Ti), and produces
an occupancy prediction. In particular, an image encoder extracts features from each input image
through a large VGG-like CNN (Simonyan & Zisserman, 2014) followed by a perceptual feature
pooling operation (Wang et al., 2018). Then, the features of each image are concatenated with a
positional embedding (Mildenhall et al., 2020) of their corresponding camera parameters and the
input position, and are passed through a series of ResNet Blocks (He et al., 2016). The resulting
camera-position-aware features of each image are aggregated using deep set pooling layers (Zaheer
et al., 2017), allowing for permutation invariant aggregation of features from arbitrary numbers of
views. Finally, a sigmoid activation is applied to produce an occupancy prediction. The recon-
struction model is trained using full 3D supervision from ground truth occupancy values through a
combination of intersection over union (IoU) and binary cross entropy (BCE) losses.

We extend the model to operate without full 3D supervision and to leverage 2D supervision from
renderings. In this case, the model takes the camera parameters of a target view (Rt, Tt) as additional
input. These parameters are embedded (Mildenhall et al., 2020) and concatenated with the predicted
occupancy and intermediate features from the deep set camera-position-aware feature aggregation.
The result of the concatenation is passed through a series of fully connected layers to predict colour
for the target position. The reconstruction model is trained by leveraging a rendering loss. Along a
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Figure 3: Demonstration of the accumulation of uncertainty along a ray. On the left we display the
initial input image for to the model and in the middle a new perspective into the scene for a ray, with
the ray origin labeled in black, and samples along the ray labeled in red. In the graph on the left we
highlight the per-sample ground truth occupancy values ô(t), predicted occupancy values o(t), and
resulting uncertainty accumulation function values Tu(t) and accumulated uncertainty u(t).

ray r = ro + td, where ro is the ray origin and d is the ray viewing direction, we compute a colour
value along a ray Ĉ(r) by integrating occupancy o(t) and colour c(t) predictions:

Ĉ(r) =

∫ tf

tn

T (t)o(t)c(t)dt, (1)

where tn and tf define the range of integration, and T (t) = exp(−
∫ t

tn
o(s)ds) allows accumulation

of colour up to occlusions (Oechsle et al., 2021). The models are trained by randomly selecting
between 1 and 5 input images and minimizing the mean squared error (MSE) between predicted
pixel values along rays and ground truth pixel values in a target image. Further training details are
provided in the Appendix and an architecture diagram for the model is provided in Figure 2.

3.2 UNCERTAINTY-DRIVEN NEXT BEST VIEW SELECTION

We start by defining occupancy uncertainty from occupancy predictions. Then, we introduce our
proposed view uncertainty computation, and finally we present the uncertainty-driven policies con-
sidered for the task of next best view selection.

3.2.1 OCCUPANCY UNCERTAINTY

Occupancy prediction, as a binary classification task, is determined by applying a threshold to pre-
dicted network probabilities. For our tasks, we set the threshold for predictions at 0.5. The distance
of predicted probabilities from this decision boundary provides implicit model confidence (Watt
et al., 2020; Wu et al., 2018; Zhou et al., 2012). Scaling this value by two provides a normalized
confidence score for model predictions: 2|0.5 − o(t)|; however, it is well known that binary clas-
sification probabilities are poorly calibrated with accuracy (Guo et al., 2017), and so we calibrate
this confidence score using an exponential : (2|0.5 − o(t)|)β , where β ∈ R+ is a hyper-parameter
which either smooths or exaggerates the distances from the decision boundary (see Figure 4). We
then define the uncertainty of occupancy prediction in as follows:

u(o(t)) = 1− (2|o(t)− .5|)β . (2)

In the Appendix we demonstrate our occupancy predictions are initially quite poorly calibrated, and
that by identifying the correct value of β we drastically improve calibration error.
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Figure 4: Occupancy confidence
for different calibration hyper-
parameter values.
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Figure 5: Visualization of uncertainty sources (cols. 3-5) for 3
new views (col. 2) after an initial view (col. 1), with high view
uncertainty projected onto the current prediction (col. 6).

3.2.2 VIEW UNCERTAINTY

We decompose the observable uncertainty from a given perspective (view) into two sources: silhou-
ette uncertainty and depth uncertainty. Intuitively, for a given ray through a scene, the uncertainty
associated with silhouette prediction addresses the question “does this ray hit an object?”, and if
the ray has been established to hit an object, the uncertainty associated with the depth of occlusion
addresses the question “where does this ray first hit an object?”.

Silhouette Uncertainty. A ray’s silhouette prediction, s(r) ∈ [0, 1], can be resolved using
the final accumulation value T (tn) as follows: s(r) = 1 − T (tn). As this is an occu-
pancy prediction, we leverage Equation 2 to define silhouette uncertainty, usil(r), as follows:
usil(r) = 1− (2|s(r)− .5|)λs .

Depth Uncertainty. For the occupancy of a 3D point in space, we again leverage Equation 2:
up(t) = 1−(2|o(t)−.5|)λu . Then, we seek to accumulate point uncertainty along a ray. In particular,
we aim to accumulate uncertainty indiscriminately up until the model is highly confident that a
surface has been observed, as this point represents where depth uncertainty has been fully resolved.
We therefore update the accumulation function T (t) in Equation 1 to account for uncertainty as
follows: Tu(t) = exp(−

∫ t

tn
1s|o(s) − .5|λtds), where 1s is the indicator function for o(s) > 0.5,

and λt ∈ R+ is a smoothing hyper-parameter. This ensures the accumulation of uncertainty along
the ray reduces with the degree to which the model is positively confident an occlusion has been
observed – i.e., o(t) > .5.

With an uncertainty definition over the scene and an accumulation function to integrate them up to
occlusions, we possess the minimum tools to apply volume rendering. However, we also consider
that our model predictions are limited in resolution which may lead to high uncertainty regions at
decision boundaries regardless of shape understanding. To mitigate this issue, we introduce a rate of
change correction, d(t) = 1− (∇ro(t))

λd , where ∇ro(t) ∈ [0, 1] is the directional derivative of the
occupancy prediction along the ray r, and λd ∈ R+ is a smoothing hyper-parameter. Multiplying
up(t) by d(t) reduces the defined uncertainty at a point when passing through a tight surface decision
boundary, as defined by the rate of change of the occupancy.

We rewrite the volume rendering definition highlighted in Equation 1 to account for depth uncer-
tainty along a ray as:

udepth(r) =

∫ tf

tn

Tu(t)d(t)up(t)dt. (3)

In Figure 3, we highlight how predicted occupancy values along a ray through a scene results in
the accumulation of uncertainty. In this example uncertainty is present due to the model’s lack of
confidence in the exact location of the object’s outer shell.

View Uncertainty. We define the uncertainty of a perspective as the average accumulated silhouette
and depth uncertainty from rays cast from it:

u(v) =
1

|v|
∑
r∈v

(usil(r) + λ) ∗ udepth(r), (4)
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where λ is a hyper-parameter which ensures that depth uncertainty is present even if silhouette
uncertainty is zero. The uncertainty under this combination of sources is highlighted in Figure 5,
which demonstrates high uncertainty both in areas where the model is unsure of the existence of the
shape along a ray (silhouette uncertainty) and location of the object along a ray (depth uncertainty).
We provide an ablation over our uncertainty definition in the Appendix.

3.2.3 NEXT BEST VIEW SELECTION POLICIES

We consider two uncertainty-driven policies for next best view selection, with the first inspired by
traditional discrete next best view selection policies (Pito, 1999; Connolly, 1985), and the second
allowing for more efficient large scale scene exploration.

Candidate Policy. This policy considers a set of N random views, V = {vi}Ni=1, chosen such that
no views are closer than δ to each other. The policy selects the view which has the largest computed
view uncertainty: argmaxvi∈V u(vi) .

Gradient Policy. This policy selects a random view from the search space of views such that the
selected view is no closer than δ to any views already selected. Then, the position of this view is
updated using m steps of gradient ascent to maximize the uncertainty it contains. This optimization
is performed with a distance penalty to push the updated position away from the positions of already
sampled views, and to encourage it to stay within the search space of views:

max
θ

u(vθ)− λDD(vθ, {v<i})− λSD(vθ, S), (5)

where D is the l2 distance metric, λD and λS are hyper-paramters, {v<i} is the set of previous
views, S is the defined search space, and θ is the viewing parameters of the initial view v.

4 EXPERIMENTS

We will now evaluate the performance of our proposed reconstruction method and then compare the
proposed uncertainty based next best view policies to a set of strong baselines under two reconstruc-
tion settings – i.e., leveraging full 3D supervision and leveraging 2D supervision from renderings.
Additional experimental details and hyper-parameter settings can be found in the Appendix. Videos
highlighting the results of our experiments are also included in the supplemental materials.

Datasets. (1) ABC dataset: We make use of a subset of the ABC dataset (Koch et al., 2019) curated
by Smith et al. (2021) for haptic active perception. This dataset consists of 25000 object models,
split into training, validation and test sets with sizes 23000, 1500, and 500. The perspective search
space for this dataset is defined as a sphere around the object where the camera is always pointed
towards the center of the object, and the camera resolution is 128 × 128. (2) CO3D dataset: We
make use of the CO3D dataset which is made up of ∼ 1.5M images from 19,000 in the wild videos
sequences of 50 object classes (Reizenstein et al., 2021). We sub-sample this dataset to only use
video instances with more then 10 frames, use the supplied image masks to remove background
colours, and scale all images to 256 × 256. We split the resulting dataset into train, validation and
test sets with a ratio of 80/10/10. The perspective search space for each object is the set of images
remaining in the video frames after 10 evenly spaced test images, and the set of frames already
sampled have been removed.

Next best view selection baselines. (1) Random: A random policy which selects views at random
but no closer than δ to existing views. (2) Even: A uniform coverage policy which selects the view
which maximizes the distance from existing views. (3) Odd: Uniform coverage policy which selects
every second view chosen by the Even policy, because many objects considered are symmetrical, and
as a result the Even policy often provides redundant information at every second selection. For all
baselines and uncertainty-based policies, the first view is selected at random.

Metrics. (1) IoU: we consider the 3D intersection over union metric (IoU) to measure the volumetric
performance of our reconstruction models and view selection policies (Zhou et al., 2019). (2) PSNR:
we consider the peak signal to noise ratio metric (PSNR) to measure the rendering performance of
our reconstruction models and view selection polices (Hore & Ziou, 2010).
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Number of Images
Model 1 2 3 4 5

Ours - 3D 0.6537 0.7374 0.7776 0.8013 0.8149
Ours - 2D 0.3601 0.4728 0.5287 0.5675 0.5928

Pix2Vox 0.4673 0.4919 0.5025 0.5066 0.5087

Table 1: Reconstruction IoU results on ABC.

Number of Images
Policy 1 2 3 4 5

Candidate Policy 17.40 18.43 19.03 19.40 19.61
Random Policy 17.40 18.37 18.92 19.30 19.53

Even Policy 17.40 18.39 18.98 19.36 19.60
Odd Policy 17.40 18.41 19.00 19.35 19.59

Table 2: PSNR comparison over selection poli-
cies in the 2D supervision setting on CO3D.

Input Views

View Predictions

Ground Truth

Input Views

View Predictions

Ground Truth

Figure 6: Shape reconstruction examples from the CO3D dataset where i-th image in the bottom
row represents the reconstruction using input images 1 to i.

4.1 SCENE RECONSTRUCTION RESULTS

We first evaluate our reconstruction model in the full 3D supervision setting. To do so, we train
our model on the ABC dataset and demonstrate its performance by comparing it in terms of IoU to
Pix2Vox (Xie et al., 2019), a state of the art multi-view occupancy reconstruction model. We train
Pix2Vox in the same setting as our own model, and show performance from 1 to 5 views in Table 1.
We highlight object reconstruction examples in the Appendix. We then evaluate our reconstruction
model in the 2D supervision setting. We train the model on the ABC dataset and highlight its IoU
performance in Table 1 and provide PSNR results in the Appendix. Relative to Pix2Vox we observe
considerable improvement in reconstruction performance in the 3D supervision setting, and perhaps
surprisingly, our model in the 2D supervision setting achieves significantly better IoU predictions
when more than 3 views are provided. We additionally train our proposed reconstruction model
on a subset of the CO3D dataset (Reizenstein et al., 2021) and highlight example reconstruction
results in Figure 6 and provide PSNR results in the Appendix. From this training we observe
strong qualitative results and consistent improvement in PSNR with additional views, though
poor silhouette labels and highly variable camera distances in the dataset leads to poor occupancy
predictions for certain objects.

Figure 7: IoU comparison of
policies – 3D supervision on
ABC.

Figure 8: IoU improvement
over random policy – 3D su-
pervision on ABC.

Figure 9: IoU comparison of
policies – 2D supervision on
ABC.

4.2 NEXT BEST VIEW RESULTS

We evaluate the performance of our active vision pipeline by computing uncertainty along a ray as
follows: (1) We randomly sample 1024 rays from the set of pixels in each perspective to compute the
uncertainties for each view. (2) We estimate the integrals for computing uncertainties along each ray
using 128 evenly distributed samples. (3) The directional derivative in the rate of change correction
at ray sample ti, d(ti), is approximated by the absolute change in occupancy in the surrounding
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Figure 10: Shape reconstruction comparison, on the ABC dataset in the 3D supervision setting, over
selection policies with the middle columns of images highlighting the reconstructions with 2 to 5
views under each policy and the candidate policy view selections highlighted in final column.

samples along the ray: ∇ro(ti) = |o(ti+1)− o(ti−1)|. All hyper-parameters are chosen using a grid
search on a validation set for the downstream next best view task.

3D Supervision - ABC: We compare the performance of our candidate policy with 20 candidate
views to the baseline policies on ABC. We evaluate using IoU over the test set, with 10 random
view initializations for each object and up to 5 input views. Results are presented in Figure 7. We
observe our policy leads to notably more accurate shape predictions than the baseline policies with
slightly diminishing returns as all policies converge to uniform coverage. We highlight example
reconstructions in Figure 10, where our proposed policy recovers both coarse shape and fine grained
details with more accuracy and less number of views – e.g., see the reconstruction obtained after
the first next best view selection (top row). In the Appendix we show the candidate policy selection
also results in lower variance and minimum IoU over the 10 random view initialization. We further
evaluate the performance of our gradient policy with 2, 5 and 10 gradient steps under the same con-
ditions and compare to the candidate policy and the random policy with which they are initialized.
Figure 8 shows the relative improvement in performance of these policies w.r.t. the random policy.
The gradient policy significantly outperforms the random policy with only 2 steps, and increasing the
number of steps improves this difference but with diminishing returns. However, the gradient policy
does not improve over the performance of the candidate policy, as this policy approximately fully
covers the perspective search space, while the gradient policy tends to get stuck in local uncertainty
maxima. Further candidate and gradient policy results are highlighted in the Appendix.

2D Supervision - ABC: We compare the performance of our candidate policy with 20 candidates
to the baseline policies on the ABC dataset. Results are highlighted in Figure 9. Additionally, we
perform PSNR evaluation by sub-sampling pixel values from 20 random views predicted using
volume rendering and highlight results in Figure 12. Our proposed candidate policy outperforms
all the baselines up to 4 selected views both in terms of IoU and PSNR. For IoU this improvement
is even more pronounced than in the full 3D supervision setting. In terms of PSNR the raw
improvement is small, but pronounced relative to differences among the three baselines, and worth
noting as the candidate policy does not account for uncertainty in colour, and we render objects
with high specularity. In the Appendix we show that over both IoU and PSNR the candidate
policy significantly outperforms the baseline policies in terms of variance reduction and worse case
performance. We then compare the performance of our gradient policy to the candidate policy
and the random policy both in terms of IoU and PSNR in Figures 13 and 14 and demonstrate it
effectively searches and finds areas of locally high uncertainty, leading to improved reconstruction
accuracy. In Figure 11, we highlight the search of the gradient-based update over the perspective
search space. Further candidate and gradient policy results are highlighted in the Appendix.
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0 1 2 3 4 5Gradient
Step

Ground Truth Shape

Initial View

Initial Prediction

PSNR 19.79 20.404 23.11 23.35 24.10 24.06

0.081 0.131 0.136 0.136 0.145 0.145

Input View

Observable Uncertainty 

Prediction

Figure 11: The change in perspective observed in the gradient policy gradient updates in the 2D
supervision setting on the ABC dataset, where for each step the current uncertainty, shape prediction,
and resulting IoU and PSNR (over 20 random views) are highlighted.

2D Supervision - CO3D: We further apply our candidate policy with 10 candidates to the baseline
policies on the CO3D dataset. As volumetric ground truth shape information is not provided for
this dataset, we perform this comparison in terms of PSNR only and show results in Table 2. We
observe that our candidate policy outperforms all baselines’ selection. We note however, that while
the degree to which the candidate policy outperforms the baselines is approximately equal to the
differences between them, these differences are quite small. The camera movement for CO3D image
sequences tends to be on a small ring around the top of the object as opposed to the sphere of camera
positions in the ABC dataset, leading far less variation in information received across images.

Figure 12: PSNR comparison
of policies – 2D supervision
on ABC.

Figure 13: IoU improvement
over random policy – 2D su-
pervision on ABC.

Figure 14: PSNR improve-
ment over random policy –
2D supervision on ABC.

5 CONCLUSION

In this paper, we tackled next best view selection for implicit 3D scene reconstruction. We proposed
an occupancy-based implicit reconstruction method which can be trained with either 3D or 2D su-
pervision and demonstrated that it can be successfully applied to both simulated object datasets and
challenging in the wild 3D scene datasets. We introduced a novel uncertainty-driven active vision
method which computes the observable model uncertainty of perspectives to drive view selection,
both via candidate selection and direct optimization over camera parameters. With these active view
policies we demonstrated significant accuracy improvements in scene reconstruction over a set of
strong baselines in both 2D and 3D supervisions settings, and over both simulated and real data, and
highlighted efficient scene exploration for highly informative view.

With respect to limitations of this work, we highlight that occupancy predictions on the CO3D
dataset can be quite poor, resulting in less informative uncertainty from views. In addition we also
note that we currently require foreground masks of objects to operate.
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6 REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our work:

1. We will publicly release all code required to train and test our models and methods.
2. We will release all trained models weights such that the claims made in this paper can be

numerically validated.
3. In the Appendix, we have included all the training details for our models and methods

including: network architectures, hardware used, training times, hyper-parameter settings,
and optimizers.

4. We have provided all the necessary details to produce the datasets leveraged in this work,
and this data is publicly available to download from independent sources.
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A APPENDIX

A.1 RECONSTRUCTION MODEL DETAILS

The reconstruction model used to predict 3D scene properties in the 3D supervision setting takes
as input a set of K images, camera positions, and camera orientations in quaternion format, and
a position in space. The set of K images are passed independently through a large CNN. The
architecture of this CNN is highlighted in Table 17, and features from layers 7, 13, and 19 and 25
are collected and sampled using perceptual image pooling (Wang et al., 2018) leading to a feature
vector of size 480 which is passed through two fully connected layers to change its size to 125. The
position information and camera information from each camera are all passed through positional
embedding layers (Mildenhall et al., 2020), concatenated, and then passed through a single fully
connected layer leading to a feature vector of size 125. The image features and positions features
are then concatenated and passed through a set of 3 ResNet blocks (He et al., 2016) with hidden
size 250. This leads to K features vectors of size 250. To aggregate the information from multiple
cameras, we use a set of 3 deep set layers with max pooling and hidden size 250 (Zaheer et al., 2017),
and then apply a final fully connected layer with sigmoid activation to predict the occupancy value.

The reconstruction model used to predict 3D scene properties in the 2D supervision setting on the
ABC dataset takes as input a set of K images, camera positions, and camera orientations in quater-
nion format, a position in space, and a target camera’s position and orientation in quaternion format.
The set of K images are passed independently through a large CNN. The architecture of this CNN
is highlighted in Table 18, and features from layers 7, 13, and 19 and 25 are collected and sampled
using perceptual image pooling (Wang et al., 2018) leading to a feature vector of size 600 which is
passed through a two fully connected layers to change its size to 125. The position information and
camera information from each camera are all passed through positional embedding layers (Milden-
hall et al., 2020), concatenated, and then passed through a single fully connected layer leading to
a feature vector of size 125. The image features and positions features are then concatenated and
passed through a set of 3 ResNet blocks (He et al., 2016) with hidden size 250. This leads to K
features vectors of size 250. To aggregate the information from multiple cameras, we use a set of 3
deep set layers with max pooling and hidden size 250, and then apply a final fully connected layer
with sigmoid activation to predict the occupancy value. Intermediary features from this aggrega-
tion and a positional embedding of the target camera’s parameters are then concatenated and passed
through 3 fully connected layers with a final sigmoid activation to predict the colour. For training
on the CO3D dataset, the operations are identical except that the input images are of size 256× 256
and so the height and width of image feature maps are doubled.

All training is performed on a single Tesla V100 GPU with 16 CPU cores with the Adam optimizer
and learning rate 1e−4 for 3 days, models selected using grid search over networks lengths and layer
widths, and training stopped frozen using early stopping.

A.2 RECONSTRUCTION RESULTS

We visualize predicted shape examples for the 3D setting on the ABC dataset in Figure 15 and
rendered shape examples for the 2D setting on the ABC dataset in Figure 16. We provide PSNR
results on the test set with 2D supervision training on the CO3D and ABC datasets in Table 4.

Figure 15: Reconstruction results on the ABC dataset in the 3D supervision setting where in each
example the left most image is the ground truth shape, the upper row is the input images, and the
lower row is the predicted shape with 1 to 5 images leveraged.
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Ray Origin
Ray Samples

Input View Perspective of Ray

Figure 17: Demonstration of the accumulation of uncertainty along a ray. On the left we display the
initial input image for to the model and in the middle a new perspective into the scene for a ray, with
the ray origin labeled in black, and samples along the ray labeled in red. In the graph on the left we
highlight the per-sample ground truth occupancy values ô(t), predicted occupancy values o(t), and
the resulting accumulated uncertainty both with the rate of change correction, u(t), and without it
u∗∗(t).

Figure 16: Reconstruction results on the ABC dataset in the 2D supervision setting where in each
example the left most image is the ground truth shape, the upper row is the input images, and the
lower row is the rendered shape with 1 to 5 images leveraged.

A.3 UNCERTAINTY ANALYSIS

We provide further analysis of our uncertainty definition along rays. In Figure 17 we highlight how
predicted occupancy values along a ray through a scene results in the accumulation of uncertainty
both with and without the use of the directional derivative. In this example the model is very con-
fident about the occupancy of the object at every point along the ray. Due to its limited resolution,
however, some occupancy’s are predicted to be close to the decision boundary and, without the
presence of the rate of change correction, this results in the accumulation of significant uncertainty.

In Figure 18 we highlight how predicted occupancy values along a ray through a scene results in the
accumulation of uncertainty both when using the original volume rendering accumulation function,
T (t), and when using our uncertainty based accumulation function, Tu(t). In this example the model
is uncertain if the ray intersects with the object’s surface, as indicated by predicted occupancy values
hovering around 0.3 for a short period. With the standard volume rendering accumulation (equation
1) any predicted occupancy results in the reduction of accumulation for future ray samples as shown
by the reduction of T (t) from 1 to around 0.2. We avoid this reduction by leveraging our uncertainty
based accumulation function which does not penalize negative occupancy predictions (o(t) < 0.5).
As a result the accumulated uncertainty which leverages T (t), u∗(t), is significantly lower then our
true accumulated uncertainty, u(t), by the end of the ray.

A.4 NEXT BEST VIEW DETAILS

In the 3D supervision setting for the ABC Dataset, we set λs = 2, λu = 2, λt = 4, λd = .5,
λD = .05, λS = 4 and λ = 1. The minimum distance of views in the candidate selection policy is
0.7. For the gradient selection policy, the learning rate is set to 0.5 and optimization is performed
using the Adam optimizer.

In the 2D supervision setting for the ABC Dataset, we set λs = 0.5, λu = 4 , λt = 4, λd =
[10, 2, .5, .2] for selection 1 to 4, λD = .05, λS = 4, and λ = 0. The minimum distance of views
in the candidate selection policy is 0.7. For the gradient selection policy, the learning rate is set
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Ray Origin
Ray Samples

Input View Perspective of Ray

Figure 18: Demonstration of the accumulation of uncertainty along a ray. On the left we display
the initial input image for to the model and in the middle a new perspective into the scene for a
ray, with the ray origin labeled in black, and samples along the ray labeled in red. In the graph
on the left we highlight the per-sample predicted occupancy values o(t), and resulting uncertainty
accumulation function values Tu(t) and accumulated uncertainty u(t). In addition we also provide
resulting uncertainty accumulation function values T (t) and accumulated uncertainty u∗(t) if the
standard volume rending accumulation function is leveraged (equation 1).

to 0.5 and optimization is performed using the Adam optimizer. In the 2D supervision setting for
the CO3D dataset, we leverage only the silhouette uncertainty with λs = 0.5 as this model’s local
occupancy predictions tended to be poor due, and this setting performed better empirically better on
the validation set.

A.5 NEXT BEST VIEW ABLATIONS

Here we provide an ablation over choices made in our proposed next best view method. This abla-
tion in the 3D supervision setting is highlighted in Table 3 where we highlight that removing the sil-
houette uncertainty, depth uncertainty, uncertainty based accumulation function, and rate of change
correction leads to reduction in IoU accuracy. We do note that for the first action selection, removing
the rate of change slightly improves accuracy, but that for all further action selections its addition
significantly improves performance. The Ablation in the 2D supervision setting is highlighted in
Tables 5 and 6 for IoU and PSNR. We highlight that removing the silhouette uncertainty, depth un-
certainty, uncertainty based accumulation function, and rate of change correction leads to reduction
in IoU accuracy. For PSNR, the same is observed except that the removal of the rate uncertainty
based accumulation function, and rate of change correction leads to slightly worse PSNR results.

Number of Images
Model Setting 1 2 3 4 5

Full Policy 0.6218 0.7177 0.7565 0.7755 0.7861
No Sil. 0.6218 0.7149 0.7551 0.7745 0.7854

No Depth 0.6218 0.7041 0.7420 0.7649 0.7789
No Tu(t) 0.6218 0.7177 0.7536 0.7719 0.7829
No d(t) 0.6218 0.7185 0.7541 0.7727 0.7836

Table 3: Ablation over next best view per-
formance in the 3D supervision setting on
the ABC dataset.

Number of Images
Dataset 1 2 3 4 5

ABC 21.063 23.238 24.708 25.890 27.164

Co3D 16.776 17.645 18.234 18.750 18.797

Table 4: PSNR reconstruction results
on the test sets from training on the
ABC and CO3D daatasets

Number of Images
Model Setting 1 2 3 4 5

Full Policy 0.2996 0.4437 0.5062 0.5419 0.5644
No Sil. 0.2996 0.4365 0.5045 0.5410 0.5644

No Depth 0.2996 0.4256 0.4882 0.5292 0.5561
No Tu(t) 0.2996 0.4430 0.5047 0.5403 0.5627
No d(t) 0.2996 0.4436 0.5060 0.5416 0.5629

Table 5: Ablation results for IoU on the
ABC dataset in the 2D supervision setting.

Number of Images
Model Setting 1 2 3 4 5

Full Policy 23.2532 26.2307 28.0478 29.2633 30.0405
No Sil. 23.2532 26.0313 27.7125 28.8475 29.7231

No Depth 23.2532 26.1232 27.8261 29.0386 29.9100
No Tu(t) 23.2532 26.2615 28.0748 29.2888 30.0762
No d(t) 23.2532 26.2316 28.0555 29.2836 30.0812

Table 6: Ablation results for PSNR on the ABC
dataset in the 2D supervision setting.
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A.6 NEXT BEST VIEW ADDITIONAL RESULTS

We highlight the performance of all policies over IoU in the 3D supervision setting on the ABC
dataset in Table 7. This evaluation is with 10 random view initializations and over the 500 test set
objects. We demonstrate in Table 8 the worst case performance of all policies over the 10 random ini-
tializations, and show that our candidate policy continues to our outperform all others. We demon-
strate in Table 9 standard deviation in IoU of all policies over the 10 random initializations, and show
that our candidate policy also results in lower variance of performance. In Figure 19, we provide
additional reconstruction results for different policy selection strategies and in Figures 20 and 21,
we provide additional results for the gradient policy’s updates over the perspective search space.

Initial Input

Initial Prediction

Ground Truth

Even PredictionsRandom Predictions Odd Predictions Policy Predictions

Views selected by the Policy

Figure 19: Shape reconstruction comparison over selection policies, with the candidate policy view
selections highlighted in final column. Results shown for ABC in the 3D supervision setting.

Proposed View

Visualize Uncertainty

Ground Truth Shape

Initial Prediction

Initial View 

Resulting Prediction

0.2312 0.2672 0.3950 0.4097 0.4119 0.4499IoU

0.044 0.418 0.625 0.906 1.046 1.143Average  
Uncertainty

0 1 2 3 4 5Gradient
Step

Figure 20: The change in perspective observed in the gradient policy gradient updates, where
for each step the current uncertainty, shape prediction, and resulting IoU are highlighted. Results
shown for ABC in the 3D supervision setting.
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Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 0.6218 0.7177 0.7565 0.7755 0.7861
Grad - 2 Steps 0.6218 0.7082 0.7459 0.7657 0.7778
Grad - 5 Steps 0.6218 0.7123 0.7487 0.7665 0.7772

Grad - 10 Steps 0.6218 0.7135 0.7491 0.7663 0.7773
Random 0.6218 0.7044 0.7424 0.7629 0.7756

Even 0.6218 0.6945 0.7418 0.7669 0.7798
Odd 0.6218 0.7068 0.7464 0.7620 0.7730

Table 7: IoU performance of all policies on the ABC test set in the 3D supervision setting.

Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 0.4696 0.6335 0.6959 0.7298 0.7474
Grad - 2 Steps 0.4696 0.6128 0.6714 0.7066 0.7285
Grad - 5 Steps 0.4696 0.6205 0.6784 0.7107 0.7281

Grad - 10 Steps 0.4696 0.6193 0.6775 0.7085 0.7259
Random 0.4696 0.6039 0.6649 0.7039 0.7284

Even 0.4696 0.5767 0.6626 0.7117 0.7368
Odd 0.4696 0.6085 0.6766 0.7014 0.7191

Table 8: Worst case IoU performance of all policies on the ABC test set in the 3D supervision setting.

0.8087 0.8647 0.8696 0.8861 0.9026 0.9005IoU

Average  
Uncertainty

0 1 2 3 4 5Gradient
Step

Ground Truth Shape

Initial View

Initial Prediction

0.088 0.074 0.965 0.141 0.159 0.163

Figure 21: The change in perspective observed in the gradient policy gradient updates, where for
each step the current uncertainty, shape prediction, and resulting IoU are highlighted. Results shown
on ABC in the 3D supervision setting.

We highlight the performance of all policies over IoU and PSNR in the 2D supervision setting on the
ABC dataset in Table 10 and Table 13. These evaluations are with 10 random view initializations
and over the 500 test set objects. We demonstrate in Table 11 and Table 14 the worst case
performance of all policies over the 10 random initializations, and show that our candidate policy

Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 0.0813 0.0459 0.0328 0.0256 0.0220
Grad - 2 Steps 0.0813 0.0519 0.0398 0.0318 0.0267
Grad - 5 Steps 0.0813 0.0495 0.0381 0.0309 0.0273

Grad - 10 Steps 0.0813 0.0507 0.0387 0.0318 0.0283
Random 0.0813 0.0540 0.0412 0.0322 0.0268

Even 0.0813 0.0628 0.0427 0.0307 0.0248
Odd 0.0813 0.0530 0.0383 0.0336 0.0296

Table 9: Standard deviation in IoU performance over 10 random view initializations for all policies
on the ABC test set in the 3D supervision setting.
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Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 0.2996 0.4436 0.5062 0.5419 0.5644
Grad - 2 Steps 0.2996 0.4228 0.4846 0.521 0.5453
Grad - 5 Steps 0.2996 0.4287 0.491 0.527 0.5496

Grad - 10 0.2996 0.4311 0.4937 0.5296 0.5528
Random 0.2996 0.4099 0.4676 0.5043 0.5293

Even 0.2996 0.3951 0.4777 0.5248 0.5519
Odd 0.2996 0.4218 0.4887 0.5202 0.5438

Table 10: IoU performance of all policies on the ABC test set in the 2D supervision setting.

Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 0.1654 0.3505 0.4305 0.4784 0.5088
Grad - 2 Steps 0.1654 0.3146 0.393 0.441 0.4722
Grad - 5 Steps 0.1654 0.3264 0.4058 0.4515 0.4818

Grad - 10 Steps 0.1654 0.3309 0.4085 0.4545 0.4866
Random 0.1654 0.2952 0.3677 0.4165 0.4515

Even 0.1654 0.2407 0.3745 0.4537 0.498
Odd 0.1654 0.3147 0.4073 0.4473 0.4758

Table 11: Worst case IoU performance of all policies on the ABC test set in the 2D supervision
setting.

continues to outperform all others. We demonstrate in Table 12 and Table 15 standard deviation
in IoU of all policies over the 10 random initializations, and show that our candidate policy also
results in lower variance of performance. In Figures 22 and 23, we provide reconstruction results
for different policy selection strategies, and in Figure 24, we provide additional results for the
gradient policy’s updates over the perspective search space.

Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 0.0749 0.0531 0.0432 0.0364 0.0322
Grad - 2 Steps 0.0749 0.0612 0.0516 0.0446 0.0458
Grad - 5 Steps 0.0749 0.058 0.0483 0.0422 0.0381

Grad - 10 Steps 0.0749 0.057 0.0485 0.0421 0.0373
Random 0.0749 0.0642 0.0557 0.0484 0.0435

Even 0.0749 0.0795 0.0558 0.0408 0.0326
Odd 0.0749 0.0599 0.0465 0.0418 0.0893

Table 12: Standard deviation in IoU performance over 10 random view initializations for all policies
on the ABC test set in the 2D supervision setting.

19



Under review as a conference paper at ICLR 2023

Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 23.25 26.23 28.04 29.26 30.04
Grad - 2 Steps 23.25 25.95 27.57 28.65 29.41
Grad - 5 Steps 23.25 26.08 27.72 28.82 29.55

Grad - 10 23.25 26.12 27.77 28.85 29.57
Random 23.25 25.74 27.29 28.34 29.12

Even 23.25 25.53 27.70 29.13 30.01
Odd 23.25 26.02 27.85 28.81 29.52

Table 13: PSNR performance of all policies on the ABC test set in the 2D supervision setting.

Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 20.38 24.28 26.32 27.70 28.70
Grad - 2 Steps 20.38 23.72 25.58 26.75 27.66
Grad - 5 Steps 20.38 23.98 25.75 27.00 27.85

Grad - 10 Steps 20.38 24.05 25.86 27.09 27.88
Random 20.38 23.30 25.03 26.19 27.12

Even 20.38 22.67 25.46 27.49 28.70
Odd 20.38 23.75 26.04 27.08 27.91

Table 14: Worst case PSNR performance of all policies on the ABC test set in the 2D supervision
setting.

Number of Images
Model Setting 1 2 3 4 5

Candidate Policy 1.459 1.058 0.942 0.832 0.731
Grad - 2 Steps 1.459 1.191 1.081 1.000 0.914
Grad - 5 Steps 1.459 1.132 1.068 0.974 0.897

Grad - 10 Steps 1.459 1.127 1.039 0.956 0.888
Random 1.459 1.288 1.199 1.134 1.041

Even 1.459 1.434 1.156 0.865 0.719
Odd 1.459 1.197 0.991 0.934 0.856

Table 15: Standard deviation in PSNR performance over 10 random view initializations for all
policies on the ABC test set in the 2D supervision setting.
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Figure 22: Shape reconstruction comparison over selection policies in the 2D supervision setting,
with the candidate policy view selections highlighted in final column. Results on ABC.

Random Predictions Even Predictions Odd Predictions Policy Predictions

Views Selected by Policy 

Initial View

Initial Prediction

Ground Truth 

Figure 23: Shape reconstruction comparison over selection policies in the 2D supervision setting,
with the candidate policy view selections highlighted in final column. Results on ABC.

0.238 0.450 0.450 0.463 0.438 0.461IoU
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Uncertainty
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PSNR 20.16 22.21 22.20 22.626 22.93 22.92

Ground Truth Shape

Initial View

Initial Prediction

Figure 24: The change in perspective observed in the gradient policy gradient updates in the 2D
supervision setting, where for each step the current uncertainty, shape prediction, and resulting IoU
and PSNR are highlighted. Results on ABC.
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β 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4

Calibration Error 0.056 0.031 0.023 0.035 0.052 0.073 0.094 0.119 0.136 0.157

Table 16: Average calibration error over 20 bins for different values of β for the ABC validation set.

(a) (b) (c)

Figure 25: Calibration curves on a) the validation set, b) the test set, and c) the test set after expo-
nential smoothing of predicted occupancy probabilities with β = 0.7. This is performed with 20 bins
and the blue columns for each bin indicates there relative. Results on ABC.

A.7 OCCUPANCY CALIBRATION

We define the uncertainty of occupancy predictions using the direct predicted probabilities in Equa-
tion 2, however it is well established that classification probabilities can be poorly calibrated with
accuracy (Guo et al., 2017). We demonstrate that this is also true for our model, by plotting the val-
idation set calibration curve of our reconstruction model in the 3D supervision setting on the ABC
dataset in Figure 25a. This posses an average l1 calibration error over 20 bins of 0.0731. However,
we suggest that the hyper-parameter β in this equation can act as a re-calibration tool of the predicted
probabilities:

ô(t) =

{
t ≤ .5 1+(2|o(t)−.5|)β

2

t ≥ .5 1−(2|o(t)−.5|)β
2

To demonstrate this, we compute expected calibration curves over the validation set for different
values of β in Table 16. From this we see that the calibration error can be drastically reduced by
a simple exponential scaling with values 0.7 of the predicted occupancy. To demonstrate that this
trend continues to the test set, we plot the calibration curves before and after scaling in Figures 25b
and 25c, where the average calibration error reduces from 0.064 to 0.017.

1We highlight average calibration error instead of expected calibration error due to the dramatically uneven
number of samples across bins.
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Index Input Operation Output Shape

(1) Input Conv (3× 3) + BN + ReLU 3 × 128 × 128
(2) (1) Conv (3× 3) + BN + ReLU 32 × 64 × 64
(3) (2) Conv (3× 3) + BN + ReLU 32 × 64 × 64
(4) (3) Conv (3× 3) + BN + ReLU 32 × 64 × 64
(5) (4) Conv (3× 3) + BN + ReLU 32 × 64 × 64
(6) (5) Conv (3× 3) + BN + ReLU 32 × 64 × 64
(7) (6) Conv (3× 3) + BN + ReLU 32 × 64 × 64
(8) (7) Conv (3× 3) + BN + ReLU 64 × 32 × 32
(9) (8) Conv (3× 3) + BN + ReLU 64 × 32 × 32

(10) (8) Conv (3× 3) + BN + ReLU 64 × 32 × 32
(11) (10) Conv (3× 3) + BN + ReLU 64 × 32 × 32
(12) (11) Conv (3× 3) + BN + ReLU 64 × 32 × 32
(13) (12) Conv (3× 3) + BN + ReLU 64 × 32 × 32
(14) (13) Conv (3× 3) + BN + ReLU 128 × 16 × 16
(15) (14) Conv (3× 3) + BN + ReLU 128 × 16 × 16
(16) (15) Conv (3× 3) + BN + ReLU 128 × 16 × 16
(17) (16) Conv (3× 3) + BN + ReLU 128 × 16 × 16
(18) (17) Conv (3× 3) + BN + ReLU 128 × 16 × 16
(19) (18) Conv (3× 3) + BN + ReLU 128 × 16 × 16
(20) (19) Conv (3× 3) + BN + ReLU 256 × 8 × 8
(21) (20) Conv (3× 3) + BN + ReLU 256 × 8 × 8
(22) (21) Conv (3× 3) + BN + ReLU 256 × 8 × 8
(23) (22) Conv (3× 3) + BN + ReLU 256 × 8 × 8
(24) (23) Conv (3× 3) + BN + ReLU 256 × 8 × 8
(25) (24) Conv (3× 3) + BN + ReLU 256 × 8 × 8

Table 17: Architecture for CNN in the 3D supervision setting.

Index Input Operation Output Shape

(1) Input Conv (3× 3) + BN + ReLU 3 × 128 × 128
(2) (1) Conv (3× 3) + BN + ReLU 40 × 64 × 64
(3) (2) Conv (3× 3) + BN + ReLU 40 × 64 × 64
(4) (3) Conv (3× 3) + BN + ReLU 40 × 64 × 64
(5) (4) Conv (3× 3) + BN + ReLU 40 × 64 × 64
(6) (5) Conv (3× 3) + BN + ReLU 40 × 64 × 64
(7) (6) Conv (3× 3) + BN + ReLU 40 × 64 × 64
(8) (7) Conv (3× 3) + BN + ReLU 80 × 32 × 32
(9) (8) Conv (3× 3) + BN + ReLU 80 × 32 × 32

(10) (8) Conv (3× 3) + BN + ReLU 80 × 32 × 32
(11) (10) Conv (3× 3) + BN + ReLU 80 × 32 × 32
(12) (11) Conv (3× 3) + BN + ReLU 80 × 32 × 32
(13) (12) Conv (3× 3) + BN + ReLU 80 × 32 × 32
(14) (13) Conv (3× 3) + BN + ReLU 160 × 16 × 16
(15) (14) Conv (3× 3) + BN + ReLU 160 × 16 × 16
(16) (15) Conv (3× 3) + BN + ReLU 160 × 16 × 16
(17) (16) Conv (3× 3) + BN + ReLU 160 × 16 × 16
(18) (17) Conv (3× 3) + BN + ReLU 160 × 16 × 16
(19) (18) Conv (3× 3) + BN + ReLU 160 × 16 × 16
(20) (19) Conv (3× 3) + BN + ReLU 320 × 8 × 8
(21) (20) Conv (3× 3) + BN + ReLU 320 × 8 × 8
(22) (21) Conv (3× 3) + BN + ReLU 320 × 8 × 8
(23) (22) Conv (3× 3) + BN + ReLU 320 × 8 × 8
(24) (23) Conv (3× 3) + BN + ReLU 320 × 8 × 8
(25) (24) Conv (3× 3) + BN + ReLU 320 × 8 × 8

Table 18: Architecture for CNN in the 2D supervision setting.
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