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Abstract

While research on dialogue response genera-001
tion has primarily focused on generating co-002
herent responses conditioning on textual con-003
text, the critical question of when to respond004
grounded on the temporal context remains005
underexplored. To bridge this gap, we pro-006
pose a novel task called timely dialogue re-007
sponse generation and introduce the TIMELY-008
CHAT benchmark, which evaluates the capabil-009
ities of language models to predict appropriate010
time intervals and generate time-conditioned011
responses. Additionally, we construct a large-012
scale training dataset by leveraging unlabeled013
event knowledge from a temporal common-014
sense knowledge graph and employing a large015
language model (LLM) to synthesize 55K016
event-driven dialogues. We then train TIMER,017
a dialogue agent designed to proactively predict018
time intervals and generate timely responses019
that align with those intervals. Experimental re-020
sults show that TIMER outperforms prompting-021
based LLMs and other fine-tuned baselines in022
both turn-level and dialogue-level evaluations.023
We publicly release our data, model, and code.1024

1 Introduction025

The development of human-like chatbots has been026

a long-standing aspiration in the history of AI chat-027

bot research. Over the years, researchers have028

introduced various aspects that constitute human-029

likeness, such as persona (Zhang et al., 2018; Ahn030

et al., 2023), long-term memory (Xu et al., 2022a,b;031

?), commonsense (Zhou et al., 2021; Qin et al.,032

2021), emotional support (Rashkin et al., 2019; Liu033

et al., 2021; Zhang et al., 2024), role-play (Shao034

et al., 2023; Li et al., 2023), and virtual world (Park035

et al., 2022, 2023). These efforts have led to the036

success of commercial chat services like Replika037

and Character AI, which have met the public’s de-038

mand for social companion chatbots (Chaturvedi039
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Did you take Max out for his walk yet?

Not yet, I’m just getting ready to head out. It’s going to take 
me a while to get everything ready.

Do you have time to walk him around the park or just a 
quick stroll today? Max will love the fresh air and exercise.

I have some time, so I can walk him around the park for a 
bit. I’ll make sure Max gets plenty of playtime.

That sounds great! Have a good walk with Max!

You too, have a good day!

(30 minutes later) Have you
enjoyed your walk with Max?

Thanks, enjoy your walk with
Max!

Has he made some new 
friends along the way?

Instant Response Delayed Response
Agent responds to user immediately Agent responds to user with a 

contextually aligned delay

Repetitive interactions without 
conversational progress

Immediacy harms the 
coherence of response

Enables human-like timely 
interactions

Improves coherence with proper 
time interval

Figure 1: An illustrative example of a timely dialogue
agent. Unlike delay-agnostic agents that can only pro-
vide instant responses, a timely dialogue agent proac-
tively predicts response delays as well as responses by
considering the temporal context of the conversation,
enabling human-like interactions.

et al., 2023; Guingrich and Graziano, 2023). The 040

pursuit for human-like chatbots still remains im- 041

portant with the remarkable advancements in large 042

language models (LLMs) as dialogue agents, inter- 043

secting with the growing societal and technological 044

demand for AI agents capable of engaging in more 045

natural and human-like interactions. 046

Research on dialogue response generation has 047

predominantly focused on generating appropriate 048

and consistent next utterances, conditioning on 049

the textual information within dialogue contexts. 050

Meanwhile, the question of when to respond to a 051

user as well as what to respond has not yet been ac- 052

tively explored, although it is crucial for real-time 053

dialogue agents to properly ground their responses 054

on temporal contexts regarding the status of ongo- 055
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ing conversational events. For instance, as show056

in Figure 1, if the agent generate only instant re-057

sponses without considering response timing, it058

can cause repetitive interactions without conversa-059

tional progress or produce responses that do not060

align with the temporal context of the conversa-061

tional event. In contrast, by incorporating response062

timing, the agent can maintain a natural flow while063

providing timely responses. This requires ground-064

ing responses on the temporal context tied to the065

status of the event, mirroring the way humans nat-066

urally adapt their responses in human-to-human067

conversations. This requires both the ability to068

introduce delays tied to the event status and the069

ability to generate responses conditioned on those070

delays.071

However, it is inherently challenging to simulate072

such scenarios with dialogue models trained on ex-073

isting datasets. Most dialogue datasets lack explicit074

temporal context and are created under the tacit075

assumption that interactions occur instantly. Addi-076

tionally, collecting real-time conversations where077

temporal context is naturally embedded (e.g., text078

messages between individuals) is highly restricted079

due to privacy concerns and ethical considerations.080

In this work, we propose a novel task named081

Timely Dialogue Response Generation, which082

aims to generate not only coherent responses but083

also to consider the temporal context associated084

with ongoing events. Specifically, it focuses on085

predicting the necessary time interval for the next086

utterance and generating a corresponding time-087

conditioned response. We introduce TIMELYCHAT-088

EVAL dataset and propose a benchmark to assess089

two key aspects: response timing prediction and090

time-conditioned response generation. To create091

diverse event-driven dialogues, we combine the092

human-annotated event-duration pairs from a tem-093

poral commonsense knowledge graph with the pow-094

erful dialogue generation capability of an LLM.095

Furthermore, we introduce a large-scale dataset096

comprising 55K event-driven dialogues for super-097

vised fine-tuning (SFT). To address the challenges098

of costly and labor-intensive manual annotation, we099

utilize unlabeled event sources from a large-scale100

temporal commonsense knowledge graph and lever-101

age an LLM to pseudo-label event durations and102

synthesize diverse event-driven dialogues. Using103

this dataset, we present TIMER, a dialogue model104

fine-tuned with a multi-task learning objective that105

jointly predicts the time interval and generates the106

corresponding response.107

Evaluation results on the proposed bench- 108

mark demonstrate that TIMER outperforms both 109

instruction-tuned LLMs and dialogue models 110

fine-tuned on other datasets in generating time- 111

conditioned responses and predicting time intervals 112

consistent with temporal commonsense. Further- 113

more, in dialogue-level evaluations, TIMER dis- 114

tinguishes between situations requiring delayed re- 115

sponses and those requiring instant responses more 116

effectively, and generates more timely responses 117

that align well with the predicted time intervals. 118

Our contributions are three-fold: 119

• We propose a novel task named timely dialogue 120

response generation, which considers not only 121

what to respond but also when to respond. 122

• We introduce an SFT dataset enriched with di- 123

verse and comprehensive event knowledge, along 124

with a time-augmented training approach. 125

• We release the TIMELYCHAT benchmark, train- 126

ing data, and our timely dialogue agent named 127

TIMER to facilitate further research in this area. 128

2 Related Work 129

Long-term dialogue involves conversations that un- 130

fold over multiple sessions with time intervals be- 131

tween sessions. Xu et al. (2022a) introduce Multi- 132

Session Chat (MSC), which consists of up to five 133

sessions separated by certain time intervals, resem- 134

bling interactions in messaging platforms. Jang 135

et al. (2023) emphasize the significance of speaker 136

relationships in long-term dialogues and propose 137

Conversation Chronicles (CC), a large-scale LLM- 138

generated dataset that incorporates a wider range 139

of time intervals and fine-grained speaker informa- 140

tion. Maharana et al. (2024) present LoCoMo, a 141

very long-term dialogue dataset covering up to 32 142

sessions, along with a benchmark designed to as- 143

sess various long-term memory capabilities. How- 144

ever, prior research primarily focuses on recalling 145

persona sentences or past events from previous 146

sessions, without addressing the temporal context 147

between ongoing events and time intervals in real- 148

time conversations. A notable attempt to incorpo- 149

rate such relations is GapChat (Zhang et al., 2023), 150

which introduces an event timeline to capture event 151

progression over given time intervals. Our work 152

moves beyond the assumption of predetermined 153

time intervals and instead necessitates a proactive 154

dialogue agent capable of dynamically determining 155

realistic time delays based on temporal context. 156
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3 Task Definition157

We introduce a new task named Timely Dialogue158

Response Generation, which aims to generate con-159

textually appropriate responses while incorporating160

temporal considerations from the dialogue history.161

A key temporal factor that influences a response is162

how much time has passed since the previous ut-163

terance. To capture this, we define time interval as164

our primary temporal context, which represents the165

relative time difference (e.g., 10 minutes) between166

utterances. Formally, we model the conditional167

probability distribution Pθ of a response rt at t-th168

turn given the textual context U<t and the temporal169

context T<t:170

rt ∼ Pθ(ut|U<t, T≤t), (1)171

where τt ∈ T (t ≥ 2) denotes the elapsed time172

between ut−1 and ut. This probability distribu-173

tion can be further decomposed into two subtasks,174

which are the main focus of this study.175

Subtask 1. Response Timing Prediction The176

first task is to predict the optimal timing for de-177

livering messages to users. Mathematically, this178

involves predicting the t-th time interval given the179

available contexts:180

τ̂t ∼ Pθ(τt|U<t, T<t). (2)181

Subtask 2. Time-conditioned Response Genera-182

tion The subsequent task is to generate a contex-183

tually appropriate response while incorporating the184

predicted timing for message delivery:185

rt ∼ Pθ(ut|U<t, T<t, τ̂t). (3)186

Note that this task formulation challenges the187

widely held assumption that dialogue agents should188

always respond to user messages instantly. In-189

stead, it takes temporal context into account, i.e.,190

the amount of elapsed time, to determine when a191

response should be generated.192

4 TIMELYCHAT Benchmark193

We construct TIMELYCHAT benchmark to as-194

sess the timely response generation capabilities195

of dialogue models. To this end, we first craft196

high-quality timely conversations through tempo-197

ral knowledge base and LLMs and then design two198

evaluation processes. Figure 2 shows the overall199

construction process of our benchmark.200

4.1 Data Construction 201

We incorporate temporal information into dia- 202

logues using a temporal commonsense knowledge 203

base. This knowledge base captures various event- 204

related temporal dynamics which is well suited for 205

transforming temporal context into event-driven 206

dialogues. By identifying temporal patterns, we 207

seamlessly integrate them into conversations, uti- 208

lizing the sophisticated dialogue generation capa- 209

bilities of LLMs. We outline our data construction 210

process below. 211

4.1.1 Event Knowledge Extraction 212

We first obtain a rich and reliable source of daily 213

events and their typical durations for crafting event- 214

driven conversations with temporal context. To 215

this end, we utilize the event duration category 216

of MC-TACO dataset (Zhou et al., 2019). The 217

dataset consists of sentences for specific events, 218

queries to ask the typical duration of the event 219

(e.g., "How long does it take to . . . ?"), and human- 220

annotated ground-truth answers. We utilize the 221

sentences with ground-truth answers, i.e., event- 222

duration pair, to synthesize event-driven conversa- 223

tions. During data construction, we excluded the 224

examples whose temporal intervals shorter than one 225

minute or longer than 24 hours to simulate realistic 226

temporal delay in daily dialogue situations. Lastly, 227

we instruct GPT-4 (Achiam et al., 2023) with these 228

sentences and event-duration pairs to generate de- 229

scriptive sentences. It integrates the event and its 230

duration into coherent sentences, forming seed nar- 231

ratives for dialogue generation. 232

4.1.2 Timely Dialogue Generation 233

With the extracted temporal event knowledge, we 234

instruct GPT-4 to generate conversations. Our in- 235

struction contains the conditions that the generated 236

dialogues must satisfy: 237

• Spatial Separation: The scenario must involve 238

one speaker experiencing an event while con- 239

versing with another speaker about it. This en- 240

sures there are no contradictions arising from 241

both speakers being in the same spatial context. 242

• Temporal Implicitness: The response must 243

avoid direct references to the elapsed time. This 244

condition reduces the occurrence of dull re- 245

sponses that simply acknowledge the time inter- 246

val and, more importantly, prevents lexical over- 247

lap with the ground-truth time interval, which 248

could create shortcuts in the generation process. 249
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Jane and John spent six 
enchanting hours 
together, losing track of 
time as they laughed and 
shared stories over a 
candlelit dinner, strolled 
through the blooming 
gardens, and watched the 
stars emerge in the 
evening sky.

Event Narrative

I’m meeting John 
today.

Oh, where are you 
guys going?

Maybe somewhere 
new, I guess?

6 hours later

That sounds fun. 
Enjoy your date!

Delay-interleaved Dialogue

1. Spatial Separation
2. Temporal Implicitness
3. Mutual Exclusivity

1. Make paired 
event knowledge

2. Generate
seed narratives

PersonX wants 
to date PersonY

Head

isBefore
Relation

PersonX asks
out PersonY

Tail

Event-duration Pair

Jane goes on a date with John
Event

6 hours
Duration

ATOMICMC-TACO

Instruction

+ 3. Synthesize
event-driven 
dialogues

Jane

Jane

Stella

Stella

Jane
It was an amazing 
night!

Jane is John’s 
girlfriend.

Sentence

How long 
does…?

Question
{6 hours, 3
hours, …}

Answer

Figure 2: Overall process of data construction method. Two different knowledge sources represent the same example
for better understanding. Note that due to constraints imposed by the instruction, Jane’s conversation partner
becomes Stella, not John.

• Mutual Exclusivity: The time-conditioned re-250

sponse must become untimely under contrary251

temporal conditions. In other words, a delayed252

response should be incoherent under an instant253

condition with no time interval, and an instant254

response should be incoherent when a time inter-255

val exists. It prevents generating time-agnostic256

responses that remain coherent regardless of the257

temporal context.258

Along with these instructions, we provide one259

randomly selected example from six author-written260

dialogues, each ranging from 5 to 10 turns, to261

prevent ill-formed outputs and diversify dialogue262

lengths. After manual inspection and filtering out263

low-quality dialogues that did not meet all the con-264

ditions, the final synthesized dataset consists of265

324 dialogues, with an average length of 6.5 turns.266

All prompts and examples used in the construction267

process are provided in Appendix A.268

4.2 Evaluation Protocols269

With the crafted conversations, we propose two270

evaluation approaches to assess the abilities of di-271

alogue agents to generate timely responses: turn-272

level and dialogue-level.273

4.2.1 Turn-level Evaluation274

In turn-level evaluation, we assess each subtask on275

the target response. For response timing predic-276

tion, a model predicts the time interval required277

for the next utterance given a dialogue context.278

We then evaluate (1) whether the model correctly279

classifies the next turn as either delayed or instant,280

and (2) how close is the predicted interval to the281

ground truth. We measure precision, recall, false282

positive rate (FPR), and F1 for the binary classi-283

fication, and root mean squared logarithmic error 284

(RMSLE) for regression by converting each time 285

interval into minutes. For response generation, a 286

model generates a time-conditioned response given 287

a dialogue context and ground-truth time inter- 288

val. We measure BLEU (Papineni et al., 2002), 289

ROUGE (Lin, 2004), and BERTScore (Zhang et al., 290

2020) as reference-based metrics. Additionally, we 291

measure naturalness (Mehri et al., 2022) and time- 292

specificity (Tsunomori et al., 2023) on a 5-point 293

scale, adopting G-Eval (Liu et al., 2023) for auto- 294

matic evaluation. 295

4.2.2 Dialogue-level Evaluation 296

One crucial quality of a timely dialogue agent is 297

its ability to introduce appropriate delays consider- 298

ing the temporal context while maintaining a natu- 299

ral conversational flow. Inspired by dialogue-level 300

evaluation methods with model-to-model interac- 301

tions (Li et al., 2019; Zhou et al., 2024), we provide 302

an event-driven scenario and let an agent converse 303

with GPT-4 as a user simulator (Yoon et al., 2024; 304

Kazi et al., 2024; Niu et al., 2024) for the fixed 305

number of turns to measure dialogue-level met- 306

rics. We measure coherence (Mehri et al., 2022) 307

and dialogue-level time-specificity to assess the 308

quality of the agent’s responses, and measure de- 309

lay appropriateness that considers both the timing 310

and duration of delays, using G-Eval with a 5-point 311

scale. The evaluation criteria of G-Eval metrics and 312

simulator instructions are detailed in Appendix B. 313
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Dataset # Sessions Construction Method Time Granularity Event-grounded # Events

MSC (Xu et al., 2022a) 13K (4.4K) Crowdsourcing hours - weeks ✗ -
CC (Jang et al., 2023) 1M (160K) LLM-generated hours - years ✗ -
LoCoMo (Maharana et al., 2024) 842 (-) LLM-gen + Crowd days - months ✗ -
GapChat (Zhang et al., 2023) 2.6K (782) LLM-gen + Crowd minutes - years ✓ 128
TIMELYCHAT (Ours) 55K LLM-generated minutes - hours ✓ 55K

Table 1: Comparison of long-term dialogue datasets interleaved with time intervals. The number in parentheses
under the # Sessions column represents the count of sessions with time intervals within a day. Event-grounded
indicates whether the dialogues reflect the temporal context associated with events or not.

5 TIMER: A Dialogue Agent for Timely314

Responses315

5.1 Training Data Augmentation with316

Unlabeled Knowledge317

Utilizing paired event-duration knowledge is essen-318

tial for creating conversations that simulate timely319

responses. However, manually constructing such320

annotations is both costly and labor-intensive, pos-321

ing a challenge to creating large-scale datasets for322

training LMs. To overcome this limitation, we323

leverage unlabeled event knowledge graphs and324

harness the capabilities of GPT-3.5 to construct325

large-scale paired knowledge and generate syn-326

thetic dialogues. This approach significantly re-327

duces the manual effort required while enabling328

the creation of extensive training data.329

Event Knowledge Extraction. We extract event330

knowledge from the ATOMIC20
20 dataset (Hwang331

et al., 2021), a large-scale commonsense knowl-332

edge graph containing the event-centered category333

represented as event triplets (i.e., head, relation,334

and tail), which capture diverse temporal dynamics.335

To make more natural dialogues, we randomly re-336

place the anonymized person names (e.g., PersonX)337

in the triplets with common American names. Sub-338

sequently, we prompt GPT-3.5 to integrate these339

triplets into single-sentence event descriptions, pro-340

ducing more natural and coherent event representa-341

tions.342

Event Duration Estimation. Since the event343

triplets in ATOMIC20
20 do not include annotated344

durations, we utilize GPT-3.5 to estimate typical345

durations. Specifically, we provide GPT-3.5 with346

the event descriptions and prompt it to extract the347

main event and predict its typical duration, which is348

then used as a pseudo label. We filter out examples349

where the predicted duration is less than a minute350

or exceeds 24 hours.351

Dialogue Generation with Bootstrap Examples. 352

We prompt GPT-3.5 using the instructions detailed 353

in § 4.1.2. During initial iterations, we observed 354

that providing only the instructions often led to ill- 355

formed dialogues, such as speaker mismatches or 356

non-alternating turns. To address these issues and 357

improve dialogue quality, we include a one-shot 358

demonstration sampled from the TIMELYCHAT- 359

EVAL set in each prompt. All prompts used 360

in the construction process are presented in Ap- 361

pendix A.1. 362

The resulting dataset consists of 55K events 363

paired with their corresponding dialogues. Com- 364

pared to existing long-term dialogue datasets in 365

Table 1, our dataset includes a significantly larger 366

amount of even-grounded dialogues without requir- 367

ing costly human annotation and handles time in- 368

tervals with finer granularity. 369

5.2 Time-augmented Training with Multi-task 370

Learning Objectives 371

The goal of our training approach is to predict an 372

appropriate time interval for delaying the response 373

based on the temporal context of the conversation 374

and then generate a time-conditioned response cor- 375

responding to the interval. For this purpose, we 376

introduce a time interval prediction step before gen- 377

erating each turn’s utterance. 378

We propose a training approach for timely dia- 379

logue response generation, as formalized in Eqs. 2 380

and 3. For each turn consisting of a speaker iden- 381

tifier and a text utterance, we insert a time in- 382

terval. We prepend prefix tokens to distinguish 383

each component, formatting the input as <SPK> st 384

<TIME> τt <UTT> ut, where st, τt, and ut denote 385

the speaker, the time interval, and the utterance at 386

the t-th turn, respectively. For turns within the di- 387

alogue context, we set τ = 0, indicating no delay, 388

maintain coherence and align with typical instant 389

responses. 390

From these inputs, we define two losses for train- 391
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ing: response timing prediction loss and response392

generation loss. The losses are defined as follows:393

Ltime = − 1

N

N∑
i=1

T∑
t=2

log p(τt | s≤t, τ<t, u<t),

Lresponse = − 1

N

N∑
i=1

T∑
t=2

log p(ut | s≤t, τ≤t, u<t),

(4)

394

where N is the number of training examples, and395

T is the number of turns in a dialogue.396

The final multi-task learning objective is given397

as follows:398

L = Lresponse + λLtime. (5)399

This approach ensures that the model learns both to400

predict appropriate time intervals and to generate401

time-conditioned responses effectively.402

6 Experiments403

6.1 Baselines404

We evaluate two types of dialogue agents for405

simulating timely dialogue response generation:406

prompting-based models and fine-tuned models.407

The prompting-based models include LLMs opti-408

mized for dialogue use cases. We select 8B and409

70B models of LLaMA 3.1 Instruct (Dubey et al.,410

2024) as open-source chat models, and GPT-3.5411

and GPT-4 as proprietary models. We experiment412

with zero-shot, few-shot, and chain-of-thought413

(CoT) (Wei et al., 2022) prompting strategies to414

investigate the effectiveness of in-context learning415

without task-specific fine-tuning. The fine-tuned416

models are trained on dialogue datasets where time417

intervals are interleaved. We compare the follow-418

ing models:419

• MSC 3B (Xu et al., 2022a): Fine-tuned on420

BlenderBot (Roller et al., 2021) using the MSC421

dataset, which includes time intervals between422

sessions.423

• ReBot 400M (Jang et al., 2023): Fine-tuned424

on BART-Large (Lewis et al., 2020) using the425

CC dataset, which consists of large-scale LLM-426

generated dialogues.427

• GapChat 3B (Zhang et al., 2023): Fine-tuned on428

MSC using the GapChat dataset, which incorpo-429

rates event progress based on time intervals.430

Implementation details of all models including431

TIMER 3B are described in Appendix B.1.432

Model P↑ R↑ F1↑ FPR↓ RMSLE↓

LLaMA 3.1 8B
Zero-shot 0.1724 0.6914 0.2760 0.6056 2.853
Few-shot 0.1642 0.9198 0.2786 0.8546 2.807
CoT 0.1599 0.8241 0.2678 0.7904 2.854
LLaMA 3.1 70B
Zero-shot 0.1534 0.7346 0.2539 0.7397 2.479
Few-shot 0.1970 0.6019 0.2968 0.4479 2.326
CoT 0.1937 0.8364 0.3146 0.6355 3.066
GPT-3.5
Zero-shot 0.1425 0.7840 0.2412 0.8608 2.763
Few-shot 0.2120 0.3488 0.2637 0.2366 2.146
CoT 0.1861 0.7623 0.2992 0.6085 2.667
GPT-4
Zero-shot 0.2658 0.2593 0.2625 0.1307 1.956
Few-shot 0.2268 0.4228 0.2953 0.0986 2.252
CoT 0.2018 0.8519 0.3262 0.6152 2.938

TIMER 3B (Ours) 0.7825 0.7994 0.7908 0.0406 1.189

Table 2: Results of response timing prediction. For few-
shot and CoT strategies, we provide balanced 2-shot
demonstrations which consist of one delayed example
and one instant example, along with the task description
used in zero-shot prompting.

6.2 Turn-level Evaluation Results 433

6.2.1 Response Timing Prediction 434

Table 2 presents the results of response timing 435

prediction on the TIMELYCHAT-EVAL. Overall, 436

prompting-based models exhibit significantly low 437

precision and F1 scores, and high FPR. This sug- 438

gests that these models tend to over-predict the 439

need for a delay, potentially introducing unnec- 440

essary intervals that disrupt the conversational 441

flow. Although few-shot and CoT strategies slightly 442

improve F1 scores across all LLMs, they some- 443

times negatively impact FPR compared to zero- 444

shot prompting. In contrast, TIMER 3B achieves 445

the highest F1 score and the lowest FPR com- 446

pared to prompting-based models. Even the best- 447

performing GPT-4 still lags significantly behind 448

the fine-tuned TIMER 3B model. 449

Likewise, when it comes to predicting the length 450

of time intervals, ICL methods fail to enhance 451

performance effectively. While few-shot prompt- 452

ing achieves a lower RMSLE than CoT across all 453

LLMs, it does not consistently outperform zero- 454

shot prompting, as demonstrated by GPT-4’s re- 455

sults. These findings indicate that prompting with 456

task descriptions and demonstrations alone is in- 457

sufficient to reliably predict whether to pose a de- 458

lay and how long it should last. In contrast, task- 459

specific fine-tuning is essential for effectively learn- 460

ing these capabilities. 461
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Model B-2 R-L BS Nat. Spec.

PROMPTING-BASED MODELS

LLaMA 3.1 8B
Zero-shot 5.38 12.38 86.21 4.58 3.65
Few-shot 7.63 13.47 86.85 4.69 3.74
CoT 6.17 12.50 86.23 4.01 3.13
LLaMA 3.1 70B
Zero-shot 6.84 12.71 85.90 4.76 3.78
Few-shot 8.35 14.83 87.16 4.90 3.90
CoT 9.01 15.01 87.12 4.51 3.74
GPT-3.5
Zero-shot 9.97 17.13 87.54 4.87 3.81
Few-shot 11.23 17.81 87.77 4.81 3.81
CoT 8.86 15.14 86.79 4.09 3.27
GPT-4
Zero-shot 9.17 16.76 87.35 4.99 3.88
Few-shot 11.15 18.51 87.91 4.99 3.88
CoT 10.25 17.13 87.52 4.66 3.87

FINE-TUNED MODELS

MSC 3B 3.26 8.94 85.18 2.38 1.67
ReBot 400M 3.85 9.32 85.72 4.59 1.61
GapChat 3B 3.59 8.61 85.22 3.38 1.59
TIMER 3B (Ours) 16.08 22.26 88.74 4.78 3.98

Table 3: Results of time-conditioned response genera-
tion on TIMELYCHAT-EVAL. B-2, R-L, BS, Nat., and
Spec. refer to BLEU-2, ROUGE-L, BERTScore, natu-
ralness, and time-specificity, respectively.

6.2.2 Time-conditioned Response Generation462

Table 3 shows the time-conditioned response gen-463

eration performance on the TIMELYCHAT-EVAL.464

For prompting-based models, we observe that zero-465

shot performance tends to improve as model size466

increases across all metrics. Among all LLMs,467

few-shot prompting consistently outperforms zero-468

shot prompting, while CoT prompting performs the469

worst in terms of naturalness and time-specificity.470

This aligns with previous findings that LLMs strug-471

gle to generate helpful CoT rationales for dialogue472

response generation (Chae et al., 2023).473

Meanwhile, models fine-tuned on existing dia-474

logue datasets that include time intervals exhibit475

poor overall performance. Notably, these mod-476

els achieve low time-specificity, indicating that477

they struggle to generate timely responses condi-478

tioned on given time intervals. This stems from479

the characteristics that time intervals in existing480

long-term dialogue datasets are assigned arbitrarily481

rather than based on the temporal context of ongo-482

ing events, making it difficult for models to learn483

the conditional distribution of responses based on484

the given interval. For example, we find that these485

models frequently generate generic greeting mes-486

Coherence Delay-appropriateness Time-specificity0

1

2

3

4

5

3.74

3.02
3.28

3.81

3.04

3.40
3.69

2.47*
2.22*

4.57*

3.56*

2.79*

4.15*
3.98*

3.57

LLaMA 3.1 8B
LLaMA 3.1 70B

GPT-3.5
GPT-4

TimeR 3B

Figure 3: Results of simulated interactions for timely
dialogue agents. We perform pairwise t-test and denote
statistically significant score differences from the other
models with asterisk (*) (p < 0.05).

sages, failing to capture the temporal nuances of 487

timely responses. In contrast, TIMER 3B, despite 488

having a smaller model size, achieves comparable 489

naturalness to prompting-based LLMs and even 490

surpasses LLaMA 3.1 8B. More importantly, it 491

achieves the highest time-specificity, demonstrat- 492

ing that our training approach enables response 493

generation that aligns well with event-specific tem- 494

poral contexts. 495

6.3 Dialogue-level Evaluation Results 496

Beyond turn-level evaluation, we also conduct 497

dialogue-level evaluation to assess whether a di- 498

alogue agent can introduce temporally contextual 499

delays at appropriate timing without disrupting 500

the conversational flow. We let the four zero-shot 501

LLMs from the previous experiments, along with 502

TIMER 3B, engage in 10 interactions with the simu- 503

lator described in § 4.2.2. To simulate event-driven 504

dialogue, we provide the first turn of conversations 505

from the TIMELYCHAT-EVAL as the initial interac- 506

tion. 507

We randomly sample 100 dialogues that include 508

at least one delayed response and report three 509

dialogue-level metrics in Figure 3. GPT-4 achieves 510

the highest coherence among the models, demon- 511

strating its ability to maintain a natural conversation 512

flow, while TIMER 3B achieves the second-highest 513

coherence score. Notably, TIMER 3B shows the 514

highest delay-appropriateness and time-specificity 515

scores. This suggests that TIMER 3B effectively 516

considers both dialogue context and temporal con- 517

text to predict delays with appropriate timing and 518

duration. Additionally, it generates delayed re- 519

sponses that are coherent only when a delay is 520

given, thereby justifying and necessitating the de- 521
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A: (15 minutes later) We usually don't hear 
from each other for long periods when she's 
traveling, so I just assumed...
U: I get that, but she usually gives us a heads-
up. Did she mention any plans to travel recently?
A: (120 minutes later) It feels like she always 
does this. I remember last year she went for a 
spontaneous road trip without notifying anyone.
U: Maybe she's taken a liking to unplanned 
adventures lately. Have you tried reaching out 
through other means, like sending her a text or 
checking her social media for any posts or 
updates?
A: (660 minutes later) Still nothing new, been 
trying to call her but my battery just died, was in 
the middle of a regular workday and didn't 
notice how fast it drained.
U: I'm going to charge it and try again later. Do 
you think it's worth asking anyone else if 
they've heard from her or noticed anything 
unusual? Maybe someone else saw her or 
heard about her plans.
A: (77 minutes later) Actually, yeah. I was 
talking to Sarah the other day, and she said
…

A: No, I haven't. I hope she's okay.
U: Have you tried calling or texting her?
A: Yeah, I've been trying to reach her, but she's 
not responding.
U: I'm getting a bit worried. Should we contact 
someone else to check on her, like a neighbor 
or a mutual friend?
A: Good idea. I'll give that a try. Hopefully, 
she's fine.
U: Okay, let me know if you hear anything. I 
can help out if needed.
A: (1 day later) I finally got in touch with a 
neighbor. Turns out she's fine, just needed 
some time to sort things out.
U: That's a relief to hear! Thanks for checking 
up on her. I'll reach out and see if she needs 
anything.
A: No problem, I just want to make sure she's 
okay. Let me know if you need any help.
U: I will. It's great to have each other's back in 
situations like this. Thanks again!

A: Yeah, I texted her earlier but haven't got a 
reply yet. I'm starting to get worried too.
U: Have you tried calling her? Maybe we 
should check with others to see if anyone else 
has heard from her.
A: (30 minutes later) I called her just now, but 
it went straight to voicemail. I reached out to a 
couple of our friends too; they're also waiting to 
hear back.
U: I hope she's okay. Should we think about 
heading over there to check on her if we don't 
hear back soon?
A: (10 minutes later) That's a good idea. Let's 
give it another 10 minutes, and if there's still 
nothing, we can make a plan to head over.
U: Alright, I'll get ready just in case we need to 
go. Let me know if you hear anything from her 
or our friends.
A: (10 minutes later) Still nothing from her or 
the others. I think we should head over there 
now, just to be safe.
U: Okay, I'll meet you at her place in about 15 
minutes. Let's hope everything's alright.
A: (15 minutes later) Alright, I'll leave now too. 
See you soon at her place. Drive safe!
U: Thanks, you too. Let's hope for the best.

User: Hey, have you heard from her? She’s been MIA since yesterday.
Conversation Starter

TIMER 3B LLaMA 3.1 70B GPT-4

Figure 4: Examples of timely dialogue simulations with GPT-4 as a user simulator. All examples begin with the
same conversation starter and consist of 10 interactions. U and A represent the user and agent, respectively. We
highlight the time intervals predicted by the agent in red, but omit them when the interval is 0 minutes.

lay. In contrast, LLaMA 3.1 8B and 70B exhibit rel-522

atively lower delay-appropriateness, while GPT-3.5523

and GPT-4 achieve lower time-specificity scores.524

We further analyze these findings in the following525

case study.526

Figure 4 presents illustrative examples of di-527

alogue simulations conducted with TIMER 3B,528

LLaMA 3.1 70B, and GPT-4 for the same event.529

In TIMER 3B’s conversation, the agent correctly530

identifies a situation where a delay is appropriate,531

specifically, when the user’s utterance (e.g., “. . . let532

me know. . . ”) suggests a natural pause in the con-533

versation. The agent then introduces a realistic 1-534

day delay before responding with an update about535

finding the missing person, successfully justifying536

the delay. In contrast, LLaMA 3.1 70B generates537

delayed responses in every turn, but the predicted538

time intervals appear somewhat arbitrary (e.g., 660539

minutes, 77 minutes). Furthermore, its responses540

lack time specificity, making it difficult to establish541

a clear temporal correlation between the predicted542

delays and the generated response. GPT-4 predicts543

more realistic time intervals that better align with544

the temporal context compared to LLaMA 3.1 70B.545

However, it still fails to generate time-specific re-546

sponses, meaning the predicted delays are not well547

justified. It also exhibits a tendency to overuse548

delays, which can disrupt the natural flow of con-549

versation. We observe similar behavior in LLaMA 550

3.1 8B and GPT-3.5, further reinforcing these find- 551

ings. 552

7 Conclusion 553

We highlighted the necessity for open-domain dia- 554

logue agents to consider not only the response itself 555

but also the timing of it based on the temporal con- 556

text related to ongoing conversational event. We 557

formulated this challenge as the timely dialogue re- 558

sponse generation task, and introduced the TIMELY- 559

CHAT benchmark for turn-level and dialogue-level 560

evaluations. Additionally, we proposed a large- 561

scale SFT dataset and a time-augmented training 562

approach, which we used to train the TIMER 3B 563

model that proactively predicts the time interval 564

for the next utterance and then generate a time- 565

conditioned response. TIMER 3B outperforms 566

baseline models on the proposed benchmark and 567

demonstrates its ability to generate both appropri- 568

ate time intervals and responses while maintaining 569

natural conversation flow. We believe this work 570

plays a crucial role to overcome the limitations of 571

instant dialogue agents, and paves the way towards 572

more human-like, timely dialogue agents. 573
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8 Limitations574

In this study, we predict event duration by mapping575

it to discrete values (e.g., 30 minutes). However,576

a more realistic assumption would be to consider577

it as a continuous time range (e.g., 2-6 hours). As578

future work, we aim to generalize this assump-579

tion to enable more fine-grained control over re-580

sponse delays. Additionally, while we use sim-581

ulated dialogues with a few number of turns for582

dialogue-level evaluation, further research could583

explore longer interactions across diverse social584

environments to analyze the correlation between585

human-likeness and user experience. Finally, be-586

yond the fine-tuning and in-context learning meth-587

ods used in our experiments, more task-specific588

training approaches could be developed to further589

enhance performance.590

9 Ethics Statements591

The proposed dataset was designed to assess ca-592

pabilities related to response timing and time-593

conditioned response in event-driven conversations.594

To achieve this, we utilized event knowledge from595

publicly available datasets from various sources,596

and LLM-generated contents either without or with597

some modification if necessary. During this pro-598

cess, there is a possibility that harmful content or599

inappropriate biases existing in the original data600

may have been conveyed, or may have arisen due601

to limitations of filtering techniques. We reject any602

form of violence, discrimination, or offensive lan-603

guage, and our dataset and experimental results do604

not represent such values. If any harmful content or605

privacy infringement is identified within our data,606

we kindly request immediate notification to the au-607

thors. In the event of such cases being reported, we608

will apply the highest ethical standards and take609

appropriate actions.610
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A Data Construction Details873

A.1 ChatGPT Prompts874

We provide prompts used for data construction875

processes of both evaluation and training datasets.876

The contents within curly brackets represent the877

corresponding elements for each example. The878

statements used for ATOMIC20
20 duration estima-879

tion were constructed by concatenating the head880

and tail with a conjunction that represents each881

relation category. We present the prompts in the882

order of the processes, where the output of each883

step serves as the input for the next step.884

ATOMIC20
20 Duration Estimation

You are given a statement about common
events in our daily lives. Your task is to
estimate the typical duration of the key
event in the form of (quantity of time + unit)
(e.g., seconds, minutes, hours, days, weeks,
months, years, decades, or centuries) based
on the temporal common sense of average
humans.

[Examples]
Statement: After dinner, he went to look for
Max one last time before he had to take a
bath and go to bed.
Key event: having dinner
Duration: 1 hour

Statement: Jennie and Bryan boarded a
6:00 A.M. flight from Seoul to Los Angeles
International Airport.
Key event: flight from Seoul to Los Angeles
Duration: 12 hours

Event: Carl Laemmle, head of Uni-
versal Studios, gave Einstein a tour of his
studio and introduced him to Chaplin.
Key event: tour of his studio
Duration: 45 minutes
[End of Examples]

Statement: {statement}
885

MC-TACO Event Descriptions

You are given an event and a question
and answer for the duration that denotes
how much time is needed for the event to

886

happen.
Write a story regarding the event in one
sentence.

Sentence: {sentence}
Question: {question}
Answer: {duration}

887

ATOMIC20
20 Event Descriptions

You are given a statement, the key event
and the duration that denotes how much
time is needed for the event to happen.
Write a story regarding the event in one
sentence.

Statement: {statement}
Key event: {event}
Duration: {duration}

888

Dialogue Generation

You are given an event narrative and the
duration. Your task is to create an instant
message dialogue between two speakers.
The following conditions MUST be met.

[Instructions]
1. Speaker {A,B} is in the middle of
the event now, while speaker {B,A} is
physically apart from.
2. Do not directly mention the duration in
the dialogue.
3. After {B,A}’s last turn, add "[{duration}
later]", where duration is the amount of
time passed in real world.
4-1. Generate {A,B}’s last message which
is timely as if {A,B} spent time to finish
the event.
4-2. In contrast, generate {A,B}’s last
message as if {A,B} is responding instanta-
neously right before the event to happen.
Make sure that the timely response and
the instantaneous response are time-
situationally different.
[End of Instructions]

[Example]
{dialogue example}

889
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[End of Example]

Narrative: {event description}
Duration: {duration}

890

A.2 Few-shot Examples891

We provide six author-written dialogue examples892

randomly fed into GPT-4 as one-shot demonstra-893

tions when generating dialogues for TIMELYCHAT-894

EVAL using the MC-TACO dataset.895

5-turn Dialogue896

Narrative: After dinner, he took a shower
before he went to bed.
Duration: 20 minutes

A: I finally got home. What a day!
B: It’s eleven p.m. and you just got back
home? It must be very tough day today.
A: Whooa Imma take a shower. I’m too tired.
B: Wash out all your fatigue with it.
[20 minutes later]
(delayed response)
A: I feel much better now! You didn’t go to
bed?
(instantaneous response)
A: How nice of you :) Give me a moment.
brb

6-turn Dialogue897

Narrative: She has taken calculus class and
she had a final exam.
Duration: 2 hours

A: Hey, what are you up to?
B: I’m gonna take the calculus final exam in
20 minutes. I feel so nervous.
A: You studied really hard, didn’t you? I’m
100% sure you’ll do well.
B: But the last two chapters were too difficult
for me to understand.
A: That means others feel the same. Don’t
worry too much!
[2 hours later]
(delayed response)
B: It wasn’t much harder than I expected. I
hope I get a good grade.
(instantaneous response)
B: Thank you for cheering me up. I hope the
exam is not that hard.

7-turn Dialogue 898

Narrative: He enjoyed working out at the
gym.
Duration: 1 hour 30 minutes

A: I’m going to the gym now. Wanna
join me?
B: I don’t feel like working out today. Sorry.
A: You don’t feel good? What happened?
B: I played football so hard yesterday that I
can’t even walk right.
A: Okay, I understand. Maybe next time!
B: Enjoy your routine! I think I can make it
tomorrow.
[2 hours later]
(delayed response)
A: I focused on my lower body today. Chest
tomorrow?
(instantaneous response)
A: Gonna work out hard on my lower body.
Chest tomorrow?

8-turn Dialogue 899

Narrative: She had felt so tired that she went
to bed right after the tv show.
Duration: 8 hours

A: Are you watching the saturday night live?
B: I’m watching it now but I’m too tired.
A: I didn’t expect today’s host is such a
comedian lol
B: Yeah almost the end of the show. I feel
like going to bed little bit early.
A: What made you so tired? You had any
plan?
B: I went to an amusement park with my
sister. We had a really good time there.
A: Oh I see. Think I should let you go. Sleep
tight!
[8 hours later]
(delayed response)
B: Good morning. Did you sleep tight, too?
(instantaneous response)
B: Good night. I’ll text you in the morning.

9-turn Dialogue 900

Narrative: He took an intercity bus to get to 901
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his hometown.
Duration: 5 hours

A: What are you going to do on these
holidays?
B: My parents and I usually have dinner
together on the Eve.
A: Me too. So I’m heading to my town right
now.
B: How do you get there? By bus or train?
A: I used to take trains, but I take an intercity
bus for this time.
B: Why? the tickets’ been already sold out?
A: Unfortunately yes... It will take little bit
longer.
B: Have a nice trip though. Your family must
be waiting for you.
[5 hours later]
(delayed response)
A: Finally I’m back at home! It took almost 5
hours.
(instantaneous response)
A: I’m gonna sleep all along in the bus. See
you a few hours later.902

10-turn Dialogue903

Narrative: She played the popular online904

game with her friends.
Duration: 30 minutes

A: Have you heard of the League of
Legends?
B: Absolutely! I play it almost everyday with
my classmates.
A: I’ve heard of, but I’ve never played if
before.
B: We have a game soon. Wanna join us?
A: Isn’t it a team game? I’m not a good gamer
though.
B: It’s not a big deal. They will welcome you.
A: Well, maybe next time. I need to play it by
myself first.
B: How about getting tutorial with me after
this? I’ll teach you.
A: Sounds good. Enjoy your game with your
teammates.
[30 minutes later]
(delayed response)
B: We won! The game was nip and tuck. We
were so close to losing.
(instantaneous response)
B: I’ll be back just after the game. Wish me a
good luck! 905
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B Evaluation Details906

B.1 Implementation Details907

Prompting-based Models. We use vLLM li-908

brary2 for the inference of LLaMA 3.1 Instruct909

8B and 70B on 4 NVIDIA A100 80GB GPUs. All910

prompting-based models employ top-p sampling911

with temperature T = 1.0 and p = 0.95 during912

inference. We provide the prompts used for in-913

context learning methods on both response timing914

prediction and time-conditioned response genera-915

tion below.916

Prompt for Response Timing Prediction

You are given a conversation between two
speakers.
Your task is to estimate a time interval
needed until the next response, considering
the duration of the event in the conversation
ranging from 0 minutes to 24 hours (1 day).
If the next response is expected to be
immediate, you will output "0 minutes".
Otherwise, you will output a digit and a
unit of time (e.g., 5 minutes, 2 hours).
Just output the time interval without any
other text.

[Example n]
{few-shot OR CoT example}

### Dialogue context ###
{context}

Answer format: n (0<=n<=1440) minutes
The estimated time interval is:

917

Prompt for Time-conditioned Response
Generation

You are given a conversation between two
speakers and the elapsed time since the last
utterance.
Your task is to generate the next response
that aligns well with the temporal context
represented by the time interval in parenthe-
ses.
Just output the response without any other
text.

[Example n]
918

2https://docs.vllm.ai

{few-shot OR CoT example}

### Dialogue context ###
{context}

### Next response ###
{target speaker}: ({time interval} later)

919

Fine-tuned Models. We use Huggingface li- 920

brary3 for the inference of MSC 3B and ReBot 921

400M4. We converted MSC 3B on the ParlAI 922

framework5 into a Huggingface checkpoint. We 923

fine-tune GapChat 3B and TIMER 3B on each 924

training data using the DeepSpeed library6 with 925

mixed precision training (Micikevicius et al., 2018). 926

We train the models for 3 epochs using AdamW 927

optimizer (Loshchilov and Hutter, 2019) with a 928

learning rate of 1e-4, running on 2 NVIDIA A100 929

80GB GPUs for 9 hours. We use λ = 1.0 as a 930

balanced scale factor of the two losses when train- 931

ing TIMER 3B. During inference, we apply beam 932

search with the beam size of 3 and top-p sampling 933

with p = 0.95. 934

B.2 User Simulator Prompts 935

We present the prompt fed into GPT-4 to create the 936

user simulator. 937

User Simulator Prompt

You are a user simulator (user) engaging in
an event-driven dialogue with a dialogue
agent (agent).
Given the dialogue context, your task is to
proceed the conversation by one turn under
the following assumptions:
1. agent responds after the elapsed time
specified in the parentheses from the
previous user utterance. If the delay is
"0 minutes", agent is assumed to respond
immediately.
2. user is assumed to respond to agent
without any delay.

Conversation:
{context}

938

3https://huggingface.co
4https://huggingface.co/jihyoung/

rebot-generation
5https://parl.ai
6https://www.deepspeed.ai
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B.3 G-Eval Details939

We elucidate the G-Eval prompts used in turn-level940

and dialogue-level evaluations, along with the eval-941

uation criteria and steps for each metric.942

Turn-level Prompt

You will be given a conversation between
two individuals via messaging, along with
the elapsed time since the last utterance.
You will then be given on potential response
for the next turn.
Your task is to rate the response on one
metric. Please make sure you read and
understand these instructions carefully.

Evaluation Criteria:
{metric} (1-5): {criteria}

Evaluation Steps:
{steps}

943

Dialogue-level Prompt

You will be given a conversation between a
dialogue agent and a user.
Throughout the conversation, the agent
proactively determines the delay of its
response to the user’s previous message,
simulating delayed responses due to event
experiences that take certain time to
process.
At each agent’s turn, the delay is provided
in the parentheses followed by the message.
Your task is to rate the dialogue agent on
one metric. Please make sure you read and
understand these instructions carefully.

Evaluation Criteria:
{metric} (1-5): {criteria}

Evaluation Steps:
{steps}

944

Evaluation Criteria and Steps945

• Naturalness (1-5): the extent to which the re-946

sponse reads naturally given the dialogue con-947

text.948

1. Assess the flow and coherence of the response949

in the conversation: Consider how seamlessly the950

response connects with the previous message.951

2. Evaluate the tone and style compatibility: De-952

termine if the response’s tone and style match 953

those of the previous messages. 954

3. Rate on a scale from 1 to 5, where 1 indicates 955

the response is unnatural or inappropriate, and 5 956

indicates a perfectly natural continuation of the 957

conversation. 958

• (Turn-level) Time-specificity (1-5): the extent 959

to which the response ONLY makes sense when 960

the specified time has passed, contrary to a time- 961

agnostic response that makes sense regardless of 962

time. 963

1. Read the provided conversation and take note 964

of the elapsed time since the previous message. 965

2. Consider the context of the conversation, fo- 966

cusing on how the passage of time might affect 967

the relevance or appropriateness of the response. 968

3. Evaluate whether the potential response pro- 969

vided is time-specific. That is, determine if the re- 970

sponse directly relates to or is clearly influenced 971

by the elapsed time between the last utterance 972

and the response. 973

4. Rate on a scale from 1 to 5, where 1 indi- 974

cates the response is completely time-agnostic 975

and unaffected by the passage of time, and 5 in- 976

dicates the response is entirely time-specific; it 977

only makes sense because of the amount of time 978

that has passed since the previous message. 979

• Coherence (1-5): the extent to which the agent 980

maintains a good conversation flow. 981

1. Assess the flow and coherence of the agent’s 982

responses in the conversation. 983

2. Evaluate the tone and style compatibility 984

throughout the conversation. 985

3. Rate on a scale from 1 to 5, where 1 indicates 986

the agent’s responses are incoherent or inappro- 987

priate, and 5 indicates the agent’s responses are 988

perfectly coherent and appropriate. 989

• Delay-appropriateness (1-5): the extent to 990

which the agent poses delays with appropriate 991

frequency and amount. 992

1. Assess whether the agent poses unnecessary 993

or excessively frequent delays that could harm 994

the conversation flow. 995

2. Evaluate whether the amounts of delays (if not 996

0 minutes) reflect the typical duration of events 997

implied in the corresponding message. 998

3. Rate on a scale from 1 to 5, where 1 indicates 999

the agent overuses and misuses delays, and 5 1000

indicates the agent uses delays appropriately in 1001

terms of frequency and amount. 1002

• (Dialogue-level) Time-specificity (1-5): Time- 1003
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specificity (1-5) - the extent to which the agent’s1004

responses ONLY make sense when the specified1005

time has passed, contrary to a time-agnostic re-1006

sponses that make sense regardless of time.1007

1. Read the provided conversation and take note1008

of the elapsed times since the previous messages.1009

2. Consider the context of the conversation, fo-1010

cusing on how the passage of time might affect1011

the relevance or appropriateness of the agent’s1012

responses.1013

3. Evaluate whether the agent’s responses are1014

time-specific. That is, determine if the responses1015

directly relate to or are clearly influenced by the1016

elapsed times.1017

4. Rate on a scale from 1 to 5, where 1 indi-1018

cates the agent’s responses are completely time-1019

agnostic and unaffected by the passage of time,1020

and 5 indicates the agent’s responses are entirely1021

time-specific; they only make sense because of1022

the amount of time that has passed since the pre-1023

vious message.1024
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