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ABSTRACT

In recent years, large language models (LLM) have emerged as pow-
erful tools for diverse natural language processing tasks. However,
their potential for recommender systems under the generative rec-
ommendation paradigm remains relatively unexplored. This paper
presents an innovative approach to recommendation systems using
large language models (LLMs) based on text data. In this paper, we
present a novel LLM for generative recommendation (GenRec) that
utilized the expressive power of LLM to directly generate the target
item to recommend, rather than calculating ranking score for each
candidate item one by one as in traditional discriminative recom-
mendation. GenRec uses LLM’s understanding ability to interpret
context, learn user preferences, and generate relevant recommenda-
tion. Our proposed approach leverages the vast knowledge encoded
in large language models to accomplish recommendation tasks.
We first we formulate specialized prompts to enhance the ability
of LLM to comprehend recommendation tasks. Subsequently, we
use these prompts to fine-tune the LLaMA backbone LLM on a
dataset of user-item interactions, represented by textual data, to
capture user preferences and item characteristics. Our research
underscores the potential of LLM-based generative recommenda-
tion in revolutionizing the domain of recommendation systems
and offers a foundational framework for future explorations in this
field. We conduct extensive experiments on benchmark datasets,
and the experiments shows that our GenRec has significant bet-
ter results on large dataset. Code and data are open-sourced at
https://github.com/rutgerswiselab/GenRec.
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1 INTRODUCTION

Large Language Models (LLMs) have made a particularly significant
milestone in this technological evolution. These LLMs, designed
to understand and generate human-like text, have revolutionized
numerous applications, from search engines to chatbots, and have
facilitated more natural and intuitive interactions between humans
and machines. This paper seeks to explore a relatively new and
promising application of these models in the recommendation sys-
tems.

Recommendation systems have become an integral part of our
digital experience. They are the unseen force guiding us through
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vast amounts of data, suggesting relevant products on e-commerce
websites, recommending movies on streaming platforms, and even
proposing what news to read or videos to watch. The primary aim
of these systems is to predict the individual user preferences and
enhance user experience and engagement.

Traditionally, recommendation systems have been built around
methods such as collaborative filtering [5, 6, 14], content-based
filtering [16, 18], and hybrid approaches [1, 11]. Collaborative fil-
tering leverages user-item interactions, making suggestions based
on patterns found in the behavior of similar users or items. On
the other hand, content-based filtering uses item features to rec-
ommend similar items to those a user has previously interacted
with. Hybrid methods attempt to combine the strengths of these
two approaches to overcome their respective limitations.

Despite the progress made with these traditional techniques,
there still have some significant challenges. For instance, collabora-
tive filtering struggles with the cold start problem, where it fails to
provide accurate recommendations for new users or items due to
lack of historical interaction data. Both content-based filtering hard
to handle the issue of data sparsity, given that most users interact
with only a small fraction of the total items available. Additionally,
because of the computational complexity of processing large in-
teraction matrices, these models often struggle to scale effectively
with the growth of users and items.

The integration of text-based LLMs into recommendation sys-
tems presents an exciting opportunity to address these challenges
[3]. These models can learn and understand complex patterns in
human language, which allows for a more nuanced interpretation
of user preferences and a more sophisticated generation of rec-
ommendations. However, a significant number of the prevailing
recommendation models are trained using user and item indexes.
This approach leads to the lack of text-based information in the
dataset, including details like item titles and category information.

In this paper, we propose a novel large language model for gen-
erative recommendation (GenRec). One of the primary benefits
of the GenRec model is that it capitalizes on the rich, descriptive
information inherently contained within the item names, which
often contain features that can be semantically analyzed, enabling
a better understanding of the item’s potential relevance to the user.
This could potentially provide more accurate and personalized rec-
ommendations, thereby enhancing the overall user experience.

We present experimental results to demonstrate the efficacy of
our proposed method and compare its performance with other LLM
recommendation models. The overarching aim of this paper is not
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only to present our findings but also to inspire further research
in this area. By highlighting the potential of LLMs in enhancing
generative recommender systems, we hope to encourage a more
widespread adoption of these models and stimulate further innova-
tions in this field.

The key contributions of this paper can be summarized as fol-
lows:

e We highlight the promising paradigm of generative rec-
ommendation, which directly generates the target item to
recommend, rather than traditional discriminative recom-
mendation, which has to calculate a ranking score for each
candidate item one by one and then sorts them for deciding
which to recommend.

e We introduce a novel approach, GenRec, to enhance the
generative recommendation performance by incorporating
the textual information into the model.

e We also illustrate the efficacy of GenRec on practical rec-
ommendation tasks, underscoring its prospective abilities
for a wider scope of applications.

In the following parts of the paper, we will discuss the related
work in Section 2, introduce the proposed model in Section 3, ana-
lyze the experimental results in Section 4, and provide the conclu-
sions as well as future work in Section 5.

2 RELATED WORK

2.1 Collaborative Filtering and Content-Based
Recommendation Systems

Collaborative Filtering (CF) models are based on the concept of
user-item interactions. Traditional CF models, such as the matrix
factorization model [8], focus on latent factor modeling of user-
item interaction matrices. More recent advancements, like NeuMF
[5], have combined the merits of matrix factorization and neural
networks to better capture complex user-item relationships.

On the other hand, Content-Based Recommendation systems
rely on the features of items to make recommendations. Early works
involved simple keyword matching [2] or cosine similarity based
on TF-IDF vectors [13]. More advanced methods have started to
exploit deep learning techniques, like CNN [10] and RNN [15], for
extracting high-level features from item content.

2.2 Large Language Models for Recommendation

The use of large language models for recommendation systems
has gained significant attention recently. These models exhibit
great potential in the understanding and modeling of user-item
interactions, exploiting rich semantics and long-range dependencies
present in user activity data.

The pioneering work of P5 [3] illustrated the feasibility of formu-
lating recommendation as a natural language task. P5 [3] fines the
widely-used open-source T5 model [12] to create a unified system
capable of handling various tasks. These tasks include not only
recommendation ranking and retrieval but also complex functions
like summary explanation. This innovative approach highlighted
the versatility of large language models in handling multi-task
learning in the recommendation context. However, the potential
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Figure 1: An illustration of GenRec. Our model will generate
a input sequence based on the interaction history. Then the
model will predict the next item the user may interact with.

of large language models to understand and generate text-based
recommendations has not been fully explored.

In this paper, we propose a novel approach to text-based gen-
erative recommendation, leveraging the latest advances in large
language models. We aim to address some of the limitations of
previous works and push the boundaries of what is possible in the
realm of recommendation systems.

3 METHOD

The architecture of the proposed framework is illustrated in Fig-
ure 1. Given a user’s item interaction sequence, the large language
model for generative recommendation (GenRec) will format the
item names with a prompt. This reformatted sequence is subse-
quently employed to fine-tune a Large Language Model (LLM). The
adjusted LLM can then predict subsequent items the user is likely
to interact with. In our paper, we select the LLaMA [17] language
model as the backbone. However, our framework retains flexibil-
ity, allowing for seamless integration with any other LLM, thus
broadening its potential usability and adaptability.

3.1 Sequence Generation

The initial component of GenRec is a generative function, tasked
with producing various sequences that encapsulate user interests.
To enhance the model’s comprehension of the recommendation
task, we have devised multiple prompts that facilitate sequence
generation. Take Figure 2 as an example, we use the user’s movie
watching history as the training data and use this information
to format the training sequence. The sequence consist of three
part, instruction input and output. The instruction element outlines
the specific task of movie recommendation, for which we have
created several directives to enhance the LLM’s comprehension of
the ongoing recommendation task. The input represents the history
of the user’s interactions, excluding the most recent instance. And
the output is the latest interaction in this record. The primary task
for the LLM here is to predict this final interaction accurately.
Refer to Figure 2 for an illustration. This figure represents how
we utilize a user’s history of watched movies as interaction data.
Given the prompt, "Based on the movie viewing habits, what is the
most likely movie they will select to watch next?" and the provided
input, we then allow GenRec to forecast the subsequent output.
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MovieLens 25M

Amazon Toys

Methods
HR@5 NDCG@5 HR@10 NDCG@10 HR@5 NDCG@5 HR@10 NDCG@10
P5 0.0688 0.0464 0.1040 0.0577 0.0239 0.0145 0.0411 0.0201
GenRec 0.1034 0.0716 0.1311 0.0837 0.0190 0.0136 0.0251 0.0157

Table 1: Experimental results on Normalize Discounted Cumulative Gain (NDCG@Xk) and Hit Ratio (HR@K). Bold numbers

represent best performance.

Interaction history: Pinocchio (1940), Legends of the Fall
(1994), Once Were Warriors (1994), In the Name of the Father
(1993), Shadowlands (1993), Heavenly Creatures (1994), Quiz
Show (1994), In the Line of Fire (1993)

Recommendation Prompt Example:

Instruction: Given the movie viewing habits, what is the most
probable movie they will choose to watch next?

input: Pinocchio (1940), Legends of the Fall (1994), Once Were
Warriors (1994), In the Name of the Father (1993), Shadowlands
(1993), Heavenly Creatures (1994), Quiz Show (1994)

output: In the Line of Fire (1993)

Figure 2: GenRec on recommendation task. Based on the
interactive history, GenRec can convert them to a training
sequence which consists of instruction, input and output.

3.2 Training Strategy

In this paper, we use the LLaMA model as the backbone for the
training of GenRec. The LLaMA model is pre-trained on an expan-
sive language corpus, offering a valuable resource for our intended
purpose of efficiently capturing both user interests and item con-
tent information. However, it’s important to note that the memory
requirements for GPU to fine-tune LLaMA, even the 7-billion pa-
rameter version, are pretty substantial.

To circumvent this challenge and conserve GPU memory, we
adopt the LLaMA-LoRA architecture for fine-tuning and inference
tasks within the scope of this study. By this measure, we have
achieved a significant reduction in the GPU memory requirements.
With this optimized approach, we can fine-tune the LLaMA-LoRA
model on a single GPU with a memory capacity of 24GB.

However, in an effort to decrease the overall training time, we
have employed a data parallel technique and leveraged multiple
GPUs in the experiments. Further details about our experiments,
including the implementation and results, will be shared in the
following sections of this paper.

4 EXPERIMENTS
4.1 Dataset

We conduct extensive experiments on two real-world datasets from
Amazon [9] and MovieLens [4], respectively, to evaluate the per-
formance of our proposed GenRec approach on recommendation
tasks. The Amazon datasets, which record user purchase histories
across a diverse range of products, were sourced from the Ama-
zon.com platform. MovieLens datasets comprise a large number of
movie ratings and associated metadata, contributed by users of the

MovieLens website over various periods. The descriptive statistics
of these datasets are depicted in Table 1 (see reference 2). For each
user interaction sequence, the most recent item is used as the test
data, the second-most recent is used as validation data, and the
remaining is used for training.

Dataset ‘ MovieLens 25M | Amazon Toys
#Users 162,541 19,412
#Items 62,423 11,924
#Interaction 25,000,095 2,252,771

Table 2: Basic statistics of the recommendation datasets.

4.2 Evaluation Merics

In this paper, we evaluate the performance of the model using two
widely used metrics : Hit Ratio (HR) and Normalized Discounted
Cumulative Gain (NDCG). The HR metric indicates the percentage
of items recommended by the model that match those in the ground
truth data. On the other hand, NDCG is employed to assess the
efficacy of the recommendations when they are ranked, factoring
in the relevance of the suggested items. These metrics have found
wide acceptance in the evaluation of recommendation systems due
to their robustness and comprehensiveness.

4.3 Implement Details

The GenRec model was pretrained for 5 epochs using the AdamW
optimization [7] on four NVIDIA RTX A5000 GPUs with a batch
size of 128. The peak learning rate was set to 3 x 10~ and the max-
imum input length was set to 256 tokens. A warm-up strategy was
employed during training, where the learning rate was gradually
increased over the first 1000 steps.

4.4 Baseline Methods

P5 [3]: The Pre-train, Personalized Prompt, and Predict Paradigm
(P5) incorporates an array of templates for input and target se-
quences throughout the training process. This unique approach
proficiently dissolves the boundaries between different tasks, pro-
moting a more fluid and integrated training procedure. It has show-
cased noteworthy performance in the domain of sequential recom-
mendation tasks, underlining its effectiveness and applicability.

4.5 Performance Comparison

As we can see in the Table 1, P5 has better performance on Amazon
Toys datasets, while our GenRec has significant better performance
on movielens 25M datasets. The possible reasons behind this differ-
ential performance could be attributed to the distinct nature of the



datasets. The MovieLens 25M dataset, unlike Amazon Toys datasets,
contains a richer amount of interaction information, which pro-
vides a more robust understanding of the user’s preferences and
behavior, thus likely leading to more accurate recommendations.

Our GenRec model, designed to effectively capture both user
interests and item content information and produce more accurate
and relevant recommendations. On the other hand, P5, while robust
in handling sequential data, might not be as adept in leveraging
this additional interaction information, resulting in relatively lower
performance on the MovieLens 25M dataset.

5 CONCLUSION

In conclusion, our work on the text-based Large Language Model
for Generative Recommendation (GenRec) has revealed a novel and
promising approach in the field of recommendation systems. By
focusing on the semantic richness of item names as input, GenRec
promises more personalized and contextually relevant recommenda-
tions. Our practical demonstrations highlight GenRec’s efficacy and
point towards its adaptability across a diverse range of applications.
Furthermore, the flexibility of the GenRec framework facilitates
integration with any Large Language Model, hence widening its
sphere of potential utility.

In terms of future work, there are several directions to explore.
We intend to refine the generation of sequences by developing more
sophisticated prompts, which could further enhance the model’s
understanding of recommendation tasks. Additionally, we plan to
extend our research to incorporate more complex user interaction
data, such as ratings or reviews, which could provide deeper insights
into user behavior and preferences. A further direction would be to
test GenRec’s performance with different Large Language Models,
investigating the possible benefits and trade-offs.

Our research with GenRec thus far has shown significant promise,
and we look forward to continuing to develop and refine this ap-
proach. We believe that with further investigation, GenRec could
revolutionize the way recommendation systems operate, ultimately
leading to more personalized and satisfying user experiences.
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