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Abstract

Non-exemplar class incremental learning aims to learn both
the new and old tasks without accessing any training data
from the past. This strict restriction enlarges the difficulty
of alleviating catastrophic forgetting since all techniques can
only be applied to current task data. Considering this chal-
lenge, we propose a novel framework of fine-grained knowl-
edge selection and restoration. The conventional knowledge
distillation-based methods place too strict constraints on the
network parameters and features to prevent forgetting, which
limits the training of new tasks. To loose this constraint, we
proposed a novel fine-grained selective patch-level distilla-
tion to adaptively balance plasticity and stability. Some task-
agnostic patches can be used to preserve the decision bound-
ary of the old task. While some patches containing the im-
portant foreground are favorable for learning the new task.
Moreover, we employ a task-agnostic mechanism to gener-
ate more realistic prototypes of old tasks with the current task
sample for reducing classifier bias for fine-grained knowledge
restoration. Extensive experiments on CIFAR100, TinyIma-
geNet and ImageNet-Subset demonstrate the effectiveness of
our method. Code is available at https://github.com/scok30/
vit-cil.

Introduction
Deep neural networks have achieved superior performance
in many computer vision tasks. Since the real world is open
and dynamic, it is important to be capable of learning new
knowledge during the application of these networks. Incre-
mental learning aims at learning new tasks without forget-
ting previous ones, and it is also a crucial characteristic of
deep neural networks applied to real-world scenarios. For
example, the system of face recognition may meet some
faces with masks in recent years, and it is essential to adapt
to these new circumstances as well. However, simply fine-
tuning deep neural networks on the new task will cause
severe catastrophic forgetting (Robins 1995) since the net-
work almost completely adjusts its parameters to the new
task (Goodfellow et al. 2013; McCloskey and Cohen 1989).
To address this problem, many recent works (Castro et al.
2018; Douillard et al. 2020; Hou et al. 2019; Liu, Schiele,

*Corresponding author (xialei@nankai.edu.cn).
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Vision
Transformer

CNN

Feature map

Patch embedding

…

Stability

Stability Plasticity

Ours

Knowledge 
distillation

Background 
patches

Foreground 
patches

Figure 1: Comparison between conventional knowledge dis-
tillation (KD) and our patch-level fine-grained knowledge
selection method based on vision Transformer architecture.
Conventional KD treats the image as a whole, while patch
embeddings enable us to strike a better trade-off between
stability and plasticity for different local regions. Moreover,
a task-agnostic fine-grained prototype restoration is pro-
posed to better replay the old knowledge.

and Sun 2021; Rebuffi et al. 2017; Yan, Xie, and He 2021)
are proposed to alleviate the catastrophic forgetting problem.

In this paper, we consider a challenging task setting of
class incremental learning termed non-exemplar class incre-
mental learning (NECIL)(Gao et al. 2022; Zhu et al. 2021a,
2022), that forbids the model to preserve any old task sam-
ple while learning sequential tasks with samples from dis-
joint classes. Compared with normal settings, non-exemplar
class incremental learning considers the data privacy issue
and storage burden. To address the issue of catastrophic for-
getting in this task, researchers have introduced various ap-
proaches aimed at preserving acquired knowledge without
the need of past data.

Early work like LwF (Li and Hoiem 2017) introduces
vanilla knowledge distillation between the old and current
model and does not perform well under this challenging set-
ting. Some replay-based methods usually narrow the gap by
generating synthetic images. While the effectiveness of in-
cremental learning can be influenced by the quality of the
generated images. Recently, DeepInversion (Yin et al. 2020)
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proposes to invert the trained networks from random noise
to generate images as pseudo exemplars for training together
with current data. R-DFCIL (Gao et al. 2022) introduces the
relation-guided supervision to overcome the severe domain
gap between the synthetic and real data to generate more
realistic old samples for replay. In comparison, PASS (Zhu
et al. 2021b) considers the problem of classifier bias and pro-
poses to maintain the decision boundary of old tasks by ap-
plying augmented prototype replay. SSRE (Zhu et al. 2022)
follows its design and introduces a dynamically expanded
model structure for adaptation to new task knowledge while
reducing the negative effect of forgetting old ones. How-
ever, most of these methods depend on a common and ba-
sic module for alleviating forgetting, i.e. knowledge distilla-
tion (Hinton, Vinyals, and Dean 2015).

When knowledge distillation is applied to NECIL, it
adopts the current task sample and reduces the representa-
tion distance from the old and new models. It aims to en-
hance the model stability when learning new tasks to reduce
forgetting of old knowledge. However, this operation par-
tially contradicts with learning the current task, especially
on NECIL settings, since we expect the model to achieve
plasticity on new data. The intrinsic reason is that the pre-
vious methods treat this distillation process from the sample
level, which is less informative since only part of the region,
i.e. the foreground in the image is highly related to the cur-
rent classification task. If we can separately apply different
strategies on task-relevant and task-agnostic regions, we can
achieve a much more fine-grained learning process for plas-
ticity and stability trade-offs. In other words, the model is
taught to remember representations of the common back-
ground regions and learn discriminative and task-relevant
knowledge of the foreground. A concept illustration can be
seen in Figure 1.

Another challenge of NECIL is the classifier bias across
tasks described in PASS (Zhu et al. 2021b). The prototype is
a one-dimension embedding of the input image for classifi-
cation computed with the network (e.g. the result of average
pooling on the feature map from CNN, or the [CLS] em-
bedding from vision transformer). The prototype replay in
PASS and SSRE augments the class center (averaged over
all sample prototypes of this class) to synthesize sample-
level prototypes of old tasks and use them to maintain the
old decision boundary. However, as mentioned in (Ma et al.
2023), the sample prototypes are not necessarily normally
distributed. Due to the fact that DNNs tend to overfit to the
training samples of the new task. These biased synthesized
prototypes used for classifier replay may cause the classifier
to remember wrong decision boundaries instead of preserv-
ing the initial old ones, leading to more severe forgetting.

To solve the two problems described above, we propose
a novel NECIL framework using the natural advantage of
vision transformers: its patch representations. Our method
consists of patch-level knowledge selection and prototype
restoration. On the one hand, the vision transformer com-
putes patch-level representations for each input image. Ac-
cording to the similarity between each patch and the [CLS]
token embedding, the model perceives the relevance of each
patch to the task and applies weighted knowledge distilla-

tion. For the foreground patches, the model tends to reduce
the intensity of regularization and is encouraged to maintain
plasticity on them. While the background patches may have
little relevance to the task. Therefore the model can use them
for preserving consistent representations over models of dif-
ferent historical versions. On the other hand, considering the
hypothesis in PASS that the prototype has similar data dis-
tribution (normal distribution), we expand it into two steps.
First, we compute the offset distance explicitly of each sam-
ple to its class center (i.e. prototype), and regularize them
to maintain a task-agnostic data distribution. Then we use
this property to restore prototypes of old tasks by current
task prototypes and the old class prototypes. These opera-
tions mitigate the inaccurate restored old prototypes caused
by adopting the Gaussian model in PASS and obtain more
realistic prototypes for classifier replay, thus relieving the
classifier bias and forgetting.

Our main contributions can be summarized as follows:
(i) We propose a novel vision transformer framework for

NECIL tasks, in which patch-level knowledge selection can
be naturally applied to achieve better trade-offs of network
plasticity and stability.

(ii) We adopt a novel prototype restoration strategy to gen-
erate more realistic synthesized prototypes for alleviating
forgetting in the classifier.

(iii) Extensive experiments performed on CIFAR-100,
TinyImageNet, and ImageNet-Subset demonstrate the effect
and superiority of our framework. Each component of our
method can be easily applied to other related works with re-
markable performance gain.

Related Work
Incremental Learning. Incremental learning involves
learning sequential tasks with different knowledge, which
has drawn much attention these years, including a variety of
methods (Belouadah, Popescu, and Kanellos 2021; Delange
et al. 2021; Liu et al. 2018, 2022; Zhou et al. 2023). To over-
come catastrophic forgetting due to insufficient access to old
task data, iCaRL (Rebuffi et al. 2017) uses knowledge distil-
lation between class logits from the current and old model.
PODNet (Douillard et al. 2020) further applies distillation
on each intermediate feature map in the backbone.

Recently, vision transformer has become popular in image
classification and its derivation tasks like class incremen-
tal learning(CIL). DyTox (Douillard et al. 2022) replaces
the backbone from CNN to the vision transformer and in-
troduces task-relevant embeddings for adapting the model
into incremental tasks. L2P and DualPrompt (Wang et al.
2022b,a) guide pre-trained transformer models through dy-
namic prompts, enabling them to learn tasks sequentially
across different tasks. Besides, (Zhai et al. 2023) introduces
the masked autoencoder to expand the replay buffer for class
incremental learning. In this paper, we rethink the charac-
teristic of the vision transformer and expand it to NECIL
as a new insight for alleviating catastrophic forgetting: fine-
grained patch-level knowledge selection.
Non-exemplar Class Incremental Learning. Non-
exemplar class incremental learning (NECIL) is preferred
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Figure 2: Illustration of the fine-grained knowledge selection and restoration framework of our method. The patch embeddings
are regularized with different weights. We first train the current network to preserve similar prototype distribution with the
old one, and restore old prototypes with old class center and current task prototypes. Two kinds of prototypes are sent to the
classifier to reduce task bias.

in scenarios where training data is sensitive and cannot
be stored long-term. DAFL employs a GAN to generate
synthetic samples for past tasks, avoiding the need to store
actual data (Chen et al. 2019). DeepInversion, another
NECIL method, generates images by inverting trained net-
works with random noise (Yin et al. 2020). SDC addresses
semantic drift in training new tasks on old samples by
estimating and utilizing prototypes drift (Yu et al. 2020).
Methods like PASS and IL2A (Zhu et al. 2021b,a) offer
efficient NECIL by generating prototypes of old classes
without retaining original images. SSRE introduces a re-
parameterization method balancing old and new knowledge,
and self-training leverages external data as an alternative for
NECIL (Zhu et al. 2022; Hou, Han, and Cheng 2021; Yu,
Liu, and Van de Weijer 2022).

The split prototypical replay in NECIL into task-relevant
prototype center and task-agnostic prototype offset in our
methods improves replay quality by first supervising the
model to produce task-agnostic offsets, then using these to
restore old class prototypes. This enhances prototype gener-
ation compared to the standard method in PASS (Zhu et al.
2021b).

Method
Preliminaries
Problem Definition and Analysis. Class-incremental learn-
ing sequentially learns different tasks. Each of these tasks
does not have overlapping classes with previous ones. Let
t ∈ {1, 2, ..T} denotes the incremental learning tasks, where
T is the number of all tasks. The training data Dt contains
classes Ct with Nt training samples {(xi

t, y
i
t)}

Nt
i=1. xi

t de-
notes images and yit ∈ Ct are their class labels.

Most deep networks of class-incremental learning can be
split into two components: a feature extractor Fθ and a clas-
sifier Gϕ which grows with each new task t + 1 to include
classes Ct+1. The input x is converted to a deep feature vec-
tor z = Fθ(x) ∈ Rd by the feature extractor Fθ, and then

the unified classifier Gϕ(z) ∈ R|Ct| is used to learn a prob-
ability distribution over classes Ct for predicting x’s label.

Class-incremental learning requires the model to classify
all learned samples from previous tasks at any training task.
In other words, The model should retain its ability to clas-
sify samples from classes belonging to tasks t′ < t while
performing task t. Taking these requirements into account,
non-exemplar class-incremental learning (NECIL) imposes
an additional constraint that models must learn each new
task without using any samples from previous tasks. Most
related methods are supervised with a fundamental objec-
tive that minimizes a loss function LCIL

t defined on current
training data Dt:

LCIL
t (x, y) = Lt(Gϕt(Fθt(x)), y). (1)

Vision Transformer Architecture. DyTox (Douillard et al.
2022) has shown that vision transformer is effective for CIL
with the dynamic task-relevant token which can be readily
adapted across different tasks. In this paper, we discover one
essential characteristic of vision transformer that can bene-
fit CIL and adaptively alleviate forgetting in new tasks: its
patch-level representation of images. The process of Visual
Transformer is reviewed as follows:

Vision transformer first crops the input image x into
K × K non-overlapping patches, and we denote the num-
ber of patches in the full image x as N . After this opera-
tion, the patches are mapped to a visual embedding of di-
mension d with an MLP layer. The result of this, after con-
catenating with a class token [CLS] of shape Rd, is a tensor
of size R(N+1)×d. After positionally encoding the original
patch locations, the input is passed to the vision transformer
Encoder. Each encoder transformer block has two sequential
components: a self-attention layer and a feed-forward layer.
LayerNorm is applied before each of these. These operation
maintains the same shape of embedding, i.e. R(N+1)×d and
yields patch-level representations for each region. The class
token embedding from the processed result can be used for
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classification with a cross-entropy loss LCIL
t . We adopt the

linear classifier with softmax operation to predict the proba-
bility of each learned class.

Patch-Level Knowledge Selection (PKS)
When learning task t, only Dt is available for the model.
Vanilla knowledge distillation in previous NECIL methods
like PASS and SSRE directly maintain the inter-task stabil-
ity with current data. This operation does not consider the
semantic-gap between current task samples and old ones,
leading to suboptimal effects of alleviating forgetting on
old tasks. To overcome this problem, we rethink the usage
of knowledge distillation with patchified images. A natural
idea is to assign different weights for each patch when ap-
plying knowledge distillation due to their respective impor-
tance to the classification task: patches in foreground regions
often contain more task-relevant context compared to other
patches in the background, which mostly have task-agnostic
pixels with random information.

Considering this bilateral strategy for balancing plastic-
ity and stability of the model on Dt, we implement it in two
steps: (a) define a metric for evaluating the relevance of each
patch to the current task t, (b) apply patch-level knowledge
selection on each patch with these patch-specific weights be-
tween the current model and old one.

For simplicity without losing generality, we adopt the L2
distance between the embedding of [CLS] token Pt,cls and
each image patch Pt,i to compute their importance to task t:

Wi =
1

||Pt,cls − Pt,i||2 + ϵ
. (2)

We assign larger Wi for patches that are closer to [CLS]
token, and divide each Wi by their maximum value for nor-
malization and get wi. The ϵ is set to 1e − 8 for avoiding
zero value in the denominator. The patch-level knowledge
selection Lpks

t is defined as:

Lpks
t =

N∑
i=1

wi||Pt,i − Pt−1,i||2 + ||Pt,cls − Pt−1,cls||2,

(3)
Pt,i denotes the computed embedding for patch i by the
model of task t, and we compute the L2 distance of embed-
dings between the current model Fθt and old model Fθt−1

.

Prototype Restoration (PR)
We first describe the definition of prototype offset and class
center. The feature extractor Fθ computes the representation
z ∈ Rd from the input image Xt of task t, which is used
to predict the class label with the classifier Gϕ. As for the
vision transformer, we adopt the [CLS] token as the image
representation for classification. Let Nt,k, Xt,k, µt,k denote
the number of samples, the image set, and the class center
of class k in task t. And µt,k = 1

Nt,k

∑Nt,k

i=1 Fθ(X
i
t,k), i.e.

averaged over all samples of this class.
To introduce more realistic and forgetting-free sample-

level prototypes for alleviating classifier bias, we restore the
prototype of old tasks with their class-center and current

Algorithm 1: Pseudocode of Training Process

Input: The number of tasks T , training samples Dt =
{(xi, yi)}Ni=1 of task t, class prototype µt,k of class k
in task t (maintained during training), initial parameters
Θ0 = {θ0, ϕ0} containing parameters of a vision trans-
former feature extractor Fθt , and a classifier Gϕt

. CE
denotes the cross entropy loss.

Output: Model ΘT

1: for t ∈ {1, 2, ..., T} do
2: Θt ← Θt−1

3: while not converged do
4: Sample (x, y) from Dt

5: Pt,i, Pt−1,i ← Fθt(x), Fθt−1(x)

6: Lpks
t ← Compute(Pt,i, Pt−1,i) in Eq. (3)

7: Ot, Ot−1 ← Pt,y − µt,y, Pt−1,y − µt,y

8: Lt,pr ← Lmse(Ot, Ot−1) in Eq. (4)
9: Ftold,yold

← Ot + µtold,yold
in Eq. (5)

10: LCIL
t ← LCE

t (Gϕt
(Ft,y, Ftold,yold

), y, yold)
11: update Θt by minimizing Lall

t from Eq. (7)
12: end while
13: end for

samples. We divide our prototype replay into two steps: 1)
introduce supervision to make these prototype offsets task-
agnostic, and 2) use this characteristic to restore the old
sample-level prototypes.
Supervision for Task-agnostic Prototype Offset. For the
first part, we consider the model of the current and last task,
i.e. Fθt and Fθt−1

, applying the offset regularization. Let bs
denote the batch size, we consider the training samples in
a batch (xt

i, y
t
i), i = 1, 2, ..., bs, and randomly split them

into two subsets S1 and S2 of the same size ⌊ bs
2 ⌋. Then, we

compute the prototype offset of samples in the two subsets:
{Ot,i = Fθt(x

t
i)−µt,yt

i
|i ∈ S1} and {Ot−1,i = Fθt−1(x

t
i)−

µt,yt
i
|i ∈ S2}. We adopt the old model Fθt−1

for computing
the prototype offset of subset S2, which contains previous
knowledge of the offset distribution. We randomly sample
⌊ bs

2 ⌋ pair of prototype offset from them, and minimize the
mean square error between them:

Lpr
t =

1

sz

∑
(ik,jk)∈Idx

Lmse(Ot,ik , Ot−1,jk), (4)

where sz = ⌊ bs
2 ⌋, Idx = {(i1, j1), ..., (isz, jsz)}(ik ∈

S1, jk ∈ S2), Ot,ik denotes the ik-th prototype offset from
S1, and Ot−1,jk has the similar meaning.
Restoration of Old Task Prototype. We use the prototype
offset of current sample xt

i to restore prototype from old
tasks:

Ftold,kold
= µtold,kold

+ (Fθt(x
t
i)− µt,yt

i
). (5)

The second term in Eq. 5 is the computed offset from the cur-
rent sample. The sample (xt

i, y
t
i) is randomly selected within

the current batch. It can be fused in Eq. 6 as follows,

LCIL
t = LCE

t (Gϕt
(Ft,y, Ftold,yold

), y, yold), (6)
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Dataset CIFAR100 TinyImageNet ImageNet-Sub
Setting 5 tasks 10 tasks 20 tasks 5 tasks 10 tasks 20 tasks 10 tasks

Method Para.(M) Avg↑ Last↑ Avg↑ Last↑ Avg↑ Last↑ Avg↑ Last↑ Avg↑ Last↑ Avg↑ Last↑ Avg↑ Last↑

E
=2

0

iCaRL-CNN† 11.2 51.07 40.12 48.66 39.65 44.43 35.47 34.64 22.31 31.15 21.10 27.90 20.46 50.53 41.08
iCaRL-NCM† 11.2 58.56 49.74 54.19 45.13 50.51 40.68 45.86 33.45 43.29 33.75 38.04 28.89 60.79 51.90

LUCIR† 11.2 63.78 55.06 62.39 50.14 59.07 48.78 49.15 37.09 48.52 36.80 42.83 32.55 66.16 56.21
EEIL† 11.2 60.37 52.35 56.05 47.67 52.34 41.59 47.12 34.24 45.01 34.26 40.50 30.14 63.34 54.19
RRR† 11.2 66.43 57.22 65.78 55.74 62.43 51.35 51.20 42.23 49.54 40.12 47.46 35.54 67.05 58.22

E
=0

LwF MC 14.5 45.93 36.17 27.43 50.47 20.07 15.88 29.12 17.12 23.10 12.33 17.43 8.75 31.18 20.01
EWC 14.5 16.04 9.32 14.70 8.47 14.12 8.23 18.80 12.71 15.77 10.12 12.39 8.42 - -
MUC 14.5 49.42 38.45 30.19 19.57 21.27 15.65 32.58 17.98 26.61 14.54 21.95 12.70 35.07 22.65
IL2A 14.5 63.22 55.13 57.65 45.32 54.90 45.24 48.17 36.14 42.10 35.23 36.79 28.74 - -
PASS 14.5 63.47 55.67 61.84 49.03 58.09 48.48 49.55 41.58 47.29 39.28 42.07 32.78 61.80 50.44
SSRE 19.4 65.88 56.33 65.04 55.01 61.70 50.47 50.39 41.67 48.93 39.89 48.17 39.76 67.69 57.51
Ours 9.3 68.17 59.02 70.13 57.90 66.86 54.25 54.88 44.97 52.72 43.35 51.68 41.94 70.18 61.42

Table 1: Average and last accuracy on CIFAR100, TinyImageNet, and ImageNet-Subset under different numbers of tasks.
Replay-based methods storing 20 exemplars from each previous class are denoted by †. The best overall results are in bold.

where LCE
t is the cross entropy (CE) loss. An overall algo-

rithm is illustrated in Alg. 1.

Learning Objective
The overall learning objective combines the classification
loss, sample prototype consistency loss, and patch-level
knowledge selection:

Lall
t = LCIL

t + λpksLpks
t + λprLpr

t . (7)

Experiments
Datasets. We conduct experiments on three datasets: CI-
FAR100, TinyImageNet, and ImageNet-Subset, as com-
monly used in previous works. For each experiment, we first
select partial classes from the dataset as the base task and
evenly split the remaining classes into each sequential task.
This process can be represented with F + C × T , where
F , C, T denote the number of classes in the base task, the
number of classes in each task, and the number of tasks. For
CIFAR100 and ImageNet-Subset, we adopt three configura-
tions: 50 + 5 × 10, 50 + 10 × 5, 40 + 20 × 3. For TinyIm-
ageNet, the settings are: 100 + 5 × 20, 100 + 10 × 10, and
100 + 20 × 5.
Comparison Methods. We compare our method with
other non-exemplar class incremental learning methods:
SSRE (Zhu et al. 2022), PASS (Zhu et al. 2021b), IL2A (Zhu
et al. 2021a), EWC (Kirkpatrick et al. 2017), LwF-MC (Re-
buffi et al. 2017), and MUC (Liu et al. 2020). We also com-
pare with several exemplar-based methods like iCaRL (both
nearest-mean and CNN) (Rebuffi et al. 2017), EEIL (Castro
et al. 2018), and LUCIR (Hou et al. 2019).
Implementation Details. As for the structure of the vision
transformer, we use 5 transformer blocks for the encoder and
1 for the decoder, which is much more lightweight than the
original version of Vit-Base. All transformer blocks have an
embedding dimension of 384 and 12 self-attention heads.
We train each task for 400 epochs. After task t, we save one
averaged prototype (class center) for each class. We set λpks

Dataset TinyImageNet ImageNet-Subset
Method 5 tasks 10 tasks 20 tasks 10 tasks
LwF MC 54.26 54.37 63.54 56.07

EWC 67.55 70.23 75.54 71.97
MUC 51.46 50.21 58.00 53.85
IL2A 25.43 28.32 35.46 32.43
PASS 18.04 23.11 30.55 26.73
SSRE 9.17 14.06 14.20 23.22
Ours 11.45 12.21 12.82 18.39

Table 2: Comparisons of the average forgetting with other
methods. Experiments are conducted on CIFAR100, Tiny-
ImageNet, and ImageNet-Subset with 5, 10 and 20 task.

and λpr to 10 in experiments. We report three common met-
rics of CIL task: the average and last top-1 accuracy after
learning the last task on all learned tasks and average forget-
ting for all classes learned up to task t. we use Acci to de-
note the accuracy over all learned classes after task i. Then
the average accuracy is defined as Avg acc =

∑T
i=1 Acci

T .
And the last accuracy is AccT . Let am,n denotes the accu-
racy of task n after learning task m. The forgetting mea-
sure f i

k of task i after learning task k is computed as f i
k =

maxt∈1,2,...,k−1(at,i − ak,i). The average forgetting Fk is
defined as Fk = 1

k−1

∑k−1
i=1 f i

k. We perform three runs of all
experiments and report the mean performance.

Comparison with the State-of-the-Art
In Table 1, we compare our methods with several non-
exemplar and exemplar-based methods. For the non-
exemplar setting, we discover that our method outperforms
all previous related methods in different data split setting
(5/10/20 tasks) on all three datasets. Take the result of 20
tasks as an example, we surpass the best non-exemplar meth-
ods SSRE by 3.31% on 20 tasks setting of CIFAR100 (Last
Avg accuracy). In addition, our method even achieves higher
accuracy than all exemplar-based methods using stored sam-
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Figure 3: Results on TinyImageNet and ImageNet-Subset for different numbers of tasks. Our method outperforms others.

Method PKS PR 5 tasks 10 tasks 20 tasks
PASS - - 55.67 49.03 48.48

Baseline (ViT) 56.44 51.90 51.20
✓ 58.27 56.82 52.87

✓ 57.78 54.61 51.51
✓ ✓ 59.02 57.90 54.25

Table 3: Ablative experiments on each component of our
proposed method. Experiments are conducted on CIFAR-
100 and we report the top-1 accuracy in %. We use PKS,
PR to denote patch-level knowledge selection and prototype
restoration, respectively.

ples for alleviating forgetting. This phenomenon remains the
same in datasets with a larger resolution, i.e. TinyImageNet
and ImageNet-Subset. For the average forgetting reported in
Table 2, our method outperforms most non-exemplar-based
methods. The gap (up to 4.17 %) is clearer on ImageNet-
Subset dataset. It demonstrates the superior performance of
our method from another perspective during the incremental
training process. We also show the dynamic accuracy curves
in Figure 3, the results show that the proposed method (in
red) has less rate of decline during all the training phases.

Ablation Study
Each Component. Our method consists of two components:
patch-level knowledge selection and prototype restoration.
We analyze the effect of each aspect in Table 3. One base-
line is trained with vanilla knowledge distillation and proto-
type augmentation in PASS. We consider vision transformer
(ViT) training as another baseline. We could discover that:
(a) The patch-level knowledge selection significantly im-

Setting N=10 N=20
Avg↑ Last↑ F ↓ Avg↑ Last↑ F ↓

DyTox 75.47 62.10 15.43 75.10 59.41 21.60
Ours 78.35 66.47 13.12 77.63 63.90 15.76

Table 4: Results applied to Dytox on CIFAR-100 in average
accuracy (%), last accuracy (%), and forgetting F (%) on
10-, and 20-task scenarios.

proves the performance by 3.71%. (b) The prototype restora-
tion also yields some gain by providing the more realis-
tic prototype replay. (c) These two factors can collaborate
with each other and achieve higher performance. It validates
the significance of both our patch-level knowledge selection
and prototype restoration for non-examplar class incremne-
tal learning setting.

We introduce two modules in PASS to conduct experi-
ments with this backbone: prototype augmentation and self-
supervision, as listed in the second row of Table 3. For ex-
ample, our framework has similar or slightly higher perfor-
mance with the original network in PASS (i.e.ResNet18)
comparing results in the first two rows, showing that vi-
sion transformer could serve as a new baseline for further
study. This also demonstrates the effect of our proposed two
modules on vision transformer, instead of a stronger base-
line. Since the Dynamic Structure Reorganization (DSR) in
SSRE is designed on the convolutional layer, we do not con-
duct experiments on it.
More Study of Patch-level Knowledge Selection. Since
our patch-level knowledge selection is a simple but effective
extension of vanilla knowledge distillation based on vision
transformer, we apply it on DyTox and exemplar-based tasks
for verifying its general application with more vision trans-
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Figure 4: Visualization of our patch-level knowledge selection and its comparison with vanilla knowledge distillation. Patches
with white color denote larger weights of distillation for preserving stability.

Wi 5 tasks 10 tasks 20 tasks
1 56.18 51.99 50.53

||Pt,cls − Pt,i||2 53.81 49.78 48.31
Eq. 2 (Ours) 59.02 57.90 54.25

Table 5: Experiments are conducted on CIFAR-100 and we
report the top-1 accuracy in %. The first row set all Wi to 1,
and the second row uses Wi proportional to the patch em-
bedding’s distance to [CLS] embedding.

former methods and problem settings. For each experiment
in Table 4, we store 20 exemplars of each learned class fol-
lowing DyTox for fair comparisons. The vanilla knowledge
distillation is replaced with our patch-level knowledge selec-
tion. We observe that the proposed method outperforms the
original DyTox with a large gain in terms of Average/ Last
average accuracy and Forgetting. It further proves the ef-
fectiveness of our insight on fine-grained patch distillation.
Compared with vanilla knowledge distillation, our method
preserves the knowledge by adaptive weights with different
patches, offering more flexibility for the model to balance
between plasticity and stability.

Furthermore, given that our patch-level knowledge selec-
tion approach utilizes varying weights for each patch em-
bedding during the distillation process, comparative exper-
iments were also conducted to evaluate the effectiveness of
this strategy in two distinct settings. The first one sets all
distillation weight Wi to 1, and the second one computes it
by Wi = ||Pt,cls − Pt,i||2 to replace Eq. 2. According to
results of the first setting in Table 5, we found that placing
the same weights to the distillation of all patches results in
worse performance than Ours (the third row). We assume
that this strict restriction preserves more information about

the previous task while hurting the learning ability of the
current task. Then assigning more weights for distillation on
embeddings further to the [CLS] embedding, which is oppo-
site to our method, leads to inferior results than the baseline.
The results of both settings demonstrate the importance of
preserving plasticity on task-relevant patches and stability
on task-agnostic patches.
Visualization of Patch-level Knowledge Selection. We vi-
sualize some examples and demonstrate the actual weights
applied by our patch-level knowledge selection across differ-
ent tasks in Figure 4. The images are picked from ImageNet-
Subset with the 10-task setting. Instead of using the same
weight on every patch like vanilla knowledge distillation,
our method can adaptively select some background patches
for preserving stability, while offering more plasticity on
foreground patches to learn task-relevant knowledge.

Conclusions
This paper introduces a novel framework using vision
transformers for non-exemplar class incremental learning
(NECIL) to reduce catastrophic forgetting and classifier
bias. It utilizes patch embeddings for a balanced stability-
plasticity trade-off in different regions and employs unique
strategies for task-relevant and task-agnostic areas. A new
prototype restoration module is also introduced to preserve
the decision boundary of old tasks without inducing classi-
fier bias. The framework provides a potential baseline for
future research.
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