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Abstract

Existing two-sample testing techniques, particularly those based on choosing a kernel for
the Maximum Mean Discrepancy (MMD), often assume equal sample sizes from the two
distributions. Applying these methods in practice can require discarding valuable data, un-
necessarily reducing test power. We address this long-standing limitation by extending the
theory of generalized U-statistics and applying it to the usual MMD estimator, resulting in
new characterization of the asymptotic distributions of the MMD estimator with unequal
sample sizes (particularly outside the proportional regimes required by previous partial re-
sults). This generalization also provides a new criterion for optimizing the power of an
MMD test with unequal sample sizes. Our approach preserves all available data, enhancing
test accuracy and applicability in realistic settings. Along the way, we give much cleaner
characterizations of the variance of MMD estimators, revealing something that might be sur-
prising to those in the area: while zero MMD implies a degenerate estimator, it is sometimes
possible to have a degenerate estimator with nonzero MMD as well. We give a construction
of such a case, and a proof that it does not happen in common situations.

1 Introduction

Two-sample testing is a fundamental problem in statistical inference, where the objective is to determine
whether two arbitrary distributions, P and @, differ, based only on samples drawn from each. Applications
include distinguishing treatment and control groups (e.g. Kobayashi et al., [2017)), evaluating and training
generative models (e.g. Li et al., [2015; Dziugaite et al., |2015; Binkowski et al., [2018; Jayasumana et al.,
2024)), and domain adaptation (e.g. Long et al., 2013), among many others. Given a dataset S := (Sp,Sg),
where Sp := (;)ie[ny] ~ P and Sq = (¥i)iemy] ~ @™, the goal is to test the null hypothesis Hy : P = Q
versus the alternative Hy : P # Q. Typically, we do this by comparing a test statistic 7(S) to a threshold ¢,
for a given significance level «, say 0.05. The null hypothesis is rejected if 7(S) > ¢,. The threshold should
be set such that if Hy holds, the probability of 7(S) exceeding ¢, (the false rejection rate) is at most a.

In recent years, tests based on the kernel maximum mean discrepancy or MMD (Gretton, Borgwardt, et
al., 2012)), or equivalently (Sejdinovic et al., 2013) tests based on energy statistics (Székely and Rizzo,
2013)), have gained popularity due to their flexibility, adaptivity to various settings, ease of implementation,
computational simplicity, and desirable theoretical properties. Setting the threshold ¢, is now usually
addressed by permutation testing (Sutherland et al., 2017; Hemerik and Goeman, 2018) rather than the
asymptotic distribution, for both computational and statistical reasons. Methods for choosing a kernel that
will perform well on the particular task at hand, however, are mostly based on an estimate of the asymptotic
behavior of the test statistic under both the null and the alternative distributions (Gretton, Sejdinovic, et al.,
2012; Sutherland et al., [2017; Liu et al., 2020; Kiibler et al., 2022; Deka and Sutherland, [2023]).

When the number of samples from both distributions is equal, an MMD estimator can be constructed as
a U-statistic. This allows for the application of well-established asymptotic results for U-statistics (see e.g.
Lee, [2019) in designing the testing procedure, as has been done in practice for the line of work cited above
(excepting that of Kiibler et al. (2022), who use a different and more limited framework).



Under review as submission to TMLR

In practice, however, sample sizes are often unequal, leading to an MMD estimator that is not a U-statistic.
Consequently, the theoretical framework developed for the equal sample size case cannot be directly applied.
(Even when sample sizes are equal, the U-statistic estimator is slightly different from the usual, lower-
variance, unbiased estimator.) Liu et al. (2020)) addressed this by training on equal-sized subsamples, finding
a kernel which has roughly the best test power for a test between samples of equal size, then perhaps applying
that kernel to a test set with differing sizes. While this procedure works, it is wasteful.

This paper addresses this limitation by deriving the asymptotic distributions and variance estimators for the
MMD estimator under unequal sample sizes. As noted by Kim et al. (2022)), the typical MMD estimator
can be viewed as a generalized U-statistic, but the asymptotics of this more general framework are as yet
underdeveloped. We find the required general results and apply them to the MMD estimator to find its
asymptotic distribution under both null and alternative hypotheses, allowing us to choose kernel tests to
maximize their power (Sutherland et al.,[2017; Liu et al.,|2020; Deka and Sutherland, 2023). Along the way,
we also correct a common misconception in the literature about MMD under the alternative hypothesis.

Furthermore, we demonstrate that our generalized testing procedure reduces to the previous approach when
sample sizes are equal, thus establishing it as a natural extension of the existing framework. This unification
of methods provides a comprehensive approach to two-sample testing using MMD, accommodating a wider
range of practical scenarios while maintaining theoretical rigor.

2 Preliminaries

The Maximum Mean Discrepancy (MMD) is a widely used metric to measure the distance between proba-
bility distributions. Its versatility and theoretical properties make it particularly useful in various statistical
applications, including two-sample testing.

2.1 Kernel mean embeddings and Hilbert-Schmidt operators

Let k : X x X — R be the kernel of a reproducing kernel Hilbert space (RKHS) H of functions X — R; the
notation k (-, x) denotes the element ¢ — k(t, z), which satisfies the reproducing property (f, k(-,z))x = f(x)
for all f € H, and hence k(z,y) = (k(-,z),k(-,y))%. The mean embedding of a distribution P is
pp = B [HX, )] €A
The mean embedding exists and is well-defined when E| k(X )| = E /k(X, X) < oo; it satisfies a reproduc-
ing property for distributions, (f, up)n = Ex~p f(X) for any f € H. A related concept is the (centered)
covariance operator of a distribution P, given by

Cp= E [HX.) ®k(X.)] - up @ ip,
which exists as long as Ek(X, X) < co. Here the outer product f ® g for f,g € H is viewed as an H — H
operator with [f ® ¢](¢') = f{g,9’), so that {f,Cpg) = Covx~p(f(X),g(X)) for any f,g € H. The elements
f ® g and Cp are Hilbert-Schmidt operators from H — H, denoted by f ® g € HS(H,H); this is itself a

Hilbert space with inner product (f @ f/, g ® ¢"Yus = (f, 9)n{f’, g')2. The review of Muandet et al. (2017)
describes these two objects further. Throughout this paper, we will assume that they are well-defined:

Setting A. We assume that k : X x X — R is a kernel which induces a separable RKHS H, and that the
covariance operator Cp and mean embedding up exist for all considered distributions, i.e. Ex..p k(X,X) <
00.

For separability, it suffices to have a separable X and continuous & (Steinwart and Christmann, [2008, Lemma
4.33). This gives us a variety of results, such as the following.

Proposition 2.1. In Setting for independent random variables X ~ P,Y ~ Q, we have E[k(X,Y)?] < oco.

Proof. Since pp,Cp exist, the uncentered covariance operator Cp=Cp+pup®up= Elk(, X) ® k(-, X)]
is Hilbert-Schmidt, and likewise for Cg = E[k(-,Y) ® k(-,Y)]. By Bochner integrability, we can move



Under review as submission to TMLR

expectations in and out of inner products, obtaining that the following inner product must be finite:

<CP7 CNVQ>HS = <§k(aX) & k(,X),I}@k(,Y) ® k(7Y)>HS = E[<k(7X)a k(a Y)>’2H} - E[k(Xv Y)Q] O

2.2 Maximum Mean Discrepancy

Definition 2.2. Given a reproducing kernel Hilbert space H, the MMD between distributions P and Q is
defined as

MMD(P, = E X)— E Y).
(P.Q)= _swp B _f(X)- B SY)

The MMD always satisfies all properties of a metric except that it may have MMD(P, Q) = 0 for some
P # @Q; this does not happen for characteristic kernels (Sriperumbudur et al., [2011)). None of our results
will require a characteristic kernel.

Using the reproducing property, under Setting [A| MMD can be rewritten as (Gretton, Borgwardt, et al.,
2012)

MMDX(P,Q) = llur — nally = | B WX+ B KVY) -2 E KXY

E
X, X'~P X~PY~Q

Estimators for the MMD are often based on this last form. Assuming independent samples Sp :=
{Zi}icnyx) ~ P and Sq = {¥i}icny) ~ @™, the typical unbiased estimator is

- 2 nx nx 2 ny ny 2 nx ny
MMD? = ——— k(zi, z;) + ———— k(yi,y5) — k(zi y). (1
T 2 )+t 3 S k) =SS k). (1)

If nx = ny = n, we can obtain a simpler, nearly-equivalent estimator. Let z; = (x;,y;), and define

h(zi, 25) = k(zs, 25) + k(yi, y5) — ks, y5) — k(25,9:) (2)
MMDy2 = ——— 5 bz 2). 3)
n(n —1) oy

This estimator differs from mQ(S P,S¢g) only in that it omits the k(x;, y;) terms; this remains unbiased
for MMD?, but has very slightly higher variance (compare Proposition and Theorem and unlike

MMD? depends on the order of the two samples. The difference can be directly bounded by McDiarmid’s
inequality (details in Appendix .

Theorem 2.3. When the number of samples from P and QQ are the same, we have that

— — 8supyex k(z,z) [ 2
2 _ 2| < zEX ’ 2l >1-4
Xl,...l,D)I;nNP <|MMD MMDy?| < 372 log 5] 2 1-90

Yi,.,Y,~Q

2.3 U-Statistics
The estimator WBUQ is an instance of a class of statistics known as U-statistics, introduced by Hoeffding
(1948). We will only need U-statistics of order two here.

Definition 2.4. Let Zy,...,7Z, be i.i.d. random variables with support in Z, and let h : Z x Z — R be
symmetric in the sense that h(z1,22) = h(22, 21). A U-statistic of order two is defined as

1
U, = — S "WZi, Z;).
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The function h is called the kernel of the U-statistic (not to be confused with the RKHS kernel k); for

MUQ it is . These statistics have many general properties; we will be particularly interested in their
variance.

Proposition 2.5. Let U, be a U-statistic of order two with kernel h. Then, when n > 2,

Vor(U) = 0B e B 121, 23) | 2] + 2 Vo (40, 20)
= %\gr[%[h(zhzﬁ | Z1]] + ﬁ E\gr[h(zhzz) | Z1].

The first form is a textbook result, shown e.g. by Lee (2019} Section 1.3) or Serfling (1980, Section 5.2). The
second follows immediately from the first by the law of total variance. While this first form is well-known

and can be used to give an explicit form for the variance of 1\@& (Sutherland and Deka, 2019), we can
actually simplify the form considerably. The following result, shown in Appendix [B] uses the approach of
He et al. (2025, Theorem 6.1).

Proposition 2.6. In Setting[4] we have that

. 4
Var (MMDUQ(SR SQ)) = —(up — pq, (Cp+ CQ)(1p — 1Q))n + ICp + Callfs:  (4)

Sp~P" n nin—1)
Sqo~Q™

For a general U-statistic of order two, Var(U,) has three possible asymptotic behaviours: if Var(U,) =
O(1/n), we call U,, non-degenerate or zeroth-order degenerate. If Var(U,,) = ©(1/n?), we call U, first-order
degenerate. Otherwise, Var(U,,) = 0, which we term infinitely degenerate. Propositionallows us to almost

fully characterize the degeneracy of WBU?. One of its results needs the following stronger assumptions:

Setting B. In Setting further assume that X = R?, k is real-analytic, sup,cy k(z,x) is finite, and the
supports of P and Q each have positive Lebesgue measure.

In Setting |B], which encompasses many common kernel choices such as the Gaussian, every function in H is
real-analytic (Chwialkowski et al., 2015, Lemma 1). The following result is proved in Appendix

Theorem 2.7. In Setting 1\@& is infinitely degenerate (the variance is zero) if and only if Cp =
Cq = 0. Note that an infinitely degenerate MMD estimate may still be nonzero, such as if P and Q are
distinct point masses.

Now suppose that at least one of Cp,Cq is nonzero, so 1\/@5& ’s order of degeneracy is either zero or one.
Then:

(i) If up = po, 1\@[;2 is first-order degenerate.

(it) When pup # pq, l\ﬁ/IBU2 may be either non-degenerate or first-order degenerate.

(tit) Suppose X is a topological space, k(x,-) is continuous for each x, and sup,cy k(x,x) is finite.
Further assume the supports of P and Q are not disjoint. Then MMDy? is degenerate if and only
if up = pq-

(iv) In Setting@ MMDy? is degenerate if and only if pp = pg-.
(v) In Setting@ (ep — 1o, Cr(pp — pg)) > 0 if and only if (up — po, Colup — ng)) > 0.

It is well-known that if pp = pg, the 1/n term is zero. To the best of our knowledge, however, it has not been
previously recognized in the literature that even when p1p # pg, the estimator may be first-order degenerate,
and several papers make (informal) claims to the contrary. In many situations of interest, however, this is
impossible, as shown in parts and We also note that remains true if only one of P,@Q has a
support with positive Lebesgue measure.

The asymptotic behavior of U-statistics is also highly relevant, and determined by the degree of degeneracy.
Here we need only textbook results, as shown by Lee (2019, Section 3.2) or Serfling (1980} Section 5.5).
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Theorem 2.8. Let U, be a U-statistic of order two with kernel h. Suppose that U, has mean 0 =
Eh(X1, X2), and let 02 = 4 Varx, [Ex, [M( X1, X2) | X1]] be the leading term in the variance decomposition.

It holds as n — oo that \/n (U, — 0) 4 N(0,02), where if o1 = 0 this convergence is to the point mass at 0.

If o1 = 0, it also holds as n — oo that n (U, — 0) 4 Z;il Aj (VP = 1), where the {V;}32, are independent
standard normal variables, and (X\;)32, are the eigenvalues of the integral equation Ex,[h(z1, X2)f(X2)] =

)\f(xl)'
2.4 MMD-based tests

The eigenvalues A; in the degenerate case, as they depend on the kernel and the distribution, are often

difficult to find. Because NE/IBUQ is degenerate under the null hypothesis, where MMD(P, Q) = 0, the test
threshold must be set based on the more complex distribution. The eigenvalues A; can be estimated based
on eigendecomposition of the sample kernel matrix (Gretton et al.,|2009), but it is usually faster and more
effective to choose a threshold based on permutation testing (e.g. Sutherland et al.,|[2017)). A variant of this
procedure also achieves finite-sample valid test thresholds (Hemerik and Goeman, |2018]), rather than the
only asymptotic validity achieved from consistent estimates of A;.

Theorems|2.7 andimply that if up = pg, then the (1—a)th quantile of MJ will be either ©(1/4/n) or

simply 0. On the other hand, if jup # 1 so that MMD? > 0, then MMD? will be one of MMD? + O,(1/+/n),
MMD? + O,(1/n), or simply MMD?, depending on the degeneracy behaviour. Thus as n — oo, any test
whose asymptotic level is controlled will be consistent, regardless of the degree of degeneracy. That is,
whenever pp # 1o, an MMD test will eventually reject as n — oo.

To do so, however, may require a very large number of samples when the kernel is a poor match to the
problem at hand; for example, a Gaussian kernel based on image pixels does a reasonable job at identifying
pixel-level shifts on simple aligned image datasets like MNIST (see Sutherland et al.,|2017)), but would require
huge numbers of samples to identify “semantic” shifts in more complex natural image distributions.

To address this issue, Gretton, Sejdinovic, et al. (2012)), Sutherland et al. (2017)), Liu et al. (2020)), and Kibler
et al. (2022) maximize the asymptotic power of a given MMD test with equal sample sizes. Assuming that
o1(P,Q)? as defined in Theorem is nonzero,

J— IMDy,2 _ 2 Lo /n MMD?(P,Q)
Pr (nMMDUz(SBSQ) > ca> — Pr <\/5MMDU (Sp,Sq) —MMD*(P,Q) _ Vn 7

O'l(PaQ) Ul(PvQ)

When o7 > 0, the left-hand side of the inequality converges in distribution to a standard normal, and so

= — /nMMD?*(P,Q) MMD?(P, Q) Ca
Vn _ - N
a1(P.Q) ) - <f o(P,Q)  vnou(P, Q)) ’

where a ~ b denotes a/b — 1 and @ is the cdf of the standard normal distribution. Since MMD(P, @),
01(P,Q), and ¢, are population quantities that do not depend on n, for large sample sizes the asymptotic
power expression is dominated by the signal-to-noise ratio MMD?(P, Q)/o1(P, Q). Thus, we can choose a
kernel by maximizing a finite-sample estimate of this quantity on a training set, then run a test with that
kernel on an independent test set.

Pr (nmUQ(Sp,SQ) > ca) ~1- (

3 Asymptotic distribution of the MMD estimate

To generalize this approach to the case where ny # my, we will derive the asymptotic distributions of
the estimator MMD?, rather than MMDy?2. To do so, we fill in results about the theory of generalized
U-statistics (Serfling, 1980, Section 5.5.1), of which the MMD? estimator is an instance even when ny # ny.

Gretton, Borgwardt, et al. (2012, Theorem 12) previously considered the asymptotics of MMD? when n X #
ny, showing that if nx/ny converges to a positive, finite constant and MMD(P,Q) = 0, then (nx +
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ny) MMD?2 converges in distribution to a slightly different sum of shifted chi-squared variates. Our results,
by contrast, will also allow nx/ny — 0 or nx/ny — o00; to do this, instead of scaling by nx + ny, we
scale by min(nx,ny). In the proportional setting, this only differs by a constant, but we also allow for
non-proportional settings such as ny = n%.

Before giving our results, we first empirically demonstrate in Figures|l|and [2[that min(nx,ny) is indeed the
correct scaling. In the proportional regime, either scaling works, while in a non-proportional setting only
the min(nx,ny) scaling leads to convergence; it does so to the distributions predicted by our theorems.

3.1 Generalized U-Statistics

Definition 3.1 (Generalized U-statistic). For j € [c] = {1,2,...,c}, let (Xij)iepn,] ~ u}” be mutually
independent random variables. Let h be a real-valued function of my+- - -+m. arguments which is symmetric
in the sense that the value of h(x11, ..., Tmy1; .- T1ey - -« Tmoc) remains unchanged if we permute any block
of arguments (T1j,...,%m;;). The c-sample generalized U-statistic associated with kernel h is defined by

c
n.:
- H (mj> Z Zh o1(1),15--+>» Ul(mj)1."';XO'C(1),]€)'"?Xo'c(mc),C)7 (5)

where n = min{ni,...,n.}, and o; varies over each injection from [m;] to [n,].

In particular, as has been previously pointed out by Kim et al. (2022) and Schrab et al. (2023)), MMD? can
be viewed as a generalized U-statistic with ¢ = 2, m; = mqy = 2, using the kernel

1
h(zi, x5 9:,y5) = k(xi, x5) + k(yi,y5) — 3 (k(wi,y;) + k(zg,y:) + k(xi, y:) + k(25 95)] - (6)

While a direct implementation of () would sum over O(n%n?.) evaluations of the function A, in fact each term
in this h considers at most two elements; thus many terms in the average are irrelevant. An implementation
taking this into account becomes exactly that of MMD? in , with O((nx + ny)?) kernel evaluations.

Let X = (X11,.. o, X155 Xy oo oy Xonpe) ~ H;Zl u;"'j. Sen (1974)) derived the variance of a generalized

U-statistic as
v = 8585 (11 ) () (37 oo

di1=0 =0 \j=1
where Cd1...dczvar( ( ( )|Xlla"'7Xd117"~7X107--~7Xdcc))-

This motivates the following definition.

Definition 3.2. We say that a generalized U-statistic U,, has order of degeneracy r if (4,..a, = 0 for all
di+---+d. <7, and (4,..a, > 0 for at least one dy + --- +d. = r + 1, where the (s are as in . If
all a,..a, = 0, we say its order of degeneracy is infinite. If U, has order of degeneracy zero, we say U, is
non-degenerate.

7dj ):

The following result is then immediate from (7)), since (;;7] )_1 (M) () = O(n;

d]‘ mjfdj

Proposition 3.3. For a generalized U-statistic with finite order of degeneracy r,

Var(W) = 3 - Ze Hn ") G, = O (D) ®)

d1=0

For the MMD in particular, we can express the variance in a form similar in spirit to (4).
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(b) Non-proportional scaling, ny = 5y/nx.

Figure 1: Histograms of n MMD? for P = Q = Laplace(0,1/v/2) and a unit-lengthscale Gaussian kernel;
orange (top) rows use n = min(ny,ny ), while blue (bottom) rows use n = nx + ny. In the proportional
setting (panel@), both converge; the only difference is a constant scaling, since nx+nyx /2 = 3min(nx,nx/2).
In the non-proportional setting (panel E[), however, it is clear that the nx + ny scaling is not converging in
distribution, while the min(nx,ny) scaling is. The min(nx,ny) results include inset Q-Q plots, comparing
empirical quantiles to those predicted by the limiting distributions of Theorem [3.7 eigenvalues in that
distribution are estimated based on a sample with nx = ny = 5000.



Under review as submission to TMLR

nx = 1000 nx = 2000 nx = 4000 nx = 8000
1.25 h I I |1 I I

1.00 I i I

0.75

density

o
-

o

o
-
o
-

0.50

0.25

0.00 — -

0.6

0.4

density

0.2

0.0 -
-2 0 2 -2 0 2 -2 0 2 -2 0 2
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(b) Non-proportional scaling, ny = 5y/nx.

Figure 2: Histograms of \/H(I\TI\EY —MMD) for P = Laplace(0,1/v/2), Q = Laplace(0,3), and k is a unit-
lengthscale Gaussian kernel; here MMD(P, Q) > 0 is estimated based on 5000 samples. As in Figure
orange (top) rows use n = min(nx,ny ), while blue (bottom) use n = nx + ny. We again see that the
nx + ny scaling is clearly not converging in distribution in the non-proportional setting (panel E[), while
min(nx,ny) converges in accordance with the distribution from Corollary Quantiles of the limiting
distribution are computed based on a variance estimated based on a sample with nx = ny = 5000.
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Theorem 3.4. Under Setting[4] it holds for any nx,ny > 2 that

o Vi 4 ny — 2 ny
var MMD2 Sp SQ =— (1 . X ) —2
8o nX( ( ’ )) nx ( ny nx —1 ny—l) <,UP—NQ7CP(MP_ NQ)>
So~Q™Y
1 4 ny — 2 ny -
4+ — (1= —=". X ) 2 o
ny ( nx nx — 1 ny — 1) <M1 HQ, Q(/IJP - ,U,Q)>

4
ICP s + ICollfis + —— ey (€ Calus

2z 2
nx(ny —1) ny (ny —1)

16 TLX_2 ’ny—2
(nx i 1) (up, Crup) + (1q. Couq)] -

nxny

Notice that each of the factors in large parentheses has limit 1 as nx,ny — oo, regardless of their relative
rate. The proof of Theorem which follows from @, is in Appendix @ The computation of conditional
variances also yields the following result about degeneracy.

Proposition 3.5. MMD? has the same order of degeneracy as 1\@&; thus Theorem applies to MMD?2
as well.

Remark 3.6. In the proportional regime n; = O(n), the rate of Proposition [3.3{ becomes ©(n~("+1) i.e. the
variance characterization is tight for any generalized U-statistic. The same holds for MMD? in Setting
via Theorem [2.7| part In general, however, we only have O(n~("+1), not ©: for instance, if Cp = 0,
(up—po,Co (,up /iQ)> > 0, and ((TYoR CQ,uQ> >0, MMD? is non- -degenerate but its variance in Equation (4
1S@(0+—+0+%—|—0+ =0(- ) Wthhforny_ﬂ%?lSG( ~19) not O(n~1).

nxny

3.2 Distribution when the MMD is zero

We first consider the distribution of the estimator when pp = ug, which implies first-order degeneracy. (Per
Theorem first-order degeneracy is also possible when pp # 11, but relatively uncommon; since it makes
the proof more difficult, we do not handle that case here.)

In Theorem [E.5] stated in Appendix [E] we derive the asymptotic distribution of a general U-statistic with
first order degeneracy and a square-integrable kernel. To our knowledge, the generality of this result (in
particular to ¢ > 2 and to kernels which potentially treat the types of samples asymmetrically) is novel;
it extends the approach of Serfling (1980, Section 5.5.2) and Anderson et al. (1994)), which was later used

specifically for MMD? in the proportional setting by Gretton, Borgwardt, et al. (2012, Theorem 12).

Since our assumptions are minimal, the resulting distribution is somewhat complicated to describe. As such,
we leave the details to Appendix [E| and only give the particular case for MMD? here.

Theorem 3.7. Assume Setting [A| and that MMD?(P,Q) = 0. Assume min{nx,ny}/nx — px and
min{nx,ny }/ny — py for some px,py in [0,1]. MMD? converges in distribution as

mln{nx,ny}MMD2 (px + py) Z Zl — 1

where each Z) is independently N'(0,1), and the \; are the eigenvalues of the integral equation

E[(¢(X) = pp, ¢(y) — np)g(X)] = Ag(y)-
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For comparison’s sake, in our notation Theorem 12 of Gretton, Borgwardt, et al. (2012)) says thatﬂ if
nx/(nx +’Ily> — fx and ny/(nX +7’Ly) — by =1—4Lx for bx,ly € (O, 1), then

e 1 &
(nx +ny) MMD? 4 STa(z2-1).
Uxly —
To confirm our results agree, suppose ny = p%n;ﬁ with py € (0,1], so px = 1. Thus {x = H% = 1J’;‘;Y
PY

and fy = ﬁ. Let D = >, \i(Z# — 1). Then our result is ny MMD? 4 (14+py)D = iD, while since
nx +ny = (1+ p%)nx = inx, theirs equivalently says that inx MMD? 4 ﬁD. As demonstrated by

Figures [I] and [2| however, their result cannot be generalized to non-proportional asymptotics.

3.3 Non-degenerate asymptotic normality

Our derivation of the asymptotic distribution under the alternative follows from a result on generalized
U-statistics, which is simpler to state than the corresponding result for the degenerate case. A similar result
was presented as an exercise, without details, by Serfling (1980, Section 5.5). Lehmann (1951) also stated
asymptotic normality for the special case ¢ = 2, m1 = mo, but gave a proof only when n; = ns.

Theorem 3.8. Let U,, be a c-sample U-statistic with kernel h, where n = min{nq,...,n.}. If n/n; — p; €
[0,1] for each j € [c], then

ViU, — E[(X)) 4 N 0,3 pym? Var (E [h(X) | X1)) |

j=1

where N(0,0) is interpreted as a point mass at 0. In particular if U, is non-degenerate and each p; > 0 (the
proportional Tegime), the distribution above is normal with positive variance.

The following application to MMD is immediate from Theorem and Theorem part
Corollary 3.9. Assume min{nx,ny}/nx — px and min{nx,ny}/ny — py for some px,py € [0,1]. The
estimator MMD? is asymptotically normal, following

vmin{nx, ny}(l\m2 — MMD?) 4 N(0,4pxCx + 4pyCy),
where (x = (up — pq, Cr(pr — p1@)) and Cy = (up — puq, Cr(pur — p1q))-
In Settz’ng@ when MMD? is non-degenerate the distribution above has positive variance.
Estimating the variance

In order to maximize the power of an MMD?2 test, notice that paralleling the case for 1\@5&, Corollary
implies that when o2 = 4px(x + 4pyCy > 0,

. 2
Pr (nMMDQ(Sp,SQ) > ca> ~ D (ﬂMMD ~ Lo > .

o Vno
Thus we can choose the asymptotically best kernel for a test with a given sample size ratio by maximizing

the signal-to-noise ratio MMD? /o, which we can estimate by MMD? /(& + \) for some small A > 0. To find
an estimator &, notice that

Cx = Var(E[k(X, X")]) + Var (E[k(X, Y)]) — 2 Cov (E [k(X, X")], E[k(X,Y)])

Cy = Vgr(}l@,[k(Y, Y')]) + V}z}r(%[k(X, Y)]) -2 cgv(@[k(y, Y], g[k(x, Y)]).

IThey wrote their limiting distribution as > 7° A, ((é;(l/ 24 —6,1%B))? - (exey)*l) for A;, B; standard normal; this

s . . —-1/2 —1/2 d Ly +2£
implies the above result by noting that £, / Ap— 4Ly / B = i + iZl = \/%Zl = \/ﬁZl.

10
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We use simple plug-in estimators of the following form:

]

3

Var[E [K(X, X')]] ~

3|~

1
m <
J

ik (x4, 5) (ﬂiiik Ti, ;)

j=1 =1

[

~.

S

3
3

3
s\H

2
3=
M-
Sl

@
Il
—

Var(Y[k(X )

m 2
k ml,yj Zk xzayg
1 7j=11:=1

J

Cov X, X)L ER(X. V) ~ — 3 (; S (o ) (; S ke )
i=1 a=1 b=1
— <T:L222k($i,xa)> %ZZk(mj,yb)
i=1 a=1 J=1b=1

These terms, as various means of the X-to-X, X-to-Y, and Y-to-Y kernel matrices, can be written straight-
forwardly in modern automatic differentiation libraries. Thus MMD? /(6 + A) can be easily written as an
objective function for gradient-based optimization of kernel parameters. These plug-in estimators are biased,
both for simplicity and because biased estimators tend to work better in the denominator here. Unbiased
estimators (perhaps also incorporating the lower-order terms of Theorem. however, could also be derived
as was done for MMDU2 by Sutherland and Deka (2019).

4 Experimental comparisons of tests

In this section, we evaluate the performance of two-sample tests based on our estimators when nx # ny,
showing that power is improved when we use as many samples as are available even when that number is
asymmetric. In all cases, we use a variant of permutation tests such that the Type-I error rate is exactly
controlled under the null (Hemerik and Goeman, 2018).

Synthetic problem: normals with different variances We first consider the behaviour of a simple
setting where P = N(0,1) and Q = N(0,1.2), and keep the number of samples ny = 50 from @ fixed while
varying nx € {50,100, 200,400,800}. We use a unit-lengthscale Gaussian kernel, and set the threshold for a
significance level of 0.05 based on 5,000 permutations; we estimate the rejection rate using 5, 000 repetitions.
The resulting plots for power and type-1 error as functions of the sample size m are shown in Figure [3|

typel vs. Sample size ower vs. Sample size
0.10 P P 1.0 P P
0.08 0.8
3 000 | Qo 06
& g . -
= 0.04 20.4 f”/k - ~
0.02 0.2
0.00 0.0
0 1000 2000 3000 0 1000 2000 3000
Number of samples Number of samples

Figure 3: Type-I error rate stays controlled as nx changes, while the power increases.
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CIFAR-10 vs. CIFAR-10.1. In this experiment, we compare the test subset of CIFAR-10 (Krizhevsky,
2009), consisting of 10,000 images, with the CIFAR-10.1 dataset (Recht et al., [2019)) of 2,031 images.
Following the experimental setup of Liu et al. (2020), we extend the framework to accommodate unequal
sample sizes, taking advantage of the flexibility provided by our proposed method.

The experiment is carried out in the following steps:

1. Data Preparation: We randomly sample N, = 1000 images from CIFAR-10.1 and rNg,. images
from CIFAR-10 for training, where r € {1,2,4}. For testing, we use the remaining N;. = 1031
samples from CIFAR-10.1 and r N, samples from CIFAR-10.

2. Kernel Selection: We employ a deep kernel, as described in Liu et al. (2020)), learned from the
training data to capture the data distributions in a high-dimensional feature space.

3. Testing Method: We apply our proposed test to measure the divergence between the distributions
P and @. The rejection rates are calculated by averaging the results over multiple trials, each with
newly sampled test sets. We evaluate the test power as the sample size ratio r varies.

The results demonstrate that our method successfully distinguishes between the two distributions. For r =1,
the test achieves a power of 0.71, for r = 2 a power of 0.96, and for r = 4 the test achieves a perfect power of
1. This indicates that as the sample size disparity increases, our method becomes more effective at identifying
differences between the distributions.

5 Conclusion

In this paper we have shown that the generalized U-statistic estimator MMD?2 provides an effective framework
for two-sample testing with unequal sample sizes. MMD? is compatible with the classical setting where the
samples sizes are proportional, but our results extend to the situation where one sample is asymptotically
dominant by changing the scaling from nx + ny to min{nx,ny}. To derive the asymptotic distributions of
mZ, we characterized generalized U-statistics based on the degeneracy of their kernel and matched this
order of degeneracy with the hypotheses Hy and H; under appropriate assumptions. Even when nx = ny,
while MMD? and MUQ are asymptotically equivalent in probability, MMD? has strictly lower variance
on finite samples if (Cp, Cq) # 0; when nx # ny, the variance gap can be large.

Leveraging our theoretical results, we derived an approximation to the asymptotic test power, which is
(nearly) monotonic in the signal-to-noise ratio MMD? /o. This yields a power-optimization scheme based on
maximizing MMD? /(6 4+ A), with which we demonstrated improved performance in distinguishing synthetic
Gaussians and CIFAR image data.

The main theoretical aspect we did not fully characterize is determining the conditions under which (x and
(y are positive, or have matching signs. Theorem makes significant progress towards this, in the case
of continuous kernels (with overlapping support) and/or analytic kernels (with potentially non-overlapping
support); typical kernels defined by neural networks will be continuous but not analytic, leaving the disjoint-
support question with such kernels unknown. These questions, however, seem to be of particular interest only
when the supports are very complex; distributions with “simple” disjoint supports are easy to distinguish.
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A Proof of Theorem [2.3

Theorem 2.3. When the number of samples from P and Q are the same, we have that
— — 8sup,cy k(z,z) [ 2
2 2 < reX ) “ >1-34.
Xl,...l,D)EnrvP <|MMD MMDy?| < — 52 log 5= 1-96
Y1, YunQ

Proof. Letting K = sup, ¢y k(z, ), we have that

The difference between the estimators is

L 2 2
MMD? = MMDy* = == 3 " k(w,y;) + ————= > k(xs,y;)
L n(n—1) &

2 & 2 1 1
=3 Zk(%yi) +- <n — n) Zk(muyj)
=1 i#]
2 1 & 1
=l ;M%wﬁ + m ;k(m,ya‘)

This sum satisfies bounded differences: if we consider changing a single x;, it changes a single term in the
first sum by at most 2K, meaning that the first average changes by at most 2K /n. At most n — 1 terms
change in the second sum, again each by up to 2K, giving again a total change of at most 2K /n. Thus the
overall difference in estimators changes by at most 8 K/n?. The same holds for changing a single y;. This
difference is also mean zero, so since all of the 2n arguments x;, y; are mutually independent, we can apply
McDiarmid’s inequality to get

L K N1 2
Pr <|MMD2 — MMDy?| < 8—2 5(zn) log 5) >1-6. O
n

B Proof of U-statistic variance decomposition (Proposition [2.6]
Proposition 2.6. In Setting[4] we have that

— 4
Var (MMDy2(Sp,Sq)) = ~ (i — tiq, (Cr + Cq)(up — ng)hw + ICr+Callts: ()

Sp~P" n n(n —1)
Sqo~Q"

Proof. This result follows directly from Theorem 6.1 of He et al. (2025), but we reproduce their approach
here for completeness.

Define d,, = k(z,-) — k(y,-) € H, for any x,y € X. Then h of is h((z,y), (z',y")) = (Ony, 0wy ). We
also have that Edxy = Ek(X,) —Ek(Y,-) = pp — pg and

Edxy ©0xy = EK(X,) ® K(X,") — EK(X, ) ® k(Y,) ~ EK(Y,) ® (X, ) + EK(Y,") ® k(Y )
= (Cp+pup @ pp) — pp @ pq — pq @ pp + (Cq + g @ pg)
=Cp+Cq + (P — 1Q) ® (1P — 1Q)-

For the first term in the variance decomposition of Proposition 2.5

X;?Y’[h((x’y)’ (X" Y))] = (day, b — 1)

Var | B [h((X,Y), (X", Y") | X,Y]| = (up — nq, (Cr + Co)(1p — 1)) n-

XY |x' )y

)
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For the second term,
Yar [h((@,y), (X, YD) = Var [{Fay, dxry)]
(B Oxv1)?] = (B{Say, 6xrv7))”
Sy Oxy ) (Ox7y7, Oy} — (O, o2 — 110)*
Ouy, (Ox1y7 @ 0xry1)0ay) — (Ouy, (1P — 1Q) ® (1P — 1Q)) Ouy)
= (Ouys (EQxrys @ dxryr) = (up — 1) @ (up — 11Q)) day)
Ozy, (CP + CQ)5$y>
= (Boy ® 0oy, Cp + CQ)yg

& L(V,?g,[h((x,m (X', Y) | X, Y}] = <X7Y Bxy @bxy],Cr + CQ>

I
T~ N N

HS
=Cp + Collfis + (kP — 1Q) ® (kP — 110), Cp + CQ)yg
|

= ICp + Colliis + (up — na. (Cp + C)(1p — 1Q))n-
Letting v = (up — pg, (Cp + Cq)(up — 1)) w for brevity, we have obtained (4):

4n —6 2
n(n—l)y+n(n—1)(

— 4
Var (MMDUQ) = ||CP+CQ||%{S +V) = EV—’_ ||CP+CQ||%{S~ O

2
n(n —1)
C Proof of degeneracy characterization (Theorem [2.7))

Theorem 2.7. In Setting 1\@& is infinitely degenerate (the variance is zero) if and only if Cp =
Cqo = 0. Note that an infinitely degenerate MMD estimate may still be nonzero, such as if P and @) are
distinct point masses.

Now suppose that at least one of Cp,Cq is nonzero, so WBUQ ’s order of degeneracy is either zero or one.
Then:

(i) If up = po, 1\/@5& is first-order degenerate.
(it) When up # pq, Wﬁ may be either non-degenerate or first-order degenerate.

(#1t) Suppose X is a topological space, k(x,-) is continuous for each x, and sup,cy k(x,x) is finite.
Further assume the supports of P and Q are not disjoint. Then MMDy? is degenerate if and only
if pp = pq-

(iv) In Setting@ MUZ is degenerate if and only if up = pg.

(v) In Setting[B, (up — g, Cr(up — pq)) > 0 if and only if (up — uq, Co(up — nq)) > 0.

Proof. Because C'p and Cg are each positive semi-definite, Cp + Cg = 0 if and only if Cp = 0 = Cyp.
Proposition then immediately gives both the result about infinite degeneracy and

Proof of Most usual settings are non-degenerate; for an explicit example, consider X = R, P =
N(0,1), @ = N(1,1), and k(z,y) = zy. Then pup = (t — 0) =0, ug = (t — t), Cp = Cg = Id, and so
(up = nq, (Cp + Cq)(nr — ne)) = 2|uelli, = 2[Ik(, VI, = 2k(1,1) = 2.

For a degenerate case, consider X = R, k(z,y) = max(l — | — y|,0), P = Uniform({1,2}), and Q =
Uniform({3,4}). These have nonzero kernel covariance operators: for instance,

(k(L,-),Cpk(1,)) = Var[k(1,X)] = § -1+ 40" = (§-1+} 0)? =
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We also have pup # pg, as can be seen by considering their inner products with e.g. k(2.2,-), or be-
cause P # @ and k is characteristic (Sriperumbudur et al., 2008, Corollary 8). Notice, however, that
Prx.py~q(k(X,Y)=0)=1. Thus, if we write

— 1 1 2
MMDy? = ——— b T5) + ——— I
U n(n—l);k(x 7$1)+n(n_1);k(9 ) n2 ;k(x Yi)

the last sum is identically zero, leaving us with the sum of two independent U-statistics with kernel k.
Applying Proposition for the first such sum, Var[E[k(X,X") | X]] = Varx/~p[pp(X')] = 0 because
pp(1) = pp(2) = 3, and P = Uniform({1,2}); however, for any = € {1,2}, Var[k(z, X)] = 1 as seen above,
and hence the variance is ﬁ . % = m The other term is independent and has the same variance.
Thus the variance of MMDy? is 1 /(n(n—1)), so it must be first-order degenerate: we have a situation where

wp # pg, Cp #0, Co # 0, and yet mUQ is degenerate.

Proof of and [(iv)| If up = pg, then Proposition immediately implies that hmﬁﬂ is degenerate.
Thus, suppose that MMDy? is degenerate for Cp, Cg not both zero; we will show that up = pg, or
equivalently that A = pp — pq is the zero function. Since Cp and Cg are positive semi-definite and we have
assumed degeneracy, Proposition [2.6] implies that we must have

{up = 1o, Crlnp — po)) = Yar(A(X)) =0 and (up - nq, Colur — uo)) = YVar(A(Y)) =0.

Thus, there must be cp, cg € R such that

Pr (A(X)=cp)=1 and Pr (AY)=1cq) =1

But notice that

liep = nal* = (e &) = 10, 8) = B IACX)] = E_[AY)] = e — co,

and so if cp = cq then pup = ug.

For let = be in the support of P, and suppose that A = up — g has A(x) # cp. But then by continuity
there is an open neighbourhood N, 3 x for which |A(z") — cp| > € for all 2’ € N,; since z is in the support
of P, P(N,) > 0, contradicting that A(z) = c¢p P-almost surely. We similarly have A(y) = ¢q for all y in
the support of Q; thus, if there is a point in both supports, we must have cp = cq.

For k being bounded and real-analytic implies that each f € H is as well (Chwialkowski et al., 2015]
Lemma 1). As before, degeneracy implies A(x) = cp for all z in the support of P, and A(y) = ¢q for all y in
the support of Q. Mityagin (2015) shows that if a real-analytic function is zero on a set of positive Lebesgue
measure, the function is identically zero; since A — ¢p is analytic, it must be zero on all of X. But since R?
is Hausdorff, the support of @) is nonempty, and hence cg = cp.

Proof of Reusing our previous notation, positive semi-definiteness implies (A, CpA), (A, CqA) are
either zero or positive. Suppose (A, CpA) = 0; then following the proof of we know that the function
A is almost surely a constant cp on the support of P, and since it is also real-analytic and P’s support has
positive Lebesgue measure, it is equal to cp everywhere. Thus (A, CgA) = Vary..g A(Y) = 0. The same
reasoning applies for @, and so (A, CgA) = 0 implies (A, CpA) = 0. O

D Two Sample MMD Variance
We now decompose the variance of MMD? based on the formula [@.
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Theorem 3.4. Under Setting[4] it holds for any nx,ny > 2 that

4 4 TLX_2 ’I’Ly—2
. . — C —
( ny nx—1 ny— 1) (np — 1@, Cr(pp — 1@))

Sp~P"X nx
Se~Q"™Y
4 4 nx—2 ny—2
= (1= = . _ C _
+”Y( nx nx—1 nyl)wp Qs Co(up = 1q))
2 4
- C 2 - C 2 = C ’C
+nX(nX_1)|| P||Hs+ny(ny_1)|| Q|\Hs+nxny< P, Cous

16 <71X_2 ’ny—2

nx —1 ny — 1) [(kp, Crup) + (1q, Coua)l -

nxny

Proof. We will need to compute various conditional expectations of the MMD estimator kernel function
h(z,z"5y,y) = (k(z,) — k(y, ), k(z',-) — k(y',)). For brevity, in this proof we will use ¢(x) to denote the
feature map k(z,-). We can omit some calculations because of the additional symmetry h(z,z’;y,y') =
h(y,y';sx,2").

As Cp,Cq are self-adjoint, we have the useful identity

(P, Cpup) + (pq,Cruq) — 2(nq, Crup) = [(up, Crup) — (1P, Crug)] + (1o, Crrq) — (1o, Crup)]
= (up, Cr(pr — 1Q)) + (1q, Cr(ng — 1P))
= (up = p1q, Cr(pr — 1q)),

and similarly (uq, Couq) + (kp, Cour) — 2(up, Couq) = (kp — 1o, Co(up — 1qQ))-

Order 1 terms.

E(h(X,X;Y,Y") | X) = up(X) + ER(Y,Y") - jng(X) ~ EK(X',Y)

¢x = Var(up(X) — po(X) + const)
= (up — 1@, Cr(ppr — 1q))

Order 2 terms.

E(h(X, XV, Y')|X, X') = k(X, X") + EE(Y,Y") — p(X) — po(X')
Var(k(X, X")) = E[k(X, X")?] — (E[k(X, X")])

=E(¢(X) ® ¢(X), p(X") @ ¢(X"))us — llup|*
= (ICpIfs + 2(Cp, P @ pp)us + llwpll*) — el
= ||Cpllfis + 2{up, Crup)

Cov(pq(X), k(X, X") = Eluq(X)k(X, X')] = E[k(X, V)] E[k(X, X")]
= (uq,Cprpp)

Cxxr = Var(k(X, X')) + Var(uq (X)) + Var(ug(X"))
- QCOV(MQ(X)v k(X? X/)) - 2COV(N’Q(XI>7 k(Xv X/))

= |Crllfis + 2{up, Cpup) + 2({uq, Cruq) — Huq, Crup)
= [|Cpllfis + 2(up — nq, Cr(up — 1q))

18
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Let Cp = E[p(X) ® #(X)] and define C analogously.

E(h(X, XY, Y)X,Y) = pnp(X) + po(Y) — % [1Q(X) + pp(Y) + k(X,Y) + Ek(X,Y)]

(Cp,Colus = (Cp,Cq)us — (Cp, 1o ® po)us — (Co, p @ pp)us + (1p, 1q)?
= E[k(X,Y)?] — (Cp, uq @ pq)us — (Cq, pup @ pp)us — (up, po)’
= Var(k(X,Y)) — (uq, Cruq) — (up, Coup)

1

Gy = Var (up(X) = 510(X) ) + Var (4 (¥) = gup(r)) + ] Var(k(X.¥)

+ Cov (1up(X) = Gg(X).K(X,Y) ) + Cor (g(¥) = Gur(Y). k(X 1))

= (up — %MQaCP(MP - %MQ» + (g — %MPch(NQ - %;u»))
+ i(Cp, Cohus + %<ﬂQa Cpuq) + i(uP, Cqpp) + (up — %M@ Cpugq)
+ (g — %MP, Coup)

= i(CP, Cq)us + (e, Crup) + (1, Couq),

where the last line follows by

1 1 1 1
{up = 51, Cr(np = 51Q)) + 7{nq, CruQ) + (np — 51Q, CPrq)

1 1 1 1 1 1 1
— [{hp = gm0 Colir = Jua)) + (e = g10.Crgual| + | e, Crna) + (g ~ g, Crue)

1 1 1 1
= {up = 51q,Crup) + (G1p,Cruq) = (kP = 51Q, Crup) + (SHQ, Crup) = (up, Crip).

Order 3 terms.
1
Eh(X, XV, Y) | X, X")Y)=k(X, X") + puo(Y) — §[k(X, Y) + po(X') +E(XY) + ug (X))

Let R :=k(X,X') — 3[k(X,Y) + k(X’,Y)], then we may write

Coxry = Var(ug(Y)) + § Var(ug(X')) + ¢ Var(u(X)) + Var(R)
+2 COV(MQ(Y>7 R) - COV(NQ (Xl>7 R) - COV(NQ (X)7 R)

1
= {1Q, Carq) + 5{nq, Cruq) + Var(R) + 2 Cov(ug(Y), R)

—2Cov(ug(X'), R).

19
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We may simplify the terms including R
Var(R) = Var(k(X, X")) + iVar(k(X, Y)) + iVar(lc(X’,Y)) — Cov(k(X,X"),k(X,Y))
— Cov(k(X, X", k(X' Y)) + %Cov(k(X,Y)7 E(X'Y))
= Crlifs + 20, Cpap) + 5 [(Cr, Cadus + (g, Crua) + (up, Capr)]

1
= 2(up,Cpug) + §</~LP7 Coup)

1 1
= |Cplltis + 2(up, Crup) + §<CP7 Cq)us + §<#Q7 Cpuq) + (up, Coup) — 2(up, Crug)

Coruq ), 1) = Cov (¥}, =5 WX, Y) + X' Y] ) = = Covlug(¥), (X, Y)) = ~{ug: Canr)

Covliig(X'). F) = Cov (g(X)KCX. X') = J(X'.Y)) = (g, Crsr) ~ 5. Crnc)

Plugging the above into the variance equation gives
1
Cxxry = (hQ, Cora) + 5k, Crrq) + ICP s + 2(up, Crpp)

+ %(CP, Co)us + %WQa Cpuq) + (1p, Coup) — 2(ur, Cruq)
= 2(uq, Coup) — 2(uq, Crup) + (1@, Criq)

— Crlfs + 5(Cr.Calus +2llup. Cropr) + (. Crpg) — 2pap. Crpic)]
+ [uq, Corq) + (kp, Coup) — 2(uq, Cour)]

— |Crllfs + 5 (Cr. Calus + 20up — 1. Crlip — o)
+ (wp — o, Colup — 1q))

= [Cplfis + 3, Calus + (up — g, (2Cp + Ca)p — )

Order 4 terms. Let R :=k(Y,Y’) — 1[k(X,Y’) + k(X,Y")], we have h(X, X';Y,Y’) = R+ R’. Similar
to the calculation for R we have

1 1
Var(R') = ||Cqllfis + 2{uq, Corq) + §<CP, Cq)us + §<MQ7 Cpuq) + (up, Coup) — 2(ug, Coup).

Next we have
2 Cov(R, R') = 2 Cov (k;(X, X) - %[k(X, Y) 4 k(X V), R(Y, YY) — %[k(X’,Y’) + k(X y/)})
— _ Cov(k(X, X'), (X', Y") + k(X,Y")) = Cov(k(Y, V"), k(X,Y) + k(X', )
+ % Cov(k(X,Y) + k(X/, Y), k(X/, Y/) + k(X, Y/))

= =2(up,Cpuq) — 2(1q, Cour) + (1q, Cruq)
Finally we have
CXX/YY/ = Var(R) + Var(Rl) + 2 COV(R, R/)

= |Crlifis + ICollfis + (Cp,Cq)us + 2[{up, Crup) + (uo. Crug) — 2{up, Cruq)]
+ 2[(1q, Couqg) + (up, Coup) — 2(uq, Coup)]
=||Cpl5is + ICqI5is + (Cp, CQhus + 2{pp — pg, (Cp + Co)(pp — 11g))
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Simplification Plugging the ( values into yields the variance for MMD? of

4 nX—2 ’I’Ly—2 le—3 4 TLX_2 nx—?) ny—2
i . . CX'F* . . CY
nx Tfo]. ny TLy*l ny nx TL)(*]. nyf].
2 ny —2 ny —3 2 nx —2 nx —3
+ r . Cxxr + X et Cyy
nx(nx — 1) ny ny —1 ny(ny—l) nx ny — 1

16 ny —2 ny —2
+ X X Cxy
nxny ’I’Lx—l ’I’Ly—l

8 ny —2 8 nx —2
+ Y CXX/Y+ X CXYY’
nx(nx—l)ny ny—l

any(ny — 1) nx — 1
4

nX(nX o 1)TLY(TLY o 1)CXX’YY’a

where

(x = (pp — 1@, Cr(pr — 1q))

Cv = (up — 1o, Colup — 1q))
Cxxr = ||Cpllfs + 2{up — pq, Cr(pp — 1Q))

Cryr = |Collis + 2(up — pg, Colur — pa))
1
(xy = 1<CP,CQ>HS + (e, Crpp) +{1q, Conq)

1
(xxry = [|Cp s + §<OP5 C)us + (1P — pq, 2Cp + CQ)(ur — 1q))

Cxyvyr = [|Callis + %<0Pa Calus + (np — pq, (Cp +2CQ) (1P — 1Q))
(xxvyr = [ICpllEs + 1CoI7s + (Cp, Co)us + 2(up — no: (Cr + Co)(1p — 1))
Let vp = (up — pq, Cr(pp — pq)) and vo = (pp — pq, Co(pp — pq)). Then
(x =vp ¢y =vg
(xxr = Cpllfs +2vp Gvyr = [Callfis + 2vg
(xy = £<CP> Co)us + (1p, Crup) + (1q, Copg)

1
(xxry = |Cpllfis + §<CP7 Cq)us +2vp + v

1
Cxyyr = ||Collis + §<Cp, Co)us +vp +2vg

Cxxryyr = ||Crlliis + 1Cqllas + (Cp, Co)us + 2vp + 2vq
This means that Var(MMD?) is

4 anQ ny72 ny73 4 TLX72 TLX73 ’rlyfz
_ . . VP+7 . . Z/Q
nx nx—l ny ny—l ny nx nx—l ’I’Ly—l
2 ny—2 ny—3 2 2 TL)(—2 ’I’Lx—3 2
. c 2 - C 2
oy (2 ) (Ul + 2w+ s (M2 ) (Gl + 200)
+ 4 (nX—Q 7’Ly—2

nxny \nx —1 ny — 1) [(Cp,Cq)us + 4(up, Crup) + 4ug, Coug)]

8 ny — 2 2 1
- 2
i T (1) s 5(€r s 20p-+ )

8 TLX72 2 1
C —(Cp, C, 2
Ay p— (nx—1> [II Qllas + 5 (Cp, Cqlus +vp + VQ}

Cpll4s + |Coll4s + (Cp, C +2up 4+ 2vg]| .
T Gl + [ Calfs + (Cn, Cabus + 2v + 2]
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Gathering vp terms, we get a coefficient of 4/nx times

(TLX - 2)(ny — 2)(ny — 3) + (’ny - 2)(ny — 3) +4(ny - 2) + 2(TLX - 2) +2
(nx — Dny(ny — 1)
(nx —)(ny —2)(ny —3) +4(ny —2)+2(nx — 1)
(TLX — 1)le(ny — ].)

_(ny —2)(ny —3)+2 4(ny —2)

- ’I’Ly(ny — 1) (nx — 1)ny(ny — 1)
_n%,—Sny+8 4(ny —2)

- le(ny — ].) (TLX — 1)le(’ny — 1)

_ ny(ny — 1) — 4(ny — 2) 4(ny — 2)

- ny(’ny — 1) (nx — 1)ny(ny - 1)

_1_M 1_;
a ny(ny—l) nx—l
4 TLX72 nny_

=1- —
ny nx—l 77,}/—17

the v¢ terms are symmetric, so that term’s coefficient is

4 1 4 nx—2 ny—2
ny nx TLX_]. TLy—]. '

Next gathering the ||Cp||%g terms, we find a coefficient of

2 (ny —2)(ny —3) +4(ny —2)+2 2 n2 —ny 2

nX(nX—l) ny(ny—l) nx(’nx—l) ’ny(ny—l) B nx(nx—l)’

and the ||Cgl/%g terms are again symmetric for a coefficient of 2/(ny (ny — 1)). Finally, the (Cp,Cq)ns
terms gather to a coefficient of 4/(nxny ), since

(nx —2)(ny —2)+ (ny —2) +(nx —2)+1  (nx —1)(ny —2) +(nx —1)  (nx —1)(ny — 1)
(nx = 1)(ny — 1) ; (nx = 1)(ny — 1) ~ (nx = D(ny - 1)

The result follows. O

=1.

E Asymptotics of Generalized U-statistics

This section characterizes the asymptotic behaviour of generalized U-statistics by filling in and generalizing
the approach of Serfling (1980, Chapter 5). Throughout the section we fix a generalized U-statistic U,
constructed from the kernel h(z11,...,Zm 15+, Z1cs - -+, Tm.c) and random samples S = {X;; : j € [c],i €
[n;]}, where (Xij)icin;) ~ ,u;lj for each j. Additionally define

X:(Xl-j:jG[c},iE[mj])NHu;nj, 0 =E[hX)], h=h-08.

To make our presentation more concise, we introduce an abbreviation to our expression in Definition [3.1]
. -1 . . . .
with U, = []j_, (;ﬁj) > x h(X), X varying over each distinct collection of arguments in S.

Definition E.1. The order r projection of U, is given by

Unﬂ“ =0+ Z (]E[Un | X’iljlv s 7Xirj7‘] - 9) ’
(iljl)w")(i'r'jr)

where the sum is over each subset of S of size r.
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Often we will simplify the projection of U,, using its order of degeneracy. This is made precise by the following
proposition.

Proposition E.2. Let X, X' be subsets of the sample S where X ~ []j_, p;ﬁj, then E[h(X) | X'] = E[h(X) |
XN X'] where we interpret E[A(X) | 0] = E[,(X)]. In particular if U, is order r degenerate and |[XNX'| <r

then E[R(X) | X] = 0.

Proof. Since S consists of independent variables, E[A(X) | X'] is obtained by integrating out the arguments
in A(X) which are not shared with X’. It then follows that E[A(X) | X'] = E[A(X) | XNX']. Now if U,
is order r degenerate and |X N X'| < 7, the symmetries of h imply Var(E[2(X)|X N X']) = 0 and in turn
E[h(X)|X'] = E[h(X)] = 0. O

The following lemma shows that if U,, has order-r degeneracy (identifying r = 0 with non-degeneracy) then
its asymptotic distribution can be approximated by U, ,+1 in the mean-square norm.

Lemma E.3. If U, is a generalized U-statistic with order of degeneracy at least r, then E|U,, — ffnyr+1|2 =
(’)(n_(r+2)).

Proof. Expanding E[U,, | X; j,,..., X, ,j.,.]) vields
N ¢ n; -1 ~ ~
Un - Un,r—i—l == H (mj) Z h(X) - Z ]E[h(X) | Xi1j17- .. ’Xir+1jr+1]
Jj=1 J X (4171),--,(Grp1dr+1)

Turning to the inner sum, Proposition implies E[B(X) | X;
Xisjroo s X

Tr41Jr41

1j1a"'7Xir+1jr+1] = 0 if X and
share less than 7 + 1 terms. Thus removing these zero-valued terms leaves us with

-1

~ n; ~ ~
Un - Un,r = H < ]A> Z h(X) - Z E[h’(X) | Xi1j1a B aXir+1jr+1] ) (9)
X (1151),-- s (Gr1dr+1)€X

N

where (i171), ..., (ir41Jr+1) € X denotes that X contains X j,,..., X, ., j..,. The above puts U, — U, , in
the form a generalized U-statistic and furthermore conditioning on any r + 1 terms in X gives

E | A(X) - Y ERX) X

(1171),,(Grg1ir41) EX

=ERr(X) | Xot,5--5 X

, X Xoityy-or X

119 ir+1jv~+1] Sr41trt1

E[A(X) | Xoytys---» X =0 by Proposition [E.2

ST+1t7‘+1] - 37‘+1tr+1]

If we had conditioned on fewer than r + 1 variables, the term above would be zero again due to U,’s order

of degeneracy. Therefore U,, — U, ’s order of degeneracy is at least r + 1. Since U,, — U,, , has zero mean,
it follows from the variance formula that E|U, — U, ,|? = O(n="+2), O

The next two results builds on our lemma and deduces the asymptotic distribution of generalized U-statistics
based on their first and second order projections.

Theorem 3.8. Let U, be a c-sample U-statistic with kernel h, where n = min{ni,...,n.}. If n/n; = p; €
[0,1] for each j € [c], then

ViU, = E[R(X)) 5 N (0,3 pym? Var (E [h(X) | X1]) | ,
j=1

where N(0,0) is interpreted as a point mass at 0. In particular if U, is non-degenerate and each p; > 0 (the
proportional regime), the distribution above is normal with positive variance.
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Proof. By Lemma we have that
E[[Vn(Uy = Un1)P’] = nE(|Uy = Upa['] = nO(n"?) = O(n™ "),

so it suffices to deduce the distribution of /n(U,1 — ). Define h; = E[h(X) | X1; = -], we may write
c —1 ¢ Ny
nj
G0 =TI (") S350 |
j=1 Jj=14i=1 X

Note that if X;; is not contained in X then Proposition implies E[A(X) | X;;] = 0, thus counting the
number of X containing X;; leaves us with

fa-0=11(p) é;("ﬂ)};g(:;) )=y

If Var(E[h(X) | X1;]) > 0, we may combine the central limit theorem and Slutsky’s theorem to get

Vn (7:;2]:71]( ) \/7m] < Zh i ) i>./\/(O,pjm? Var(E[(X) | le])).

Otherwise if Var(E[h(X) | X1;]) = 0 then 17, h;(X;;) is almost surely zero. The desired limiting distri-
bution follows by applying the continuous mapping theorem to \/E(Un1 —0). If U, is non-degenerate then
Var(E[h(X) | X1,]) > 0 for some j, thus proportionality guarantees that the variance is positive. O

To deal with the asymmetric kernel associated with second order projections of generalized U-statistics, we
have a preliminary result analogous to a singular value decomposition (SVD) for square-integrable kernels.

Lemma E.4 (Kernel SVD). Let k € Lo(X x YV, ux v) and Lo(X, 1), Lo(Y, v) be separable. Then k has the
representation as an Lo limit
x,y) = Zanvn(m)u
n

where o, are the singular values of the operator T : La(X, u) — Lo(Y,v) defined by

T [ Ko f(e) duta),
and {vn,} C La(X, ), {un} C L2(Y,v) are orthonormal.

Proof. Since k is square integrable, T' is Hilbert-Schmidt and hence compact. Letting 7™ denote the adjoint,
T*T is a compact self-adjoint operator and hence provides a countable orthonormal basis of eigenvectors
{vn} of T*T with corresponding eigenvectors {\,, } arranged so that Ay > Ay > --- > 0. For all non-zero A,
put o, = v\, and u,, = o, Tv,. Notice that

1 o
ny Um) = Tanm: T*Tn7m:7n nsy Um
so {uy,} is orthonormal in Ly(),v). Thus we have
2
k(a:, y) - Z O'nvn(x)un(y) du(aj)dy(y)

L L
- / / <|k<x,y>2—ZZonk@,y)vn(m)un(y)+Zoivi<x>ui<y>> dpa()dv(y)
n=1 n=1
L L
— k3 -2 o / wn(y) (Ton)(y) dviy) + > o2
n=1 n=1

L L

L
= |KlI3 =D on = Ikl = D _{T*Tvn,vn)2 = [K]3 = DI Twnl3.

n=1 n=1 n=1
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It is a standard result that ||k||2 = ||T'||zs. Therefore the final term vanishes as L — oo . O

Observe that ﬁn,g is a linear combination of the conditional kernels

Now assuming each izjj € Lo (,uf) and hg; € Lo(us % pt) leads to a variety of kernel decompositions. For the
symmetric kernel iNij, Dunford and Schwartz (1988] Section VI, Exercises 44 and 56) give the decomposition

hjj(z1, x2) Z%l%l (z1)ji(z2), (10)

=1

where the limit is taken with in Ly norm, and {¢;;}, {);;} are the (orthonormal) eigenfunction-eigenvalue
pairs of T := f +— Ex,; [h;;(-, X)f(X)]. The aforementioned Lemma applies to hg giving

o0

het(w1,22) =Y oarvsu (1) tsu (22) (11)
=1

These results are applicable to the coming proof.

Theorem E.5. Let U, be a c-sample generalized U-statistic with an associated kernel h, where n =
min{ny,...,n.} and p; = lim, .o n/n; exists for each j. Further for assume hj; € Lz(uf) for j € [c]
and hg € Lo(pus X py) for 1 < s <t < ¢, admitting the decompositions and , If U, is first-order
degenerate then n(U, — 0) converges in distribution to'Y, where

Y= Z <T’;j>pj Z Nji(ad = 1) + Zm me/pspt ngtlbstlcstla
=1 =1

s<t

and {aji}, {bsu}, {csu} are marginally N'(0,1) variables obtained from the weak limits

1 & 1 &
j— ’ll}jl Z_] —d aji, y— Ustl(Xis) —d bstl7 y— ustl(Xit) —d Cstl-
2 7 et

Proof. By Lemma n(U, — 6) converges in Ly to V,, := n(U, o — 0). Writing the projection explicitly

n_lvn = Z Z [ ‘ lejaXzzj + Z Z U | Xi1S’Xi2t) - 0]7

J=1141<i2 s<t 11,12

25



Under review as submission to TMLR

which may be simplified by removing the zero-valued terms according to Proposition

Z[E(UHXM»XM)@]H<:é/> S SRR | X Xi)

i1 <i2 11<i2 X

(:1]4_22> 11 (mjl)ﬁ (X5 Xinj)

J'#i

2(2) S

i1 <ig

11 <ig

||
S :1 /—\

Z[ ( |X1187X22t

11,12

11712 X
ng—1 ng—1 nj\
hs Xl s;Xi
IJ ) Z TG I G

Z hst Xzz,s; ngt)

11,02

01,12

-1
( ) S STRGE) | Xy Xit)
(o

NNy

Thus we’re left with

c ) ) —1 B B
nWa=3 ] (?) (?) Z hii(Xigs Xig) + > % D hat(Xiy o Xige).

n
j=1 11 <12 s<t s’ 11,12

Replacing izjj and hg, with their Ly expansions, we define the truncation of V,, to L eigenfunctions

n W :=i (?) (g) B ZL: D Nt (X )i (Xizg)

j=1 1=1 i1 <iy

+ Z e Z Z Ustlvstl 18 ustl(Xlzt) (12)

=1 1,12

and the truncation of Y by

L
Y, = Z <7;j)pj Z )\jl(a + Z MMy pspt Z OstibstiCstl-
=1

j=1 s<t

Using V,,1, and Y7, as points of comparison, we have the following error decomposition in terms of character-
istic functions:

|Eexp(izV,,) — Eexp(izY)| < |Eexp(izV,) — Eexp(iaV,r)| + | Eexp(izV,,r) — Eexp(izYy)|
+|Eexp(izYr,) — Eexp(izY)|.

The rest of the proof is divided in three sections, each focused on bounding a term above.
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First term: We first apply the inequality | exp(iz) — 1| < |z|
|| "' E | exp(izV;,) — exp(iz Vi)
<E|V, — Vor| < [E |V — Viur|?]/? by Holder’s inequality

1/2
c -1 > ’
m; n;
<> ( 2J> . ”(2]) Do D At (Xiag ) (Xisg)
= I=L+1i1<is
Aj
97 1/2
n oo
+stmt E — Z ZUstlvstl(Xils)ustl(Xizt)
s<t S =L in
Bst

2

Since V,,r, — V,, in Lo we have
ns —2 e’}

Aj = ”2<2J) E| Y > N (X)) Xiny)

I=L+1i1<ip

-2 e’}
2 (T 2
n(z) > ONE

l=L+1

2

Z Yi1(Xiyj)¥j1(Xisyg)

i1 <ig

by orthogonality

) —2 oo
:”2<nz]) ST D ERu(Xi )i (X (Xiy )it (Xiy5))-

I=L+1 i1 <tz 13<i4
First-order degeneracy implies
_ o
Elh; (- Xip)l = > Xt Blypu(Xij) () = 0
=1

so by linear independence of the eigenfunctions we must have E[y;;(X;;)] = 0 if A;; # 0. It follows by
independence that

1 if (i1,i2) = (i3,7;4)
0 otherwise.

E[j0( Xy )50 ( Xz )01 (Xig )01 Xiyj)] = {

Hence we get

—1 [e%e] 2 [e’e] [e’e)
2 2Ty 2 _ 2n 2 2
g-w(Y) S e P Y ey

I=L+1 I=L+1 I=L+1
We may similarly show that Elvgsy (X, s)] = E[usu(Xi,e)] = 0 if o5y # 0, thus

2

n 2 o]

B, = (nsnt) E| > ZUstlvstl(Xils)Ustl(Xizt)
I=L+111,io

2

n 2 o) ’[’L2 o0 o0

2 2
= (nsnt) Y oWE Z Vrt(Xiys Jusu(Xize) | = 2 Yo o< Y o
I=L+1 i1,ia I=L+1 I=L+1

Since the eigenvalues {)j;} and singular values {0} belong to Hilbert-Schmidt operators, their squared
series converge. Therefore limy_,o E|exp(izV;,) — exp(izV,1)| = 0 as it is a linear combination of the
Aj, Bg. Importantly, our choice of L is independent of n.
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Second term: Fix any L > 1, we will focus on the following terms in expression of Vir,

Z Z )‘J”/}Jl 1] wyl( 22])

‘7 =1 i1 <i2
st = E § Ustlvstl 118 ustl(ngt)
vV nsnt
=1 41,12

which we may rewrite as

L
651& = Zcrstl ( Z Uetl i18 ) ( Z ustl 22t ) .
=1

211

Note that % S ?l(Xij) — 1 a.s. by the law of large numbers. By the above we may view V,,;, as a

continuous function in terms of the sample means and (Z1, ..., Z.), where Z; is the vector concatenating

" T

1 J

— Yiu(Xi;):1<I<L

" T
(1 Zj (Xi):1<I<L,j<t

g Agg) LSl < Ly g <

Vake e
(1 n; T
—Zus»l(xij)ﬂgsz,sq )
Vak A ’

That is, Z; contains all normalized samples from p;. The central limit theorem gives Z; —4 N(0,X;) as
n; — oo, where X, is the covariance matrix between pairs of ©;;(X;;), vju(Xi;), usji(Xi;). Moreover Z; is
independent across each j, so we have the joint convergence (Z1,...,Z.) —q4 N(0,X) as n — co, where 3
is the block diagonal matrix diag(3,...,X.). A final application of the continuous mapping theorem and
Slutsky’s theorem gives

- ‘ mj n
V=3 (7)) _ﬂﬁzmmtmﬁst

Jj=1 s<t

—y Z ( )pJ ZA]l )+ Zm mt\/ﬂz OstibstiCst = Y.

s<t

Convergence in distribution accordingly gives |Eexp(ixV,r) — Eexp(izYr)| — 0 as n — oc.

Third term: Recall that Y is the Lo limit of Yz, so again using |exp(iz) — 1] < |z| we get
|Eexp(izYy) — Eexp(izY)| < |z|[E |V, — Y|*]Y/2 = 0 as L — oc.

To complete the proof, pick € > 0. For L sufficiently large the first and third term are less than £/3. Fixing
this L, we may pick N such that the second term is bounded by £/3 for all n > N, giving

| Eexp(ixV,,) — Eexp(izY)| <e, Vn > N. O
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We can now determine the null distribution of MMD? as a specialized case of the preceding theorem. We shall
see this distribution has a much cleaner form than above due to the additional symmetries of the MMD kernel.

Theorem 3.7. Assume Setting [A| and that MMD?(P,Q) = 0. Assume min{nx,ny}/nx — px and
min{nx,ny }/ny — py for some px,py in [0,1]. MMD? converges in distribution as

min{nx,ny } MMD? t (px + py) Z)\z (zt-1),
1=1

where each Z; is independently N'(0,1), and the \; are the eigenvalues of the integral equation

E[(¢(X) = pp, ¢(y) — np)g(X)] = Ag(y).

Proof. Theorem implies that MMD? is first-order degenerate so we seek to use Theorem Define
hxx =ERX, X;V,Y) | X =, X' =]
hyy =E[(X, X ;YY) |Y =Y =]
hxy =E[Rh(X,X;Y,Y) | X =Y =]

Since MMD?(P, Q) = 0 implies up = pg, we calculate the conditional kernels as

hxx(X,X') = XN+ EEY,Y) — po(X) — po(X")

k(X,
= (¢(X) — @, d(X) — nq)
= (¢(X) — pup, ¢(X) — pp)

ey (X,Y) = ip(X) + ng(Y) — 5 (4 (X) + up(Y) + (X, Y) + ER(X',Y")

= & up(X) + pup(Y) — K(X,Y) ~ EK(X',Y"))
= 2 (6(X) — up, 6(Y) — )

and by symmetry hyy (Y, Y') = ($(X) — up,d(Y) — up) as well. It follows that the integral operators of
h XX, hyy, h xy share the same normalized elgenfunctlons and the eigenvalues of h Xy carry an extra factor
of —1/2. Now Proposition implies hXX, hyy, hxy are square integrable with respect to P?,Q2%, P x Q,
so following Theorem

min{nm,ny}MMD2 —d pXZ)\l( —1 +py2)\l —1 —2w/poyZ)\lalbl,
1=1 1=1
where a;, by ~ N(0,1) are independent. Finally we may complete the square, simplifying the above to

pIpY [(/&/Qaz — 0 ?0)? = (px + py } ZN px +pv)Zi — (px + py)] = (px + py) Z)\l - 1),
= =1 =1

as desired. 0
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