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Abstract 1 

This study explores the application of the 2 

hmByT5 model for Optical Character 3 

Recognition (OCR) post-correction, 4 

focusing on historical German job 5 

advertisements. Two versions of the 6 

model—standard and fine-tuned on the 7 

ICDAR-2019 dataset—were evaluated 8 

across subsets of the JobAds dataset. The 9 

effects of dataset size and OCR model 10 

diversity on post-correction performance 11 

were analyzed. Results show that larger 12 

training datasets improve performance, but 13 

with diminishing returns, suggesting an 14 

optimal balance between annotation effort 15 

and model effectiveness. Training on 16 

outputs from multiple OCR systems 17 

enhances generalization with limited data 18 

but may introduce conflicting patterns in 19 

larger datasets. Fine-tuning on unrelated 20 

datasets, such as ICDAR, reduced 21 

performance, underscoring the importance 22 

of domain alignment in pre-training. 23 

1 Introduction 24 

Accessing data from historical newspapers in the 25 

machine-readable form offers unique opportunities 26 

for scholars of many disciplines. Indeed, several 27 

present or past projects focused on digitized 28 

newspapers, e.g. (Doucet et al., 2020; Ehrmann et 29 

al., 2020; Manrique-Gomez et al., 2024) with the 30 

aim to develop tools or create large collections. 31 

However, challenges in Optical Character 32 

Recognition (OCR) still remain far from being 33 

solved (Jarlbrink & Snickars, 2017; Late & 34 

Kumpulainen, 2021; Torget, 2023; Wevers, 2023) 35 

and pose problems to keyword search or further 36 

automated processing, as OCRed text often 37 

contains ‘character recognition mistakes, 38 

formatting issues, and hyphenation problems’ 39 

(Guan & Greene, 2024).  40 

Through the process of post-correction, the 41 

OCRed text quality can be significantly improved. 42 

While a lot of work has been done in this regard 43 

and the progress and interest of the community can 44 

be documented e.g. by the ICDAR competitions 45 

(Rigaud et al., 2019; Chiron et al., 2017), many 46 

problems still remain unsolved and in specific 47 

languages and domains, custom post-correction 48 

models have to be trained or fine-tuned. 49 

While the influence of the amount of training 50 

data on the model performance was evaluated on 51 

synthetical data (Guan & Greene, 2024), finding 52 

the least amount of annotation necessary to get a 53 

good model is a pressing question. Also, 54 

generalization of the post-correction models 55 

remains a question. Exploring performance of post-56 

correction models trained on data coming from 57 

various OCR models would complement studies 58 

like (Dannélls & Persson, 2020) who explore the 59 

role of an OCR system for post-correction on 60 

Swedish data using as SVM model and find that in 61 

most cases, the performance of the post-correction 62 

decreases when the model is trained on mixed data 63 

from different OCR systems. 64 

In this paper, we present a series of evaluations 65 

with a fine-tuned Byte-to-Byte Text-to-Text 66 

Transfer Transformer (ByT5) model for historical 67 

German on the corpus of job advertisements from 68 

digitized newspapers. We focus on how the number 69 

of annotations affects the performance of the 70 

model. We also compare the effect of different 71 

OCR models used and whether a model trained on 72 

outputs of more OCR models reaches better 73 

generalization ability. 74 

2 Related Work 75 

In a survey, Nguyen et al. (2022)distinguish 76 

between manual approaches that mostly benefit 77 

from crowdsourcing, and (semi-)automatic 78 

approaches. The latter are further divided into 79 
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approaches working with isolated words, e.g. using 80 

a dictionary or merging outputs from several OCR 81 

systems, and context-dependent, that benefit from 82 

information gained from the context. These include 83 

language models, feature-based machine learning 84 

(ML) models, and sequence-to-sequence models 85 

which conceive post-correction as a machine-86 

translation task. 87 

As the approaches using isolated words often 88 

face challenges when containing proper nouns, 89 

words of specific domains, historical orthographic 90 

variations (Nguyen et al., 2022), but also 91 

abbreviation, which is the case of our data, we 92 

further focus only on the contemporary approaches 93 

considering context. 94 

Guan and Greene (2024) explored generating 95 

synthetic data for post-OCR corrections, including 96 

based on glyph similarity. Using dataset of 8 97 

languages and several models, including mT5 (Xue 98 

et al., 2020), mBART (Tang et al., 2020) or ByT5 99 

(Xue et al., 2022), they explore the impact of data 100 

volume and various methods of data generation on 101 

the model’s performance. Finding that ByT5 102 

performs the best for the post-OCR correction, they 103 

also find that for all languages, the results are the 104 

best when using the whole dataset instead of its 105 

fraction for training, and that the data augmentation 106 

x4 reaches generally the best improvement. 107 

A ByT5 model was also used with very good 108 

results in (Maheshwari et al., 2022) on Sanskrit or 109 

in (Löfgren & Dannélls, 2024) for Swedish 110 

newspapers, encouraging further use of this model. 111 

On the other hand, (Debaene et al., 2025) report 112 

that in the post-correction of early modern Dutch 113 

theatre plays, the ByT5 model unnecessarily 114 

modifies sequences of the OCRed text. 115 

Soper et al. (2021) fine-tuned BART for post-116 

OCR correction and demonstrated its usefulness 117 

for this task. Later, Thomas et al. (2024) compare 118 

Llama and BART models on the task of post-119 

correction of historical newspapers from the 19th 120 

century. This corpus is characterized by 121 

abbreviations and spelling variations over time. 122 

Authors report that Llama significantly 123 

outperforms BART, however, as it was trained 124 

predominantly on English data, its adaptation to 125 

other languages might prove a challenge. They also 126 

compare the performance with the amount of 127 

training data and show that while BART improves 128 

significantly with the increased amount of training 129 

data, Llama performs very well already from the 130 

outset. 131 

3 Dataset 132 

In our experiments, we use two datasets: Part of the 133 

ICDAR 2019-POCR (Rigaud et al., 2019) and the 134 

JobAds dataset created in the course of our project. 135 

From the ICDAR 2019-POCR dataset, the DE1 136 

(Ströbel & Clematide, 2019) DE2, DE3 and DE7 137 

(Springmann et al., 2018) were used. They include 138 

frontpages of newspapers and literary works 139 

written in the Fraktur font in the form of images 140 

together with their textual ground-truth, as well as 141 

in the early modern latin font. We used 7896 files 142 

with an average length of 1569 (±666) bytes from 143 

those written in the Fraktur font. This dataset is 144 

used to create a fine-tuned hmByt5 model to 145 

investigate whether fine-tuning on unrelated OCR 146 

data can reduce the ground truth needed to create a 147 

suitable OCR post-correction model. The ICDAR 148 

data shows a SacreBLEU (Post, 2018) score of 149 

11,87. The fine-tuned model raises this to 79,39. 150 

JobAds dataset was created from ANNO corpus 151 

(Österreichische Nationalbibliothek, 2021), a 152 

collection of digitized historical newspapers 153 

predominantly in German. From 29 different 154 

newspaper titles, we picked issues from 1850-155 

1950. From this corpus, a random sample of 1 page 156 

per year per newspaper was made. On these pages, 157 

all job advertisements were manually annotated 158 

using doccano (Nakayama et al., 2018). The 159 

annotated ads were OCRed with the frak2021 160 

model (Mannheim University Library, 2021) and 161 

manually corrected using the Transkribus platform 162 

(Kahle et al., 2017). This resulted in 9680 machine-163 

readable, proof-read job advertisements consisting 164 

of on average 196 (±159) bytes. Additional OCR 165 

text for each job ad was created with the 166 

german_print (Mannheim University Library, 167 

2024) and austrian_newspaper (Mannheim 168 

University Library, 2023) models. As frak2021 is 169 

the main model used in our project, the evaluation 170 

dataset contains only OCR text from this model. 171 

The evaluation dataset has a SacreBLEU score of 172 

68,46. 173 

Because ByT5 encodes text on the byte level, 174 

encoding an entire job ad is computationally 175 

infeasible. Therefore, both datasets are split into 176 

segments containing a maximum of 150 bytes. 177 

4 Methods 178 

4.1 hmByT5 179 

ByT5 is a variant of the Text-to-Text Transfer 180 

Transformer (T5) (Raffel et al., 2020) model 181 
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designed to process text at the byte level rather than 182 

relying on subword tokenization. This architecture 183 

enables ByT5 to handle diverse languages, 184 

character sets, and noisy text more effectively. By 185 

operating directly on raw byte sequences, the 186 

model avoids tokenization biases and can better 187 

capture fine-grained character-level patterns. 188 

While this approach increases computational 189 

complexity, it enhances robustness in tasks 190 

involving text with unconventional structures, 191 

misspellings, or rare word forms. ByT5 has 192 

demonstrated strong performance across a variety 193 

of natural language processing applications, 194 

particularly in scenarios where traditional 195 

tokenization methods struggle. 196 

hmByT51 are a set of multi-lingual Byt5 models 197 

fine-tuned on historical data in English, German, 198 

French, Finnish, Swedish and Dutch. Here, we use 199 

byt5-small-historic-multilingual-span20-flax as it 200 

shows the best performance on German. 201 

4.2 Training 202 

In this study, we investigate the performance of two 203 

different versions of the hmByt5 model for OCR 204 

post-correction: The standard hmByt5 model and a 205 

fine-tuned version trained on a subset of the 206 

ICDAR-2019 dataset. The training data for our 207 

experiments is derived from the Anno-dataset, 208 

which consists of historical OCR outputs and their 209 

corresponding corrected versions by creating a 210 

randomized 80-20 split. To assess the impact of 211 

dataset size on model performance, we create five 212 

different subsets containing 10%, 25%, 50%, 75%, 213 

and 100% of the available training data. 214 

Additionally, we introduce two variations for each 215 

subset: A single-OCR variant, which consists of 216 

OCR text produced exclusively by the frak2021 217 

model and a multi-OCR variant, which contains 218 

text generated by the three OCR models mentioned 219 

in the previous section. 220 

Each hmByt5 variant is trained separately on all 221 

dataset configurations. We use the Adafactor 222 

 
1 https://github.com/stefan-it/hmByT5 

optimizer for training, as this was used in the 223 

original ByT5 model. Training is conducted for 224 

five epochs and evaluated periodically with 225 

SacreBLEU. 226 

5 Results 227 

In this section, we are presenting SacreBLEU 228 

scores for the two models trained on different 229 

subsets of our training data. Table 1:  SacreBLEU 230 

scores of the single-OCR and multi-OCR training 231 

variants on the base hmByT5 model and the model 232 

fine-tuned on the ICDAR dataset. shows how well 233 

each model performed for five different dataset 234 

sizes when trained on either single- or multi-OCR 235 

versions of the JobAds data. 236 

6 Discussion 237 

The results of this study reveal several notable 238 

trends and provide valuable insights into the factors 239 

influencing OCR post-correction performance. The 240 

analysis of dataset size and OCR model diversity 241 

highlights critical aspects of model generalization 242 

and domain adaptation. Additionally, the relatively 243 

lower performance of the fine-tuned model raises 244 

important questions about the suitability of pre-245 

training datasets and their impact on downstream 246 

tasks. 247 

The observed improvements in SacreBLEU 248 

scores with increasing dataset size are consistent 249 

with established findings in machine learning, 250 

where larger training datasets enable models to 251 

capture more diverse patterns and relationships. 252 

The most significant performance gain occurs 253 

between using 10% and 25% of the training data. 254 

Beyond this point, further improvements become 255 

more moderate across all model configurations. 256 

For example, the base hmByT5 model trained on 257 

the single-OCR variant achieves a 7.2% increase in 258 

SacreBLEU when moving from 10% to 25% of the 259 

training data, while using the entire dataset yields a 260 

total improvement of 9.0%. Considering the 261 

OCR 

Variant 

Model % of training set 

10% 25% 50% 75% 100% 

Single Base 65.18 73.39 73.72 74.20 74.60 

ICDAR 65.14 70.36 71.75 72.29 72.96 

Multi Base 72.09 73.31 74.05 74.22 74.42 

ICDAR 68.82 70.91 72.15 72.54 7317 

Table 1:  SacreBLEU scores of the single-OCR and multi-OCR training variants on the base hmByT5 model 

and the model fine-tuned on the ICDAR dataset. 

 

 

https://github.com/stefan-it/hmByT5


4 

 
 

substantial manual effort required to create four 262 

times as much training data, the trade-off of slightly 263 

lower performance might be acceptable in real-264 

world applications. 265 

Fine-tuning the hmByT5 model on the ICDAR 266 

dataset consistently lowers performance across all 267 

training sizes. Despite the ICDAR dataset’s focus 268 

on OCR error correction, it was created with older 269 

OCR models and features lower OCR quality. This 270 

suggests that error correction does not generalize 271 

well between datasets with significantly different 272 

qualities or originating from different OCR 273 

models. Another key factor may be the ICDAR 274 

dataset’s larger size relative to the JobAds dataset, 275 

as it consists of longer texts. This likely results in 276 

the model overfitting to the specific error patterns 277 

in the ICDAR dataset. This overfitting could 278 

explain why SacreBLEU scores for the fine-tuned 279 

model exhibit higher absolute changes as 280 

additional training data is introduced, progressively 281 

mitigating this overtuned correction behavior. 282 

Notably, this effect is further supported by the fact 283 

that the multi-OCR training variant has a more 284 

pronounced impact on the fine-tuned ICDAR 285 

model, highlighting its sensitivity to training 286 

diversity. 287 

In contrast, the multi-OCR training variant 288 

produces mixed results for the base hmByT5 289 

model. When using only 10% of the training data, 290 

the model’s performance shifts from a 4.8% 291 

reduction in SacreBLEU to a 5.3% improvement. 292 

However, when trained on the entire dataset, the 293 

multi-OCR variant underperforms compared to the 294 

single-OCR variant. This suggests that while multi-295 

OCR training can improve generalizability when 296 

data is limited, it may lead to reduced performance 297 

on larger datasets, possibly due to conflicting error 298 

patterns among different OCR systems. This is also 299 

in agreement with older findings comparing post-300 

correction performance across different OCR 301 

systems (Dannélls & Persson, 2020).     302 

7 Conclusion 303 

This study highlights key factors influencing OCR 304 

post-correction performance, including dataset 305 

size, OCR model diversity, and pre-training 306 

strategies. Larger training datasets improve model 307 

performance, though gains diminish as dataset size 308 

increases, emphasizing the need for balancing 309 

annotation effort and performance benefits. 310 

Training on multi-OCR outputs enhances 311 

generalization, especially with smaller datasets, but 312 

can introduce conflicting patterns in larger datasets. 313 

Fine-tuning on the ICDAR dataset consistently 314 

reduced performance, likely due to domain 315 

mismatch and overfitting, underscoring the 316 

importance of dataset alignment in pre-training. 317 

These findings stress the need for careful dataset 318 

design and training strategies. Future work could 319 

explore domain-adaptive fine-tuning, synthetic 320 

data augmentation, and more nuanced evaluation 321 

metrics to develop robust OCR post-correction 322 

systems, improving access to digitized historical 323 

texts. 324 

8 Limitations 325 

A significant limitation of this study is its focus 326 

solely on correcting errors in texts that have already 327 

undergone OCR processing. The performance of 328 

OCR models is heavily influenced by the preceding 329 

layout analysis step, which determines the structure 330 

and organization of the document before text 331 

extraction (Liebl & Burghardt, 2021). The 332 

generalizability of post-correction methods may 333 

vary depending on the specific techniques 334 

employed during layout analysis, even when the 335 

same OCR model is used. This aspect warrants 336 

further investigation to better understand its impact 337 

on OCR post-correction. 338 

Another limitation lies in the size of the JobAds 339 

dataset used in this study. While the findings 340 

illustrate the relationship between dataset size and 341 

improvements in OCR quality through post-342 

correction, the observed performance decline of 343 

multi-OCR models with increasing amounts of 344 

training data requires validation on a larger dataset. 345 

A more extensive dataset would allow for a deeper 346 

exploration of these trends and provide more robust 347 

conclusions about the scalability of multi-OCR 348 

training approaches. 349 
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