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Abstract

Large language models (LLMs) are raging over
the medical domain, and their momentum has
carried over into the mental health domain,
leading to the emergence of few mental health
LLMs. Although such mental health LLMs
could provide reasonable suggestions for psy-
chological counseling, how to develop an au-
thentic and effective doctor-patient relationship
(DPR) through LLMs is still an important prob-
lem. To fill this gap, we dissect DPR into two
key attributes, i.e., the psychologist’s empa-
thy and proactive guidance. We thus present
WundtGPT, an empathetic and proactive men-
tal health large language model that is acquired
by fine-tuning it with instruction and real con-
versation between psychologists and patients.
It is designed to assist psychologists in diag-
nosis and help patients who are reluctant to
communicate face-to-face understand their psy-
chological conditions. Its uniqueness lies in
that it could not only pose purposeful questions
to guide patients in detailing their symptoms
but also offer warm emotional reassurance. In
particular, WundtGPT incorporates Collection
of Questions, Chain of Psychodiagnosis, and
Empathy Constraints into a comprehensive
prompt for eliciting LLMs’ questions and di-
agnoses. Additionally, WundtGPT proposes a
reward model to promote alignment with em-
pathetic mental health professionals, which en-
compasses two key factors: cognitive empathy
and emotional empathy. We offer a comprehen-
sive evaluation of our proposed model. Based
on these outcomes, we further conduct the man-
ual evaluation based on proactivity, effective-
ness, professionalism and coherence. We no-
tice that WundtGPT can offer professional and
effective consultation. The model is available
at huggingface.!

1 Introduction

Due to their excellent capability for memorizing
knowledge and instruction following, language

"https://huggingface.co/CCCCCCCCY/WundtGPT

modeling has evolved from small language mod-
els (SLMs), e.g., GPT (Radford et al., 2018),
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), etc., to large language models, e.g., Chat-
GPT?, GPT-4 (OpenAl, 2023), Qwen 2 (Bai et al.,
2023), etc. However, LLMs have been proven to
be insufficient in tackling vertical domains that
need a combination of domain expertise and com-
plex reasoning abilities, particularly the medical
domain. Adapting general LLMs to medical do-
main via tool-augmented and instruction follow-
ing approaches has achieved remarkable success,
where a collection of medical LLMs have been pro-
posed, e.g., Med-PalLM (Singhal et al., 2023), Hu-
atuoGPT (Zhang et al., 2023), DoctorGLM (Xiong
et al., 2023), ChatDoctor (Li et al., 2023), DISC-
MedLLM (Bao et al., 2023), etc. Compared with
general LLMs, they could effectively bridge the
gap between general language models and real-
world medical consultation.

Currently, the medical LLMs’ fire starts to sweep
through the mental health domain, in view of the
importance of mental health in human life and its
close relation with physical health. This leads to the
appearance of mental health LL.Ms, e.g., Mental-
LLM (Xu et al., 2023), SMILE (Qiu et al., 2023),
SoulChat (Chen et al., 2023b), MindChat (Xin Yan,
2023), etc. The above LLMs could provide rea-
sonable and universal suggestions for psycholog-
ical counseling and emotional support, by fine-
tuning through their conversation datasets. How-
ever, when aligning them with real-world psycho-
logical diagnosis scenarios, there are three main
issues that lead to them appearing less "profes-
sional":

1) The doctor-patient conversation should be
around a specific goal, namely diagnosis. The
current LLLMs are more likely to listen to or
comfort the patient. However, psychological

Zhttps://chat.openai.com/



My parents insist on me attending my cousin’s wedding. I told them I wouldn’t
go unless my girlfriend, Mary, accompanies me. They got very upset, and we’ve
hardly spoken to each other for almost two weeks. Now, I feel quite guilty.
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Figure 1: The comparison between real doctor-patient psychological conversation and role-playing LLMs-patient
conversation. Real doctor often poses purposeful questions while LLMs do not shown the ability of question.

2)

diagnosis generally has a rigorous procedural
workflow (from the initial intake of the patient
to concluding the diagnosis) that requires the
psychologist to follow. This problem can be
defined as Chain of Psychodiagnosis.

Mental health LLMs lack the ability to pose
questions actively. In real doctor-patient sce-
narios, psychologists are typically in an active,
leading role during diagnosis, leveraging their
medical expertise to ask various questions that
instruct patients to communicate the complete
picture. Such questions have no order, which
can be represented as Collection of Questions.
Based on the patient’s responses, the psycholo-
gists synthesize key patterns to conclude. This

3)

directional doctor-patient dynamic stems from
the fact that most diseases manifest in a series
of symptoms. However, patients can not com-
prehensively describe all symptoms due to a
lack of clinical knowledge. The assumption that
"patients can clearly describe their problems or
situations" is invalid, see Fig. 1.

The conceptualization of empathy in LLMs
is ambiguous, rendering it challenging to pro-
vide a precise definition. The current LLMs
tend to describe empathy through heuristic em-
pathy prompts or propose a framework based
on their understanding.

To overcome these issues, it’s crucial to develop

both empathetic and proactive mental health LLMs



that can approach real doctor-patient scenarios. In
this paper, we present WundtGPT which is acquired
by fine-tuning it with instruction and real-world
conversation datasets between psychologists and
patients. It could not only pose purposeful ques-
tions to guide patients in detailing their symptoms
but also offer warm emotional reassurance. In
particular, WundtGPT incorporates Collection of
Questions, Chain of Psychodiagnosis and Empa-
thy Constraints into a comprehensive prompt for
eliciting LLMs’ questions and diagnosis. We adopt
an end-to-end supervised instruction-finetuning ap-
proach on the open-source LLaMA3-8B-Chinese-
Chat base models. Additionally, WundtGPT pro-
poses a reward model to promote alignment with
empathetic mental health professionals, which en-
compasses two key factors: cognitive empathy and
emotional empathy. For cognitive empathy, we
adopt an emotional detection task for the head
of our LLM to align the expressed emotion and
detected emotion. As for emotional empathy, in-
stead of prompting or proposing a constraint of
empathy, we align our model with reinforcement
learning from human feedback (RLHF). In essence,
data provides a more effective means of describing
the empathy. Since the public empathetic datasets
mainly contain the dialog and whether the response
is empathetic, we apply the Kahneman-Tversky op-
timization (KTO) (Ethayarajh et al., 2024) to align
the model after supervised instruction-finetuning
training. Furthermore, our model is supervised fine-
tuning on emotional classification tasks to ensure
its capacity to align with cognitive empathy.

Finally, we evaluate the model’s performance
from two perspectives to check its capability of
providing proactive diagnosis and presenting warm
psychological consultation in multi-turn conversa-
tions, respectively. For warm psychological consul-
tation, we first select an emotional benchmarking
dataset including 9 emotions such as sadness, joy,
fear, and neutral. We thus evaluate the model’s
classification performance, e.g., F1 and accuracy.

For proactive diagnosis evaluation, we first con-
struct a small set of high-quality consulting cases
and then recruit a few volunteers (including experts
and users) to evaluate the model’s proactivity, effec-
tiveness, professionalism and coherence. We also
combine the evaluation results from claude-3-opus
3

The experimental results demonstrate that

3https://www.anthropic.com/news/claude-3-family

WundtGPT exhibits superior overall performance
compared to baseline LLMs in simulated medical
consultation scenarios. The main innovations of
the work are concluded as follows:

* To the best of our knowledge, WundtGPT is
the first proactive LLM that is specifically de-
signed for mental health tasks which assists
psychologists in diagnosis and help patients
who are reluctant to communicate face-to-face
understand their psychological conditions..

* The prompt is formulated to elicit questions
and diagnoses integrating a collection of ques-
tions, a chain of psychodiagnosis, and empa-
thy constraints.

* The reward model is designed to encompass
two key factors: cognitive empathy and emo-
tional empathy.

* Our model achieves state-of-the-art perfor-
mance and exhibits superior overall perfor-
mance compared to baseline LLMs.

2 Related Work

We depict two lines of research that form the basis
of this work: medical large language models and
mental health detection.

2.1 Maedical Large Language Models

With the birth of Med-PaLLM (Singhal et al., 2023)
and HuatuoGPT (Zhang et al., 2023), taming gen-
eral LLMs to the medical domain has been a
promising and noteworthy research topic. Super-
vised fine-tuning LLMs with huge medical instruc-
tion dataset and medical conversation dataset often
leads to the impressive advancements in medical
question answering, medical dialogue, medical re-
port generation, etc. Hence, Recent months have
witnessed the rise of an increasing number of med-
ical LLMs. For example, GPT4Med (Nori et al.,
2023) provided a comprehensive evaluation of GPT-
4 on medical competency examinations and bench-
mark datasets. ChatDoctor (Li et al., 2023) was
proposed to address the limitations observed in
the medical knowledge of ChatGPT by adapting
LLaMA models using a large dataset of 100,000
patient-doctor dialogues. But they only provide
simple evaluation. To meet the needs for privacy
safeguards, MedAlpaca (Han et al., 2023) used
an open-source policy that enables on-site imple-
mentation. In order to improve the precision and



accuracy of Chinese medical advice, several typ-
ical Chinese medical LLMs had been proposed,
e.g., DoctorGLM (Xiong et al., 2023), HuatuoGPT,
BenTsao (Wang et al., 2023), BianQue (Chen et al.,
2023a), etc.

In addition, a few mental health LLMs had
been proposed to provide emotional support and
psychological counseling services. For example,
Mental-LLM proposed a zero-shot mental health
prompt to evaluate the performance of different
LLMs. SMILE aimed to instruct ChatGPT to
rewrite single-turn mental health conversation to
multi-turn conversation, for supporting the pre-
training of LLMs. SoulChat constructed a multi-
turn empathetic conversation dataset to improve the
empathy ability of LLMs. However, they are defi-
cient in “questioning” which is an important way
to proactively understand users needs in psycholog-
ical scenarios. Different from them, the proposed
model can actively pose questions and guide the
direction of psychological counseling.

2.2 Mental Health Detection

The development of mental health detection ranges
from traditional feature engineering (namely ma-
chine learning) to end-to-end feature learning
(namely deep learning). Early studies mainly ex-
tracted effective features and chose appropriate ma-
chine learning approaches, such as SVM, NB, deci-
sion trees, etc., to perform mental health detection.
However, feature engineering requires domain ex-
pertise and experience, and can be a tedious and
time-consuming process.

In contrast, standard deep learning approaches
e.g., CNN, RNN, LSTM, etc., which could trans-
form the data through layers of nonlinear process-
ing units, provide a new paradigm (Su et al., 2020).
For example, Alotaibi et al. (2021) used CNN
to extract local features and used LSTM to ex-
tract contextual dependencies for psychopath de-
tection. However, as the length of the sequence
grows, the ability of RNN and LSTM to capture
long-distance dependencies is limited. Transformer
allows to directly focus on any position in the
input sequence, thus better capturing global de-
pendencies. Transformer-based approaches have
replaced CNNs and RNNs as the most popular
paradigm. For example, Malviya et al. (2021)
used Transformer to perform depression detec-
tion of tweets. Ji et al. (2022) trained and re-
leased two pretrained masked language models,

i.e., Mental BERT and MentalRoBERTa, to bene-
fit mental health detection. Inspired by this, nu-
merous BERT-based studies have been proposed,
such as DisorBERT (Aragon et al., 2023), BERT-
Caps (Zhang et al., 2021), DECK (Novikova and
Shkaruta, 2022), etc.

Remarkable progress has been made in the cur-
rent state-of-the-art. However, they lack abilities of
zero-shot learning and instruction following. Dif-
ferent from them, our model is based on LLMs,
which can act as a psychologist to chat with pa-
tients and provide accurate responses.

3 The Proposed Model: WundtGPT
Model

In order to generate proactive and empathetic re-
sponses, our model is fine-tuned with two steps:
supervised instruction-finetuning and alignment by
reinforcement learning human feedback. Our pro-
posed model WundtGPT is shown in Fig 2. We
utilized the LLaMA3-8B-Chinese-Chat (Wang and
Zheng, 2024) as the base LLM architecture to de-
velop the WundtGPT. LLaMA3-8B-Chinese-Chat
is an open-source, bilingual LLM based on the
LLaMA3.

3.1 Supervised Instruction-finetune

Formally, the psychological counseling con-
text is alternate utterances between the pa-
tient and the psychologist, defined as C =
{ul, ul ul,ub, ..., ul, ub} means the i — th utter-
ance, u" represents the input from the patient-user,
uP represents the response from the psychologist,
and n denotes the number of utterances in a psy-
chological counseling dialogue. Our goal is to play
the role of the psychologist and generate the coher-
ent response u!. The optimization object function
here is the negative log-likelihood loss that can be
formulated as below:

Lp
1 1
Lnir = . ZlnP(uff | ul%,; C; prompt)

Ui =1
ey
where [, is the length of the response and C means
the history dialog, prompt is the instruction.

We introduce our active constraint prompt fur-
ther strengthened compared with the empathy
prompt. As shown in Fig 3, our prompt is formu-
lated to elicit questions and diagnoses integrating
a collection of questions, a chain of psychodiag-
nostic, which related to the real-world profession-
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Figure 2: The overview of WundtGPT is acquired by fine-tuning it with instruction and real conversation between
psychologists and patients. WundtGPT proposes a reward model to promote alignment with empathetic mental
health professionals, which encompasses two key factors: cognitive empathy and emotional empathy.

"messages":[

{" role " : " doctor ",

" content " : " " "Please play the role of an experienced and empathetic psychologist. Your
name is Wundt. You should take the initiative to ask about the patient's overall situation, give
detailed answers to the patient's questions, and provide clear diagnosis and suggestions. The
requirements are as follows:

1. You should strictly follow the case handling process: First, ask the patient's basic situation,
including age, gender, occupation and marital status, and respect the patient's privacy; then
ask the questions in the question list in turn, understand the patient's overall situation and
conduct evaluation and analysis: finally give the diagnosis result, including the patient's basic
situation;

2. Summarize the answers to the questions in the question list and give the patient's risk
index for mental illness (the lowest is 0 and the highest is 5) Question list: Age: Gender:
Occupation: Marital status: The reason for the patient's visit: Performance and symptoms in
various aspects of life (such as work, family, study, hobbies, social interaction); How long the
adverse condition is considered to have occurred and the possible reasons; Diet and sleep
conditions; Whether it can work, study and socialize normally; Whether there is any physical
discomfort; Whether there is a family history of mental illness; Whether there is a history of
suicide};

3. You should take the initiative to control the direction of the conversation and avoid
conversations that are not related to the condition;

4. In a round of conversation, you need to combine the conversation history, and the
conversation should not be too long, with 8-20 rounds;

5. Your response needs to be combined with the user's description and provide empathy, such
as: respect, listening, comfort, understanding, trust, recognition, sincerity, emotional support,
etc.;
ty
1

Figure 3: The prompt used for instructing multi-turn
active and empathy conversations (Chinese version: Ap-
pendix B)

alism of psychologists and empathy constraints
mentioned above.

3.2 Alignment of WundtGPT

Aligning LLMs with human feedback has been suc-
cessfully used to make generations more useful and
factual. Methods such as Reinforcement learning
human feedback(RLHF) and Direct Preference Op-

timization (DPO) have consistently proven to be
more effective than supervised fine-tuning alone.
However, they require preference data which is
scarce and expensive to collect. In many scenar-
ios, it’s not only hard to obtain but also expen-
sive to annotate the preference of output data. In-
spired by (Ethayarajh et al., 2024), they proposed
an approach called Kahneman-Tversky optimiza-
tion (KTO) that only requires binary feedback data
and exceeds DPO performances. In our case, we
employ KTO to align our model for a more empa-
thetic response.

Given a dataset D of paired-preferences
(x,y, label) where x is the input, y is a possible out-
put based on the input x. label is a binary label that
determines whether the output y is desirable(true)
or not(false). The default loss of alignment adopt-
ing KTO is formulated as:

LKT0 (7797 Wref) = Eac,yer [/\ - ’U(:U, y)] (2)

where

oy | z)

Tref (Y | @)

r=FEy.p [KL (7T6 (y’ | xl) e (y/ | m/))]
Ao (B (ro(z,y) —r)) if y ~ true
Ao (B (r—rg(x,y))) if y ~ false

ro(z,y) = log

v(z,y) =



g is the model we are optimizing and 7 is the
reference model. A is a hyperparameter for de-
sirable and undesirable losses respectively. Here
we set the same but the original one contains Ap
and )\ for the desirable and undesirable losses. o
denotes the logistic function and 3 € R™ is a hy-
perparameter to control the degree of risk aversion
which means The degree of human acceptance of
undesirable response simultaneously in gains. Here
the criterion for judging whether it is desirable is
based on the empathy classification. The data we
apply can be found in the Section 4.2.

3.3 Classifier

Considering the ability of cognitive empathy, we
fine-tuned the attention head of our model Wundt-
GPT for emotional detection. For each input from
the patient, we hope our model can detect the
emotion and align the expressed emotions, which
is called cognitive empathy. The applied data is
shown in Section 4.2. We apply the cross-entropy
objective function here for classification. The
fl and accuracy reach 93% while Roberta only
reaches 60.4% accuracy referring to (Zheng et al.,
2021).

4 Datasets

4.1 Supervised fine-tuning Datasets

D4 (Yao et al., 2022), a Chinese dialogue dataset
for depression-diagnosis-oriented chat, which sim-
ulates the dialogue between doctors and patients
during the diagnosis of depression, encompassing
diagnosis results and symptom summaries provided
by professional psychiatrists for each conversation.
We adopt their dialogs and symptom summaries for
study for two reasons: (1) they collected natural
populations’ portraits (in particular actual depres-
sive patients) to form pre-diagnosis records. (2)
psychiatrists proofread dialogue history and pre-
scribed professional symptom summaries. Fine-
tuning the LLM on this dataset makes the LLM
capable of being professional in the diagnosis and
consultation.

4.2 Annotation Resources

Empathic datasets: PsyQA (Sun et al., 2021) 4 a
Chinese dataset of psychological health support in
the form of a Question-Answer pair. Their dataset
contains the input and the empathetic responses.

“https://github.com/thu-coai/PsyQA

To align the LLLM for empathetic response genera-
tion by KTO, we adjust the format of this dataset.
We add a label (true for empathetic or false for
non-empathetic) to guide the model to generate em-
pathetic responses. The detail can be found in the
Appendix A.

Emotional detection datasets: We considered
the taxonomy proposed in (Zheng et al., 2021)
for both English and Chinese translation versions,
which contains 8 emotions and a neutral one. The 8
emotions include admiration, anger, approval, car-
ing, fear, joy, sadness and surprise, which cover
a wide range of emotion categories that appear in
daily conversations.

S Experiments

5.1 Baselines

We compare WundtGPT and the following bench-
mark models using both automatic and manual eval-
uations for generation:

1) LLaMA3-8B-Chinese-Chat (Wang and Zheng,
2024) serves as the base model for WundtGPT.

2) GPT-40° an LLM matches GPT-4 Turbo per-
formance on text in English and code, with sig-
nificant improvement on text in non-English
languages.

3) MindChat (Xin Yan, 2023), an LLM that helps
people relieve psychological stress and solve
psychological confusion, and improve their
mental health from four aspects of psychologi-
cal counseling, psychological assessment, psy-
chological diagnosis, and psychological treat-
ment.

5.2 Implementation details

WundtGPT is instruction finetuned on the D4 Cor-
pus with a batch size of 16 and global training
steps of 30,000 on 2 NVIDIA RTX A100. The
rank of Lora is 128 and the scale ratio is 16. The
WarmupDecayLR scheduler with warmup steps is
set to 1000 and the learning rate is set to 5e5. The
maximum input token length is set to 1024. The
maximum target token length is set to 512. The
decoding algorithms of Top-p sampling with p =
0.75 and temperature 7 = 0.95 are adopted during
the inference phase. For the KTO optimization, we
set the 5 range from le-5 to le-1.

Shttps://openai.com/index/hello-gpt-4o/



“conversations”:[

{

“from™: “patient, “value”: “I am so sad that it’s difficult for me to finish a
paper’,

“from”: “doctor”, “value™: “You feel bad if you can’t finish a paper. Now
many students are like you. They encounter many learning problems and
they feel bad. A lot of learning pressure makes them feel bad. It is very
likely that this will bring them some negative emotions. What we need to
do now is to relax ourselves first, and then solve this problem after
relaxation. Do you think you will feel relieved if this problem is solved?

2. 2

“from”: “patient”, “value”: “It will definitely make me very happy”
“from”: “doctor”, “value”: “So I think you should relax first, and then solve
this problem. The world and I love you.”

}
]

“conversations”:[

{

“from”: “patient, “value: “I am so sad that it’s difficult for me to finish a
paper”,

“from”: “doctor”, “value”: “How long have you been feeling this painful?”
“from”: “patient, “value”: “For a semester”

“from™: “doctor”, “value”: “Did you found a suitable method? It doesn't
matter, just explore more. Has your concentration declined recently?”

2. <

“from”: “patient, “value”: “Yes”,

“from™: “doctor”, “value”: “How about your eating and sleeping? Can you
live a regular life?”

“from™: “patient, “value”: “All fine”,

2

“from™: “doctor”, “value”: “Yeah, that’s very good.”
i
]

Figure 4: The comparison between different hyperparameters 5. The conversation on the left is alignment fine-tuned
by B equals 0.1 while the conversation on the right is alignment fine-tuned by /3 equals 1e-3. The Chinese version is

shown in the Appendix B.

5.3 Automatic Evaluation and Expert Manual
Evaluation

In order to evaluate the quality of the model out-
puts, we simulate six medical consultation scenar-
ios and several LLMs response the input consult.
We apply claude-3-opus for automatic evaluation.
Moreover, we invited four licensed psychologists
and 30 non-professionals to score them, with the
detailed criteria in Appendix C. Results, as outlined
in Tab. 1, indicate that WundtGPT consistently out-
performed its peers, aligning with automatic evalu-
ation. This consensus between expert opinions and
Claude-3-opus’s evaluations underscores Wundt-
GPT’s efficacy in mental health diagnosis response
generation. The WundtGPT outperforms with sev-
eral reasons from Claude-3-opus:

* The entire conversation was closely linked
and logically clear, and the doctor’s questions
were able to guide the patient to express his
or her problems and feelings gradually.

* The doctor took the initiative to ask the patient
about key issues such as the duration of the
patient’s emotions, whether he or she talked to
others, loss of interest, confidence in finding a
job, attitude towards life, and sleep conditions,
fully understanding the patient’s psychologi-
cal state and showing strong initiative.

* The consultation process was professional
and standardized, from the main complaint
to physical symptoms to the living conditions,
and collecting key information layer by layer,
which was in line with the professional opera-
tion of a psychologist.

* Finally, the doctor made a comprehensive

summary of the condition, covering the main
symptoms and signs, and preliminarily judged
the risk level, which was fully capable of per-
forming real psychological consultation work.

5.4 Case study

We show several generated responses with differ-
ent consulting topics including academic pressure,
economic pressure, lovelorn, and so on. The ex-
amples are shown in Appendix C and the analysis
can be found in Fig 5. Compared to other mod-
els, WundtGPT not only takes a more proactive
approach by asking questions related to the user’s
condition, but it is also more friendly to psychol-
ogists. WundtGPT automatically generates a case
summary, which helps psychologists quickly un-
derstand the patient’s main issues and provides a
solid foundation for further consultation. This dual
capability ensures a more engaging and efficient
interaction, benefiting both users and healthcare
professionals.

6 Discussion on WundtGPT’s Proactivity
and Empathy

WundtGPT is designed to be both proactive and em-
pathetic. However, during the alignment process
to fine-tune the language model, we encountered a
conflict between positivity and empathy. Specifi-
cally, when we adjusted the model to generate more
empathetic responses using the KTO algorithm, the
proactive consulting questions and the diagnosis
summaries were often deprioritized. These ele-
ments were deemed less desirable as they did not
always align with empathetic responses, which was
contrary to our initial goals.



. Automatic Evaluation Manual Eyaluatlon
Topic Model (professionals)
Coherence Proactivity Professionalism Effectiveness Coherence Proactivity Professionalism Effectiveness
Study LLaMA3 4 3 5 3 3.525 3.75 3.95 3.59
GPT-40 5 3 3 3 3.8 3.55 4 3.8
MindChat 5 5 4 4 3.875 3.95 4 3.7
WundtGPT 4 5 4 4 4.75 4.875 3.75 4.35
Life LLaMA3 4 2 3 3 3.525 3.375 3.875 3.775
GPT-40 4 2 3 3 3.825 35 3.95 3.79
MindChat 4 3 3 5 2.375 2.25 2.375 1.675
WundtGPT 4 5 5 5 4.5 4.25 4.2 4.24
Work LLaMA3 5 2 3 3 325 3.125 3.875 3.775
GPT-40 5 2 3 3 38 3.25 4.2 4.04
MindChat 5 3 4 5 4.3 4.125 35 32
WundtGPT 5 5 4 5 3.75 4.325 3.95 f4.57
Love LLaMA3 4 3 5 5 3.25 3 35 33
GPT-40 4 3 3 3 4.325 3.125 3.75 3.75
MindChat 5 4 5 4 35 3 2.875 2.675
WundtGPT 5 5 4 4 4.625 4.125 4.225 4.225
Finance LLaMA3 4 2 3 5 3.05 2.375 3 2.7
GPT-40 5 2 4 3 3.55 2.625 3 2.96
MindChat 4 5 4 5 35 3.25 2.5 23
WundtGPT 4 5 4 5 4.25 4.575 4.2 44
Sociality LLaMA3 5 1 3 3 325 2.75 3.7 3.44
GPT-40 5 2 4 3 3.25 3.25 375 3.71
MindChat 3 1 2 2 2.75 25 2 1.9
WundtGPT 4 5 5 4 3.375 4.625 4.625 4.425

Table 1: The average of evaluation results by Claude-3-Opus for automatic evaluation and manual evaluation with 4
psychologists and 30 non-professionals (See in Appendix 4). Bold indicates the best result of four LLMs.

ind under great academic pressure.

o Appease

Proactive Guidance

Qe
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That's good. Are you socializing normally? Are there times when you don't want to communicate with people?
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Diagnosis Summary

mary: anxiety, academic pressure; isk index 1

Figure 5: The sampled generated responses from
WUndtGPT with analysis. We can find that the Wundt-
GPT can offer proactive consults, empathy, suggestion
and diagnosis.

As illustrated in Figure 4, the model’s responses
vary significantly with different hyperparameters 5.
After careful consideration, we decided to priori-
tize psychological diagnosis. Our primary aim is to
assist patients who are hesitant to seek face-to-face
psychological counseling by providing a prelimi-
nary diagnosis. This approach also aims to save
psychologists’ consultation time, ensuring that they
can focus more on in-depth treatment rather than
initial assessments.

By focusing on psychological diagnosis, we be-
lieve WundtGPT can better serve its intended pur-
pose while still incorporating elements of empathy

in its interactions. This balance allows the model
to be supportive and efficient, providing value to
both patients and healthcare professionals.

7 Conclusion and Future Work

In this paper, we introduce WundtGPT, an empa-
thetic and proactive mental health large language
model that incorporates a collection of Questions, a
chain of psychodiagnosis, and empathy Constraints
into a comprehensive prompt for eliciting LLMs’
questions and diagnoses. We also propose a reward
model to improve cognitive empathy and emotional
empathy. The experimental results indicate that
WundtGPT can offer positive and proactive guid-
ance for consulting and diagnosis. Future work
considers further contributions to balance profes-
sionalism and empathy when alignment the model
in the reward stage. Also, we need to improve
the background medical and psychological knowl-
edge of WundtGPT for more comprehensive and
accurate diagnosis results.

Limitations

The proposed WundtGPT model also has several
limitations: (1) in order to mitigate potential risks,
WundtGPT will not provide diagnostic conclusions
after queried. Instead, it will generate a summary
of the patient’s symptoms to serve as an assistant
for psychologists; (2) WundtGPT did not leverage
multi-modal information, such as the patient’s vo-
cal data, which limits its application.



Ethics Statement

WundtGPT employs strict privacy protection mea-
sures to ensure that no user’s personal health infor-
mation is ever disclosed or leaked. The model’s
capabilities are limited to providing users with cer-
tain medical and health knowledge, aimed at en-
hancing their health experience and research learn-
ing. It cannot replace professional diagnoses and
treatment recommendations from doctors. Users
need to clearly recognize the model’s limitations,
and when seeking medical care, they must still
fully rely on the clinical judgments of professional
physicians.
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A  Appendix A

We show the example with the standard format of
the dataset for the KTO alignment.

{

instruction: "OVREL, ERIZT EHE, AFE
BIEH, EAAE? 1 am too soft-hearted and
always suffer losses and get cheated. I am too
embarrassed to say no. How can I change? ",
input: "BE|HE, RO, wEHAA
%, BB NER, AaEd, AFER
6545, /B4 EX%F? When encountering something,
I am always too sympathetic, feel sorry for others,
think about others in everything, can’t refuse, feel
embarrassed to refuse, how can I change ?",
output: “/F%f, fR—1+ 0T RN, BEEE
BERODKRE, H2#EINNER, A&
A B RIES . ERARNAEES,
H—nrE, —E8% 5 oMl N ERR,
BB NEAFAE RN TERHIRAT 2 o XHE
PRE AT RG ) KRR T ENELE - IRFHE
AN B ZE AL A <AL F
iff, BEATEEBRNFEBEBREELML, FH
PREAT BT 7 BB 57 - X REUREE & D32 T
MGE - SIREREBAOR %, R % B
A —FIREAERIFE - HLIF - Hello, you
are a very kind person. You are always too soft-
hearted when encountering things. You always
think about others. You will not refuse and are
embarrassed to refuse. But in our lives, there are
times when we must set boundaries for ourselves
and others, otherwise others will not know what
we care about. This means that we need to practice
expressing negative emotions. You need to say "no"
to others without feeling ashamed! Sometimes, put
the things we care more about first and strive for
the rewards you deserve for your efforts. In this
way, you will suffer less torture and hurt. When
you really do it, you will find that it is not a very
difficult thing. Best wishes. ",

kto_tag: true

}
B Appendix B

This section is the English version of prompt in
Fig 6 and the conversations in Fig 7 discussed in
Section 6.

C Appendix C

This section is the response sampled from different
LLMs and different topics based on the WundtGPT.
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"messages": [

{

“role”: “doctor”,
“content”: "FHHE —ANL2BFE. THREISHIOHESE, R9.LFWundt, &% £3)
WEEFGALETRFN, FEFWFALTFEmMNE L, FREAMG L EER, &

KA
1. RS TG RRPIAZRAL: ARAFRALRFRL, @5, HAl, Rif

AR, BN EEEFEHGAR; RERAGFIFAIEFGRA, THRBEALT
mIF N RTIRFEESN REAELWER, AP alERAMARFN, FHET]
EPEBAENLE, ALHEBEEBEACHEERORNLCIK (FIKH0, BHHS)
FIARP K (¥ MA) R BRFOL; BERNARR; ALFEFESTH
(Bl TAE, KE, F3]. XBELF, AR GRAFEK; AN RBRKREH A
TSR AATRGBE,: afmkiRFN; REEFIE. 304 KAt
TR LATE:; RARTAKYRE: REAHAFL),

R S )44k 500 F e, B L RIE LXK E;

5> &

L AT, Rk, WREEE
m}

A—RIELF, RERESHENX, FENF ALK, REAE8-20%;
5. MR EERLZEM P OMAASFRERLE, 2o FF, M. A

iR, 13

Figure 6: The Chinese version of prompt

“conversations”:[

{

“from”: “patient”, “value”: “K 89 LFE T &, KMREFHE,
“from”: “doctor”, “value”™: “B 1 h & — & L F ik RRES, AL
K%y F e eth—4F, BERS GG FHE, AL aikiE
Zo A% 8] R AEMNER, KA T RZ AL AR
— %R BEE LI, RNNAET ZMGRLIL B T, K
ARG B F R AN AL, ARIGEAFIEAN ] AL A T R
AEARARTFF 27,

“from™: “patient”, “value™: “# & & ik &KIF F 787

“from”: “doctor”, “value™: “Fff VAR 0 1F 17 B 1% 2704, HARZ G
AR AN PR, R e KR AR

}

]

“conversations”:[

{

“from™: “patient”, “value™ “&K A9 L F 5 Rk, KAEME,
“from”: “doctor”, “value”: “/RiX KR FR LB LS A TR? »
“from”: “patient”, ‘‘value”: “— = #§”

“from”: “doctor”, “value”: “Z XA K| SEM T ED? X XFRM,
SR % "RLEEATHTS?

“from”: “patient”, “‘value”: “ &9,

“from™: “doctor”, “value”: “ARIRPCIRAE & A ? T AEH £ %
ug]? ”

“from”: “patient”, “‘value”: “#[fR4F>,

“from™: “doctor”, “value™: “"&°&, ARL 48

1

s

1

Figure 7: The Chinese version of two conversation in Section 6.

See Table 2 and Table 3. Also, the manual evalua-
tion results with 30 non-professionals can be found
in Table 4. The detailed criteria are expressed as
below:

1. Whether the response and context are coher-
ent.

2. Whether it can support proactive consultation
and guidance.

3. Whether it can follow the professional consul-
tation process and offer the diagnosis.

4. Whether it can assist psychologists with effec-
tive consultation and diagnosis.

11



Model Dialog
| | User: | % ‘
| | Assistant: | B, REEAEIRS - 4R LR B EES? ‘
| | User: | WAFIS, i, FE, ORE, RAGETERHE RO ELESHT |
| | | by EATEEXADEENF RN, SERREARSBZENES . FHE—SEN, FERPHIEEEER, RiRIFAOE. \
| | | B HERLRI R G2 S AR SR, WO RS RR I S Rk & - RNESRIRE XA AT |
| | | RG> B (A REFIIICESINT, EEHZE), FILIBIREEET] - PHETRIORENR, (RFF5 IR (ERE . |
\ \ | iR YUREI BRI, FI TR, AR - EARECE RIS - DAL B TRTTE, IR RS . |
| | | =ERES RERTECHEETR, EMBERE. i0E, SNARE 8 CIHEE, SENEREAART BN E- |
| LLaMA3 | | =SRAMPLIGE: SHN - PRSI, X7 LU B A5 B SR s - \
| | Assistant: | il S WRTE, LIS REMEG S EMAA, AT LA L #75 S A - \
| | | FEREERe MEAC, RERUILE . SRS B CRE—L/NEIR, HAGXLE B AR AT AL GRGE B AU A 2 - |
| \ | R AEIE R REBOBEMAEER, R0 S RIEMARRSHE T, XTSI SRR . \
‘ ‘ User: ‘ IR4F ‘
| | Assistant: | R4 A AR LIAHTAOIE? |
| | User: | HAFES, L, 4, RIE, BIETEREER, RS LESET \
\ \ | EEWER-ADEEANZ, MR NEBIEE . LU R — R B R B B A |
| | | 1. HlE AR > ‘
\ \ | WENESESER, FREGERBIIZS) BR - XHERTLURDE T, 3T . |
| | | 2. PREFEEREIIIES \
\ \ | PRIEFE R AOBERRAN RIFAOVCE ST - BB RRER M0 S iRl - \
| | | 3. 3E |
| | | 3z, ML SRRSO R B EIEATAL o XA I BRI T, SRR |
| | | 4 BURLE ‘
\ \ | MEECIS S, AEETHOMR . @5 RN, AR AR |
| | | 5. SR ‘
| GPT40 | | SFRA - MAEEMARREIEZANE S, AT LR SEE R SRR SRl . ‘
| | Assistant | 6 ‘
\ \ | HEATJLIREEHE R, BB RN R, B IE U R i Rk \
| | | 7. GRIFIRAIE AR |
| | | FEREEIRFRIAR RN, RO B SAR T IR B R, IR PR - |
| | | FELXLEES A BT - MR A ! ‘
‘ ‘ User: ‘ ok ‘
| | Assistant: | 0, $o2& MindChat(81%)/ LEAMR | — M X-D Lab(LESEEE %) FF & MATERE T - B EERBIA AT EIIR S OB .« \
| | User: | HAEIS, Lk, FA, RIE, BRIMETERER, RS LESET |
‘ | Assistant: | FAERRIEELHRARMIES « IREGAEESR GUPE? |
| | User: | HAREOENLF \
| | Assistant: | FEXRRBERKESFA? ‘
| | User: | IRE AT LA AL ‘
| | Assistant: | WSS SRAIITIAE? |
| | User: | BAEE, BRI ‘
| | Assistant: | B4, HEHHBIT AT UK E M E? \
| | User: | TREETRE ‘
| | Assistant: | M), 5L |
| | User: | TR ASCHIE ‘
‘ | Assistant: | BET S E—MREKAHRE? |
| MindChat e | R A KIS |
| | Assistant: | XX ANESE, ARATAZ R 2 RO SR ‘
| | User: | FAmE |
‘ | Assistant: | BECRATLABIE—MSEBRAIATHI2E D3R, HEHIRE . o, SRASHA S SREBZMRRFOER - B S0AREECHTIEMRE. |
| | User: | \
| | Assistant: | RES, BLRTEHE TS MT R BIGH %% | ‘

Table 2: Sample generations from different LLMs
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Topic | Dialog
| Assistant: | WENE . S RIREGTIBE] T (4 R Y
| User: | BIEEZREER, RS LESEET
| Assistant: | EES]E SR R E ) AE?
| User: | RHy, FAMBOHEALE
| Assistant: | WAUE, FEARAY. EBSEHLECR, AMRERILOE B ARER?
| User: | —HEEIEBR R
| Assistant: | FHIET, @A —EEXA SO, BRI BN O AR LB ?
| User: | AHEE, IRRERBER RS TR
| Assistant: | RHEA CIE EBIER ) R ML A FEIE?
SWAY | User | R HAMEPGIEBESS
| Assistant: | FHAAT, RERANNEBSREORESZE, AbRRE— BN EDGBE TR ERDR?
| User: | EREENBETT
| Assistant: | FTAET, BORUEEIESK, A BERIAE]RER %> 02
‘ User: ‘ EZ 29
| Assistant: | AR, FEEZAG. 3] Z BN — U LBIER Y, ARREITHEIRE A RENE?
| User: | BER LB, ABEHHEE
| Assistant: | FHIET, IZIRVE?
| User: | FElRESEE T LA
| Assistant: | FREELF . (RRIAERBIENR, GEAEZRECHTR? HILES) - MR Z %8
| User: | WENEZE, EERMFAMKIRER, ilhe 2wk
PR SELL B ORUR Tk, ZMFEAMAIDE,
Assistant: | HUREGBMEHCHIEN, sFRE-TERD,
‘ ‘ WEFESER AR S R BB ERRLARENRLRECS, FNERRE—FIIHIK .
ERRI8, TR, BLEE, WSIRITREE,
Assistant: | FIFEEPGEET, BREGEMEL, EEIMEUES,
‘ ‘ TRWTIRME, BEARVE, ARERRE S AEFEDREX, KERfEge
| Assistant: | VA EEEREE] 4 7 T WE?
| User: | BRoLEEY, REH
| Assistant: | ASURERILE IEH G0 AR BV SH AR T 02
| User: | A, s EM
| Assistant: | FABARERFTE FHEPRAGESGE T 17 382 H it £ M RS T
| User: | MBS RN T
| Assistant: | FBBEIEH IS CRFRAE T (F B ALY
| User: | SERRTLARY
| Assistant: | WENE, AREmILH RS H OREEL?
‘ User: ‘ A, WEHRGRA
| Assistant: | WENB, FREURITIEL B A RETE?
| User: | BT AT LA
| Assistant: | FBIZHRYE?
| User: | e
‘ Assistant: ‘ X, AFI/ﬁE@%%%’U}Eﬁg’*T@WZW, ACAEERITATT,
U RO SRS R AT IR T2
| User: | FESEEREE RSN, BT
| Assistant: | WFH9, CEHERE AR R S E D2
‘ User: ‘ wH
LFf, GER T AR R R N R A TR A,
Assistant: | FHEE R BB BT S AORBLAIE T -
‘ XN B ] R 2 A AL R Y
k50, ML, WAL, SIERILE,
Assistant: ‘ FIFEEPGERT, SPTESEEMNBR, HE, BICMME,

BRI, MBI EREALE R ARk ANEE, KEfEte

Table 3: Sample generations from WundtGPT with different topic input.
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Topic Model Manual Evaluation(Non-professionals)
Coherence Proactivity Professionalism Effectiveness
Study LLaMA3 3.748968  3.050556  3.521984 3.536825
GPT-4o0 4.121667  3.085635  3.665952 3.691429
MindChat | 4.24373 3.795397  3.516032 3.224127
WundtGPT | 4.409832  4.398403  3.975378 3.683277
LLaMA3 3.514921  2.777063  4.111508 3.671905
Life GPT-4o0 3.330238  2.930238  3.65873 3.646984
MindChat | 3.484127  2.630476  2.326508 2.173095
WundtGPT | 4.400238  4.267698  3.686667 3.240556
Love LLaMA3 4.118333  3.234841  3.245238 3.374444
GPT-40 3.840476  3.245317  3.727302 3.398968
MindChat | 3.970238  3.649444  3.102778 3.126508
WundtGPT | 4.413889  3.976984  3.955556 3.398968
Work LLaMA3 3.783492 2901587  3.529921 3.251111
GPT-40 4.10746 3.203333  3.862302 3.703333
MindChat | 3.511032  3.034524  2.916746 2.593254
WundtGPT | 4.708333  4.431032  4.112619 4.109762
LLaMA3 3.942302  3.074365  3.540159 3.260079
finance GPT-4o0 3.802937  3.227381 3.577063 3.688889
MindChat | 3.056349  2.897857  2.606825 2.903333
WundtGPT | 4.578333  4.411746  3.978095 3.822222
LLaMA3 3.654206  3.220714  3.690317 3.67881
sociality GPT-4o 4.111429 3362778  3.682937 3.817143
MindChat | 2.841349  2.574762  1.90521 2.241032
WundtGPT | 4.37754 3.66619 3.371587 3.373175

Table 4: The evaluation results of the manual evaluation with 30 non-professionals.
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