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Abstract—In Regional Healthcare Centers (RHCs) in many
of rural areas of India, due to the language barriers between
the patients and the RHC staff, communication difficulties often
intensifies the patient’s stress due to their inability to understand
the workings of a RHC. This research paper presents a medical
service robot which is designed to overcome these issues. The
medical service robot can understand the patient’s symptoms
which are described to it in Kannada language using speech
recognition and then using NLP techniques, it will be able to
predict the appropriate department to guide the patient to. The
robot then uses ROS2 and its navigation techniques to guide
the patient to the appropriate department location. The robot
is also attached with a camera at the back so that it can track
the patient and see to it that the patient follows the robot. This
paper discusses the technical aspects of the robot, highlighting its
potency in improving the patient experience. This innovation has
the capability to amplify the healthcare accessibility and patient
care in rural areas of India, reducing linguistic and navigational
challenges.

Index Terms—Autonomous Robot, NLP Enabled Robot, Image
Processing

I. INTRODUCTION

Healthcare providers may face language barriers, but these
can be more of a challenge for individuals residing in rural
areas who have limited access to healthcare services. When
patients seeking medical attention do not share the same
language as their caregivers, they are likely to misinterpret
medical instructions, diagnoses and treatment alternatives lead-
ing to confusion and misunderstanding. This is particularly
troublesome because it means there is no understanding on
how RHCs should work. It may become difficult for patients
to use the RHC, get medical assistance or describe their health
issues. Consequently, this leads to increased tension amidst
patients already in pain due to their ailments with subsequent
poor health outcomes.

Autonomous robot navigation is an exciting technology that
can facilitate various activities within RHCs. These robots are
equipped with sensors such as LiDAR and artificial intelli-

gence which helps them find their way around indoor and
outdoor environments. Additionally, these robots can direct
people across different environments thereby ensuring that
they reach their destinations without getting lost.

In this research, the primary concern is to resolve the lan-
guage barriers and enhance patients’ experience in RHCS. Our
imaginative angle emphasizes on a robot that provides medical
services by having it equipped with different technologies in
RHCs for patients. This healthcare service robot has been
programmed to understand Kannada, a regional language that
regards the patient’s symptoms by way of speech recognition.
Furthermore, it applies Natural Language Processing tech-
niques to grasp what exactly the patient is going through and
which department within the RHC may cater him according
to his symptoms.

This medical service robot uses Robot Operating System
2 (ROS2) and its navigation approaches to act as guiding
light for the patients, leading them to the correct location in
RHC, ensuring they receive the required care. Also, it tracks
patients using Image Processing and Computer Vision (IPCV)
while following the robot so that they are not lost along their
way. When the patient ceases to follow, the robot stops and
waits for him or her to catch up. We use this method not
only to overcome language barriers but also cope with some
navigation problems that big RHC usually have to address
when serving patients.

This paper discusses in depth about the technical aspects
of the medical service robot, taking a look at its design,
functionality, and integration of various modules. By reducing
the linguistic barriers and simplifying the navigation process,
this innovation has the ability to transform the healthcare
services provided to patients in rural areas. In the pages that
follow, we will see how this transformative technology can
reshape the healthcare services, making sure that everyone,
regardless of language or location, can receive the care they
deserve.
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Fig. 1. Workflow of the robot.

II. RELATED WORK

A. Autonomous Robot Navigation

Autonomous robot navigation within indoor environments
has seen significant research interest in recent years, due to
its potential applications in various fields such as healthcare,
manufacturing, and logistics. The ability of robots to navigate
autonomously through complex areas can greatly improve their
productivity, efficiency, and safety. However, achieving robust
and precise autonomous navigation indoors poses several
challenges, including the requirement for accurately sensing
the surroundings, planning paths effectively, as well as being
able to perform obstacle avoidance.

To address these challenges, researchers have explored
multiple approaches. One method uses deep convolutional
neural networks to learn path planning [3], depth perception,
and surface normal detection [4]. Although this approach
requires extensive training [3] and is quite computationally
expensive, but it has shown promising outcomes in indoor
environments [4]. Another strategy [3] combines visual si-
multaneous localization and mapping (SLAM) with object
detection using pretrained convolutional neural networks. This
method [5] uses a Kinect V2 RGB-D camera and YOLO V3
tiny model for object detection and RTAB-Map for visual
SLAM. Nevertheless, additional experiments are essential to
assess the YOLO V3 model’s robustness across diverse and
complex environments.

B. Path Planning Algorithms

Path planning is an essential component of robotics, par-
ticularly in the task of optimizing navigation from a starting
point to a destination point within mobile robot systems. The
purpose is to navigate in an efficient way through cluttered
environments and find the most optimal route from the starting
position to the target position. To achieve this goal, quite a
few techniques have been developed, including deterministic,
non-deterministic, and evolutionary algorithms. Among these
various techniques the [9][11] A* algorithm and the artificial
potential field (APF) method are two commonly used tech-
niques for path planning. The A* algorithm is a method that

uses heuristics to find the optimal path from the source to the
destination.

Recent research [9][11] has combined the A* algorithm and
the APF method to improve the efficient of path planning.

C. Image Processing

In recent years, there has been an increasing demand for
service robots that have the capability to autonomously follow
humans. To achieve this, the robots must have the ability to
track and identify individuals using sensors such as monocular
cameras [13][14], laser rangefinders [14], and depth cameras
[12]. Consequently, several research studies have been con-
ducted to develop algorithms and frameworks that can help to
accurately track and identify individuals in real-time. One such
study [14] proposed a human-following algorithm designed
for an autonomous mobile robot equipped with a 2D laser
rangefinder and a monocular camera. The algorithm used data
fusion techniques to combine the data from both the sensors
to track the participants in cluttered environments.

D. NLP

The first paper [15] focuses on part-of-speech tagging for
Kannada and Hindi languages through a mix of machine
learning and deep learning techniques. The study results
help to conclude that deep learning techniques provide better
accuracy, but require larger datasets, while machine learning
techniques may be more feasible in case of smaller datasets.
The next paper [17] introduces a healthcare chatbot system
that uses AI to diagnose diseases and provide basic medical
information, aiming to improve access to medical knowledge
and reducing healthcare expenses. However, the sparsity of
feature spaces represented by N-gram models is a major draw-
back. The third research [18] suggests building an Automatic
Speech Recognition (ASR) system for the Kannada language.
The system utilizing the Kaldi toolkit, extracts MFCC features
from audio data to create monophonic and triphone models.
The triphone model performs better than the monophone
model, but there is still further room for improvement.
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E. Integrating NLP with Robot

In recent years, there has been an increasing interest in
developing intelligent humanoid robots that are able to engage
in natural language interactions with humans. The paper[2],
”Anita: Intelligent Humanoid Robot with Self-Learning Ca-
pability Using Indonesian Language,” aims to create a robot
that can communicate with people in their native language,
specifically Indonesian. The researchers used Google speech-
to-text to convert user input into tokens, and Word2vec method
is used to find the most relevant terms in the question asked
to provide an appropriate answer.

III. METHOD

A. Design and structure of the robot

The robot is made up of 2 layers, the bottom layer houses
the batteries, Arduino and the motor driver. All of the wheels
along with the motors are attached below the bottom layer.
The top layer houses the Jetson Nano and the Li DAR. A
PVC pipe is place attached to the bottom layer and passes
through the top layer. This pipe allows us to attach a camera
equipped with a microphone to it. A differential drive system
is used with the front 2 motors and the free moving castor
wheel at the back. This allows for movement in all directions
and will not require a lot of space in order to turn.

Fig. 2. The entire bot along with the camera and the pipe attached to it.

B. Odom generation

Odometry is essential for autonomous navigation, it allows
the robot to know the amount of distance it has covered and
it which direction allowing it to generate its own path and
guess its position. This is done with the help of the motor

Fig. 3. The bot only containing the bottom 2 layers (Does not include the
camera and microphone)

encoders sensors. This is mainly done in order to reduce error
accumulation and it is also crucial for Simultaneous Mapping
And Localization(SLAM). This will facilitate environment
mapping and precise positioning. Odometry feedback is vital
for closed-loop control, allowing real-time adjustments to
optimize robot movements.

C. Simultaneous Localization and Mapping

Autonomous navigation is enabled through SLAM tech-
nique. Adaptive Monte Carlo Localization(AMCL) is a proba-
bilistic localization system which allows to robot to understand
its own position in the map. The robot plans its paths and
moves around the environment with the help of a cost map
which is in grayscale, where black represents an obstacle and
white represents free space, any other shade in between shows
that the robot is not sure about that location and that it has
not been mapped correctly.

D. Autonomous Navigation

Autonomous Navigation involves the process of generating
paths from source node to goal node based on the occupancy
grid and the SLAM data that is generated from the map and
the encoder readings. This is employed with the help of a
nav2fn stack which is a popular navigation package provided
by ros. It uses Dijkstra’s algorithm in order to create these
paths. 2 paths are generated, a local path and a global path
this allows the robot to avoid obstacles that maybe present
along the global path, by dynamically changing the local path
during navigation.

E. Face Detection

A USB Webcam is used to capture images of the patients,
these images are then stored in designated folders for analysis.
To achieve precise face detection, the OpenCV Deep Neural
Netword (DNN) face detection module is utilized, ensuring
accurate identification of facial features in the captured images.
The identified faces are then cropped and stored separately
for further processing. After the completion of every trip, the

Authorized licensed use limited to: J.R.D. Tata Memorial Library Indian Institute of Science Bengaluru. Downloaded on March 05,2025 at 06:37:08 UTC from IEEE Xplore.  Restrictions apply. 



system is reset and the images of the patients faces are deleted
allowing each new patient undergoes the same procedure when
they use the system.

F. Facial Embeddings Generation and training

The OpenFace pre-trained model was chosen for its efficacy
in generating facial embeddings, numerical representations
that capture distinctive features of faces, deemed essential for
recognition purposes. The embeddings are then systematically
extracted from the images that have been captured by the
USB webcam with the help of OpenCV DNN face detection
module. These embeddings are stored for training the model.
Due to the limited training data, a Random Forest Classifier
was selected for live recognition since it is very adaptable to
such scenarios.

G. Live Recognition

The USB Webcam sends a video stream in which the faces
are detected and the embeddings are generated from these
faces. The trained model is then applied to these generated
embedding for live facial recognition. This approach allows
for the continuous processing of real-time video streams. The
model can promptly and accurately recognize faces based on
their unique embeddings.

H. Creation of ROS2 Package

ROS2 packages have been developed so that the facial
recognition system can be integrated into the robotic envi-
ronment. This package allows communication between the
different nodes that are setup for each of the system com-
ponents. This allows for effective deployment of the system
within ROS2.

I. Speech Recognition and speech to text

In the methodological approach employed for this research,
robust speech recognition was achieved through the utilization
of the Google Speech Recognition API, coupled with the
mtranslate library for Kannada to English translation. For the
purposes of this reasearch Google Speech Recognition API is
used to achieve robust speech recognition and the mtranslate
library is used for Kannada to English translation.

J. NLP model creation

The NLP model that has been implemented uses Hugging
Face Transformers, specifically Distil BERT. A fine-tuning has
been done with the custom dataset of symptoms for eight
medical departments. A custom data set is generated for the
eight medical departments with the help of Python Faker
library. Achieved 99.33 accuracy on the testing data.

K. Integration of NLP with ROS

The Goal Pose Publisher Node played an essential role in
integrating human language with robotic actions by converting
natural language instructions generated through NLP into com-
mands executable by the robotic system. The synchronization
of the NLP predictions with ROS was designed with focusing
on efficiency, ensuring real-time adaptability of the robotic

system to continuously changing and evolving user inputs.
This integration while not only advancing the capabilities
of the system in understanding and responding to natural
language commands but also helped to enhance its overall
adaptability and responsiveness in real-time scenarios.

L. Implementation Details

The robot has 2 layers and a PVC pipe that house all of
the hardware components required for the project. It utilizes
odometry data and SLAM techniques to perform autonomous
navigation. Facial recognition is performed with the help of
OpenCV DNN and the NLP is handled by Distil BERT. Speech
Recognition is done with the help of Google API and kannada
to english translation is done through mtranslate library. A
Random Forest Classifier is used to identify the patients after
the embeddings are generated from their facial features. The
packages allow for seamless communication between The
face recognition module and ROS. The Goal Publisher Node
performs the task of converting NLP commands to goal poses
in ROS.

IV. RESULTS

A. Mapping result

The successful mapping of the environment and the au-
tonomous navigation of the robot to reach the required goal
pose represent noteworthy milestones in the robotics system.
This capability not only demonstrates the robot’s spatial
awareness but also its ability to convert this awareness into
deliberate and precise movements, improving its overall effi-
ciency in navigating through healthcare environments.

Fig. 4. The result of map obtained using the robot is shown.

B. Face Recognition Accuracy:

Under optimal lighting conditions, the facial recognition
component showcased satisfactory performance. The compo-
nent could greatly benefit from further training with more
diverse datasets, accounting for changes in lighting, as well
as considering additional facial recognition algorithms. These
steps could help achieve further improvements in accuracy.
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TABLE I
PATIENT TRACKING MODULE

Class Precision Recall F1-score Support
Person 0.9841 0.9118 0.9466 68
Unknown 0.9318 0.9880 0.9591 83

TABLE II
PATIENT TRACKING MODULE

Fold1 Fold2 Fold3 Fold4 Fold5
0.9337 1.00 0.9006 0.9337 0.9466

C. NLP Delay

The observed delay in processing of the natural language
instructions, which is attributed to the internal workings of
the Google API calls and server response time, introduces
a consideration for optimizing the system’s latency. The la-
tency of the module could further be reduced by exploring
alternate speech recognition options or optimizing the current
infrastructure. In conclusion, each challenge encountered dur-
ing both the development and integration processes provides
valuable insights and opportunities for refinement.

TABLE III
DEPARTMENT PREDICTION MODULE

Model Accuracy Precision Recall F1-score
Pre-trained Distil Bert 93.33 0.94 0.93 0.93

V. PERFORMANCE

A number of factors and limitations significantly affect
the robot’s performance. Firstly, achieving accurate facial
recognition requires the availability of optimal lighting condi-
tion, the absence of which would impair the robot’s capacity
for accurate identification. The robot can only be effective
in tracking patients if their height falls within a particular
range that it can capture using its camera; otherwise, precise
tracking may not occur. Furthermore, its short operational
runtime of 30 minutes and large recharge time of 1 hour
places some constraints that require proper scheduling for
its strategic deployment and charging. For the robot to be
able to effectively communicate with the patients, he/she must
speak clearly and coherently to help enable understanding
of commands and responses. Moreover, the robot’s motors
which help it in moving are capped at a speed of sixty
revolutions per minute, which may restrict its responsiveness
in dynamic environments. While it is equipped with obstacle
avoidance capabilities, the robot’s effectiveness is limited to
level surfaces, with unpredictable moving obstacles or sensor
constraints posing challenges. Another thing to take note of is
that low internet bandwidth can disrupt internal communica-
tion affecting the overall performance.

VI. CONCLUSIONS

The ROS integrated patient symptom analysis system has
successfully demonstrated the potential for NLP in determin-

ing treatment departments and converting these forecasts into
actionable objectives for a robot. The patient’s symptoms are
analyzed which determines the department and the robot is
able to track the patient and guide them to the destination
effectively. This integration of several components indicates
how healthcare can be better automated in a manner that
reduces alignment issues in care of patients.

Fig. 5. The patient following the robot as well as performing static obstacle
avoidance.

Fig. 6. The robot stopping as the patient stops following it.

VII. FUTURE WORK

User Interface for Manual Control: User interface imple-
mentation for manual control of the robot can be an invaluable
choice. This function is important in cases where human
supervision is necessary or during unpredictable moments that
need immediate decision making.
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Map Selection Functionality: Multiple maps enable the bot
to adapt to different environmental conditions. This attribute
is particularly helpful in large healthcare facilities with diverse
arrangements or when moving from one department to another
within a hospital that has different maps.

Improving Robot Aesthetics and Sturdiness: Physical mod-
ifications made on the robot’s body can increase its aesthetic
and ensure it’s durability.

Continuous Model Training: Have a system that provides
for continuous model training, so that NLP keeps up with the
latest medical terminologies and treatment protocols.
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