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Abstract

Quickly and accurately identifying covariate shift at test time is a critical and often
overlooked component of safe machine learning systems deployed in high-risk
domains. In this work, we give an intuitive definition of harmful covariate shift
(HCS) as a change in distribution that may weaken the generalization of a classifi-
cation model. To detect HCS, we use the discordance between classifiers trained
to agree on training data and disagree on test data. We derive a loss function for
training these models and show that their disagreement rate and entropy represent
powerful discriminative statistics for HCS. Empirically, we demonstrate the ability
of our method to detect harmful covariate shift with statistical certainty on a vari-
ety of high-dimensional datasets. Across numerous domains and modalities, we
show state-of-the-art performance compared to existing methods, particularly when
the number of observed test samples is small. This work is part of an extended
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1 Introduction

Machine learning models operate on the as-
sumption, albeit incorrectly that they will be
deployed on data distributed identically to what
they were trained on. The violation of this as-
sumption is known as distribution shift and can
often result in significant degradation of per-
formance (Bickel et al., 2009; Rabanser et al.,
2019; Otles et al., 2021; Ovadia et al., 2019).
There are several cases where a mismatch be-
tween training and deployment data results in
very real consequences on human beings. In
healthcare, machine learning models have been
deployed for predicting the likelihood of sepsis.
Yet, as (Habib et al., 2021) show, such models
can be miscalibrated for large groups of individ-
uals, directly affecting the quality of care they
experience. The deployment of classifiers in the
criminal justice system (Hao, 2019), hiring and
recruitment pipelines (Dastin, 2018) and self-
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Figure 1: Overview of Detectron: Starting with a base
classifier trained on labeled samples from distribution 7P
we train new Constrained Disagreement Classifiers to
maximize classification disagreement on Q while con-
strained to agree with the base classifier on P. The rate
that CDCs disagree, is a powerful and sample efficient
statistic for identifying covariate shift P # Q.

driving cars (Smiley, 2022) have all seen humans affected by the failures of learning models. The
need for methods that quickly detect, characterize and respond to covariate shift is, therefore, a
fundamental problem in trustworthy machine learning. In this work, we study a special case of
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distribution shift, commonly known as covariate shift, which considers shifts only in the distribution
of input data P(X') while the relation between the inputs and outputs P(Y'| X') remains fixed.

Our work develops a practical, model-based hypothesis test, named The Detectron, to identify
potentially harmful covariate shifts given any existing classification model already in deployment.

We make the following key contributions:

* We show how to construct classifiers that maximize out-of-domain disagreement while be-
having consistently in the training domain. We propose the disagreement cross entropy for
models learned via continuous gradient-based methods (e.g., neural networks), as well as a
generalization for those learned via discrete optimization (e.g., random forest).

* We show that the rejection rate and the entropy of the learning ensemble can be used to define
a model-aware hypothesis test for covariate shift, the Detectron.

* On high-dimensional image and tabular data, using both neural networks and gradient boosted
decision trees, our method outperforms state-of-the-art techniques for detecting covariate
shifts, particularly when given access to as few as ten test examples.

2 Detectron

Problem Setup. Let f : X — Y be classification model from a function class F' that maps from
space of covariates X to a discrete set of classes Y = {1,..., N}. We assume f was trained on a
labeled dataset P = {(z;,y;)}I, where each x; is drawn identically from a distribution P over X.
In deployment, f is then made to predict on new unlabeled samples Q from a distribution Q over
X. Our goal is to determine whether f may be trusted to do so accurately. The problem we address
is how to automatically detect, from only a set of finite samples Q = {Z;}" ,, if the new covariate
distribution Q has shifted from P in such a way that f can no longer be assumed to generalize — we
refer to this type of dataset shift as harmful covariate shift.

Harmful Covariate Shift. A shift in the data distribution is not always harmful. In many practical
problems, a practitioner may use domain knowledge to embed invariances with the explicit goal
of ensuring the predictive performance of a classifier does not, by construction, change under
certain shifts. This may be done directly via translation invariance in convolutional neural networks
or indirectly via data augmentation or domain adaptation. Such practical heuristics can lead to
models generalizing to a more broad range of distributions than can be characterized by just P. We
refer to such an induced generalization set as R. Although R is difficult to characterize and will
in general depend on the model architecture, learning algorithm and training dataset, we seek a
practical method for detecting shift that is explicitly tied to R. Our approach is based intuition from
learning theory: if there exists a set of classifiers with the same generalization set R but behave
inconsistently on samples from a distribution Q, then Q must not be a member R. Our strategy will
be to create an ensemble of constrained disagreement classifiers (CDCs), classifiers constrained to
predict consistently (i.e., predict the same as f) on R but as differently as possible on Q. If Q is
within R then such an ensemble will fail to predict differently. Hence, when we can find an ensemble
that exhibits inconsistent behaviour on Q, there must be covariate shift that explicitly lies outside R.
See Appendix B for a formal definition of harmful covariate shift.

Learning to Disagree. We introduce the disagreement cross entropy (DCE) as a smooth objective
function to encourage a continuously optimized classifier to disagree with a set of labels. Expressed
in Equation 5, DCE corresponds to the cross entropy between the predicted probability vector g(z)
from a classifier g and the uniform distribution over all classes except y.
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When training CDCs in practice we fine tune the pretrained classifier f using a loss function composed
both of the original training objective for f along with the DCE loss. This process create a classifier
that behaves as well as f on P, but as differently as possible on Q. See Appendix C for a more
detailed description of CDC learning including a generalization to arbitrary black box models.
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We refer to this test as Detectron Disagreement. To compute the test result at a significance level
« we first estimate the null distribution of ¢p for a fixed sample size m by training K calibration
rounds of gp with different random sets P* of size m. The test result is significant if the observed
disagreement rate ¢q is greater than the (1 — «) quantile of the null distribution.

We consider an additional variant, Detectron Entropy (DE), which computes the prediction entropy
of each sample under the CDC instead of relying solely on disagreement rates. The intuition for
DE draws from the fact that when CDCs satisfy their objective (i.e., in the case of harmful shift)
they learn to predict with high entropy on Q and low entropy on P*, resulting in a natural way to
distinguish between distributions. See Appendix D for a detailed description of both tests.

3 Empirical Evaluation

Our experiments are carried out on natural distribution shifts across multiple domains, modalities,
and model types. We use the CIFAR-10.1 dataset (Recht et al., 2019) where shift comes from
subtle changes in the dataset creation processes, the Camelyonl7 dataset (Veeling et al., 2018) for
metastases detection in histopathological slides from multiple hospitals, as well as the UCI heart
disease dataset (Janosi et al., 1988) which contains tabular features collected across international
health systems and indicators of heart disease.

Shift Detection Setup. We evaluate the Detectron in a standard two-sample testing scenario similar
to prior work (Zhao et al., 2022). Given two datasets P (drawn from P) and Q (drawn from Q)
and classifier f, we seek to rule out the null hypothesis (P = Q) at the 5% significance level. To
guarantee fixed significance we employ a permutation test by first sampling from the distribution of
p-values derived where the null hypothesis P = Q holds (i.e., Q is drawn P). We then compute a
threshold over the observed test statistic that sets the false positive rate to 5%. For each dataset, we
begin by training a base classifier on the unshifted dataset. We evaluate the detection of covariate shift
on 100 randomly selected test sets of m = 10, 20 and 50 samples from Q. For ensemble methods,
we use an ensemble size of 5. Hyperparameters and training details for all models can be found in
Appendix F.

Evaluation. We report the True Positive Rate at 5% Significance Level (TPR@5) aggregated over
100 randomly selected sets Q. This signifies how often our method correctly identifies covariate shift
(P # Q) while only incorrectly identifying shift 5% of the time.

Baselines. We compare the Detectron against several methods for OOD detection, uncertainty
estimation and covariate shift detection. See subsection E.3 for further details and citations for each
method in Table 1.



Results. The TPR@5 for the detection of harmful shift with sample sizes of 10, 20 and 50 on all
datasets are shown in Table 1. We report the mean and standard error over 100 random runs.

Table 1: Results (true positive rate at the 5% significance level) for detection of harmful covariate shift
on CIFAR-10.1, Camelyon 17 and UCI Heart Disease benchmarks. The best result for each column is bolded,
results that are within 2% of the best are underlined and the best baseline method is italicized.

CIFAR 10.1 Camelyon 17 UCI Heart Disease
Q] 10 20 50 10 20 50 10 20 50
BBSD 07+£.03 .05+£.02 .12+£.03 | .16+.04 .38+.05 .87+.03 | .13+.03 .22+.04 .46+.05

Rel. Mahalanobis | .05 £.02 .03+.03 .04+.02 | .16£.04 .40£.05 .89=+.0%3 | .11+.03 .36 £ .05 .66 &= .05
Deep Ensemble

Dis) 234+.04 40405 .7/ +.0{|.10+.03 .114+.03 .13£.03 | .02+£.01 .00£.00 .32+.05
Defglﬁfj;;‘;b'e 884 .05 .52+.05 68+.05 | .14+.03 26+.04 .82+.04 | .13+.03 .32+.05 .64+.05
CTST 03+.02 04+.02 04+.02 | .11+.03 59+.05 59+.05|.15+.0f .51+.05 .98+.01
MMD-D 24404 10£.03 05+£.02 | 42+.05 62+.05 .69+£.05| 09+.03 12+.03 .27+.04
H-Div 02401 05+.02 .04+.02 | .03+.02 .07+.03 23+£.04|.15+.0f .26+£.04 37+.05
De(tf)cig““ B37+.05 54+.05 .83+.04 | .97+.02 1.0+.00 .96+.02 | .24+£0.04 .57+0.05 .82+0.04
g;ﬁ:(‘);"y‘; 35+£.05 .56+.05 .92+.03|.97+.02 1.0+.00 1.0+.00| .45+.05 .88+0.03 1.0+.00

We observe in the bottom rows of Table 1 that Detectron methods outperform all baselines across all
three tasks confirming our intuition that distribution tests based on transductive properties of learning
algorithms is a promising avenue of research. See Appendix G for an extended discussion of the
experimental results

4 Conclusion, Limitations and Future Work

Our work presents a practical method capable of detecting covariate shifts given a pre-existing
classifier. We showcase the efficacy of our method in being sensitive enough to detect covariate
shift using a small number of unlabelled examples across several real-world datasets. We remark on
several characteristics of our algorithm that represent potential directions for future work:

On Computational Cost: Our method is more computationally expensive than some existing methods
such as BBSD and Mahalanobis Scores, but is similar complexity to other approaches such as
Ensembles, MMD-D and H-Divergence which may require training multiple deep models. However,
as the Detectron leverages a pretrained model already in deployment, we find in practice that only a
small number of training rounds are required to create each CDC. For instance, on CIFAR 10/10.1
a CDC using a ResNet 18 architecture can train in under ~ 30s using an unoptimized PyTorch
implementation on 1 GPU. We present a deeper analysis of the runtme behaviour in Appendix H.

Beyond Classification: Our work here focuses on the case of classification (since a large number of
pre-existing benchmarks in the literature focus on the same). However, we believe there is a viable
extension of our work to regression models where constrained predictors are explicitly learned to
maximize test error according to the existing metric, such as mean squared error. We leave this
exploration for future work.

Beyond Covariate Shifts: While covariate shift is the only type of shift that can be discovered from
unlabeled data without additional assumptions, we acknowledge that other types of shift, such as
label and concept shift, are prevalent in the real world. Building learning-based methods to identify
these types of shifts is another direction for future work.

Finally, we wish to highlight that while auditing systems such as the Detectron show promise to
ease concerns when using learning systems in high-risk domains, practitioners interfacing with these
systems should not place blind trust in their outputs.
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Appendix

A Related Work

A.1 Covariate Shift Detection

Covariate shift is the tendency for a distribution at test time pq () to differ from that seen during
training py,in(2) while the underlying prediction concept y remains fixed €.g. Diain (Y|2) = Drest (Y 2).
Many methods for detecting shift apply dimensionality reduction followed by statistical hypothesis
tests for distributional differences in the outputs (from a reference and target) (Rabanser et al., 2019).
Rabanser et al. show that using the softmax outputs of a pretrained classifier as low dimensional
representations for performing univariate KS-tests, a method known as black box shift detection
(BBSD) (Lipton et al., 2018), is effective at confidently identifying several synthetic covariate shifts
in imaging data (e.g. crops, rotations) given approximately 200 i.i.d samples. However, applying
statistical tests to non-invertible representations of data can never guarantee to capture arbitrary
covariate shifts, as there may always exist multiple distributions that collapse to the same test
statistic (Zhang et al., 2021). Kifer et al. (2004); Ben-David et al. (2006) introduce some of the
earliest learning theoretic approaches for identifying and correcting for covariate shift based on
discriminative learning with finite samples. More recent approaches for covariate shift detection
including classifier two sample tests (Lopez-Paz & Oquab, 2017), deep kernel MMD (Liu et al.,
2020) and H-Divergence (Zhao et al., 2022) rely on analyzing the outputs of unsupervised learning
models. In our work we take a transductive learning approach and construct a method to directly
use the structure of a supervised classification problem to improve the statistical power for detecting
shifts.

A.2 Out of Distribution Detection

Out of distribution (OOD) detection focuses on identifying when a specific data point 2’ admits
low likelihood under the original training distributions (pyain(z’) =~ 0)—a useful tool to have at
inference time. Ren et al. (2019); Morningstar et al. (2021) represent a broad class of work that uses
density estimation to pose the identification of covariate shift as anomaly detection. However, in
finite samples, density estimation for high-dimensional data can be difficult which in turn affects the
accuracy of anomaly detection (Zhang et al., 2021). Others, including ODIN (Liang et al., 2018),
Deep Mahalanobis Detectors (Lee et al., 2018) and, Gram Matrices (Sastry & Oore, 2020) directly
use the predictive model (e.g. information from the intermediate representations of neural networks).
Such methods are largely based on heuristics on the manifold of neural networks offering little to no
theoretical guarantees on detecting subtle types of covariate shifts encountered in real-world settings.
Furthermore, the majority of methods in this space have been designed exclusively for deep neural
networks, an uncommon modelling choice particularly for tabular data (Borisov et al., 2021). Related
to OOD, uncertainty estimation concerns developing models that identify sources of uncertainty in
their predictions (Lakshminarayanan et al., 2017; Ovadia et al., 2019). Naturally, uncertainty should
be large when samples are OOD, however (Ovadia et al., 2019) perform a large-scale empirical
comparison of uncertainty estimation methods and find that while deep ensembles generally provide
the best results, the quality of uncertainty estimations, regardless of method, consistently degrades
with increasing covariate shift.

A.3 Selective Classification and PQ Learning

Selective classification concerns building classifiers that may either predict on or reject on test
samples (Geifman & EI-Yaniv, 2019). Recent work by (Goldwasser et al., 2020) develops a formal
framework known as PQ learning which extends probably approximately correct (PAC) learn-
ing (Haussler, 1990) to arbitrary test distributions by allowing for selective classification. While
PAC learning concerns the development of a classifier with a bounded finite-sample error rate on its
training distribution, PQ learning seeks a selective classifier with jointly bounded finite-sample error
and rejection rates on arbitrary test distributions. The Rejectron algorithms proposed therein builds an
ensemble of models that produce different outputs relative to a perfect baseline on a set of unlabeled



test samples. PQ-learning represents a major theoretical leap for learning guarantees under covariate
shift; however, the majority of the underlying ideas have not been implemented/tested experimentally
using real-world data. We show how to build a PQ learner by generalizing the Rejectron algorithm,
overcoming several limitations and assumptions made by the original work including extending
beyond simple binary classification to general multiclass/multilabel tasks and reducing the number of
samples required for learning at each iteration. We go on to show how a PQ learner can be used to
characterize covariate shifts in real-world data.

B Harmful Covariate Shift and Connection to Classical Learning Theory

Given a labeled training set P as well as another labeled dataset Q, one can identify using standard
statistical estimation if a model f performs more poorly on Q compared to P. However, in a practical
scenario, decision models are deployed on unlabeled datasets; hence directly computing model
performance is impossible. To decide then if Q has been drawn from a distribution that may cause f
to fail, we formulate an adversarial learning style definition of harmful covariate shift that does not
require access to labeled examples.

Definition: (¢, o, F')-Harmful Covariate Shift.

A covariate shift from distributions P — Q over X is (¢, a, F')-harmful with respect to a set of
decision models F, if there exists any subset of models of two or more models f in F’ that achieve a
source domain loss £(f,P) < « forall f € f while being more likely to disagree with each other on
an unseen sample from Q compared to P.

AfCFst.Vfefl(f,P)> aand
Pro(3 fis fj € £st fi(z) # fi(2) > Ponp(3 fi, f5 € £s.t. fi(z) # fi(2))
In plainer words, we define harmful covariate shift based on the existence of multiple good models on

P that tend to disagree on Q. The Detectron algorithm is designed to learn these models (constrained
disagreement classifiers) and statistically test their disagreement rates.

@)

We can connect our definition of harmfulness to the well-studied concept of A distance from Kifer
et al. (2004). The A is a generalization of the total variation to an arbitrary collection of measurable
events A.

da (P, Q) =2 sup [Prp[A] — Pro/[A] S

Ben-David et al. (2006) shows that when they chose a class of events whose characteristic functions
are functions in F', the A distance in connection with VC theory (Vapnik, 1995) allows for finite
sample generalization bounds on the performance of arbitrary decision models from F' under covariate
shift. Ben-David et al. (2006) go on to show that the A distance defined for a binary function class F’
is equal to

dr(P,Q) =2 (1 - 2?1€i£err(f)) )

where min ¢c g err(f) is the minimum error that a domain classifier from F' can achieve on the task
of distinguishing samples from P and Q (i.e. if P = Q the best domain classifier will have error of
0.5 and dp (P, Q) = 0 and if P and Q can be perfectly discriminated by some f € F the dr (P, Q)
is maximized and equal to 2). In our characterization of harmful covariate shift, we consider not just
the discriminative power of F’ but the broader generalization region induced by training f to achieve
a certain source domain loss on P. For instance, if a model naturally learns rotational invariance,
one would also want to use a shift detector that will not detect shifts that only comprise of rotations.
Beyond the concept of harmfulness, we empirically show that learning to detect shifts using CDCs
instead of domain classifiers improves shift detection performance.

C Constrained Disagreement Classifiers

C.1 Notation

We use lowercase letters to denote classifiers that predict probability vectors over N classes e.g.,

fl@) = [f(@)1, f(@)2,..., flx)n]"



We use bold letters to denote the hard classifier that outputs the class where a classifier predicts the
largest probability e.g.,
f(r) = argmax{f(x); [i € {1,...,N}}

The classifier f represents a base model that was trained using a labeled dataset

P ={(z1,51),- -, (@p|, yp))}

where each sample x; is drawn iid from a training distribution P over X. Each label y; corresponds
to the ground truth label for the classification problem of interest. We use P* to represent a set of
data also drawn from P but has not been seen by f during training.

Similarly we define an unlabeled dataset

Q={Z1,...,T1q}

where each sample z; is drawn iid from a distribution Q over X.

C.2 Learning to Disagree via Continuous Optimization

A constrained disagreement classifier g is a classifier with the same functional form as base classifier
f that is trained to disagree with f on an unlabeled dataset Q, while constrained to agree with it on
a labeled dataset P.

For models learned via. continuous optimization (e.g., Neural Networks), we train CDCs using the
disagreement cross entropy (DCE) as a smooth objective function to encourage a disagreement with
a set of labels. Expressed in Equation 5, DCE corresponds to the cross entropy between the predicted
probability vector g(x) and the uniform distribution over all classes except the class predicted by f
denoted as f(z).

N
1
DCE(g(x), f(z)) = -~ C_Zl Ot (x) £ 108 (9(2)c) (%)
Assuming we begin with a model f that is trained using a loss function £( on a labeled dataset P
(for instance L, may be the standard cross entropy loss with additional regularization), a constrained
disagreement classifier g is trained using the following joint objective function:

Lonc(gP QB = = 37 Lo(g(a),y) + A x S DCE(g(x). £(=) | ©)
prlal | 2, =

where A is a hyperparameter that controls the agreement/disagreement tradeoff.

In plain words Lcpc is equivalent to optimizing the original objective for samples from P but
optimizing the disagreement objective for samples from Q. In practice, if we initialize g using the
base classifier f Lcpc becomes a fine tuning strategy that attempts to keep the decision boundary of
g close to that of f under the support of P but as wildly different for the support of Q (see Figure 1
for a visual depiction of this process).

In the following sections we will discuss (1) how to choose the hyperparameter A to make sure
agreement on P is approximately constrained and (2) a simple generalization of DCE that works
naturally with any black box model.

C.3 Choosing )

We can choose the scalar parameter A in Equation 6 to set learning P as the primary learning objective
for g and only when it cannot be improved, we allow g to learn how to disagree on Q. The reasoning
is a simple counting argument. Suppose agreeing on each sample in P incurs a reward of 1 and
disagreeing with each sample in Q a reward of A. To encourage agreement on P as the primary
objective, we set A such that the extra reward obtained by going from zero to all disagreements on
Q is less than that achieved with only one extra agreement on P, this gives A\|Q| < 1. Practically,
we chose A = 1/(]Q| + 1) and find that no tuning is required. However, assigning A = a/|Q| for
some « < 1 is a valid reparameterization that allows for more finetrained control over constrained
disagreement.
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C.4 Learning to Disagree with Black Box Learning Algorithms

When training models with arbitrary discrete or non-differentiable parameters concerning their
objective (e.g., random forest), we must find a more general solution for creating CDCs. Such a
solution should (1) reduce to the DCE when the model is, in fact, continuous and trained using the
standard cross-entropy, and (2) reduces to label flipping when N = 2 (binary classification). Our
simple solution is to replicate every sample in Q exactly N — 1 times and create a unique label for
each from the set S := {1, ..., N}\{¢} where t is the disagreement target. We also each a sample a
weight of 1/(N — 1). In the case of N = 2, this corresponds to no replication and simply assigning
the opposite label. In the case where the model learns by cross-entropy, it equals Equation 5.

Proof. We prove this statement starting with the definition of the cross entropy

N
CE(f(2),y) = ) _ o=y log(f(2)c) Q)
c=1
Now we consider the sum of the cross entropy for each label in S:
N
S CE(f(a).y) = 3.3 by log(f().) ®)
yeS yeS c=1
N
= dozilog(f()e) ©)
c=1
= (N — 1)DCE(f(2),y) (10)
Hence when giving each sample a weight of (N — 1)~ we recover the exact from of DCE. O

D Two Sample Testing

D.1 Two Sample Testing Methodology

Our method to detect covariate shift, like prior work, is to perform a statistical hypothesis test
between the distributions of one or low dimensional quantities derived using each element of a
possibly shifted target dataset Q and a known in-distribution source dataset P* that has not been
observed in during model development. A significant motivation for our work was that the majority
of statistical hypothesis tests used by prior work are formulated in a fashion that is independent of
the particular target dataset being tested (e.g., BBSD (Lipton et al., 2018) which uses a pre-trained
classifier as an ansatz for a dimensionality reduction). However, with the Detectron we follow a
transductive approach by building a statistical test by training classifiers to meet a carefully crafted
objective (i.e., constrained disagreement) on the target data. A drawback of this approach is that low
dimensional representations are, in general, not be iid; hence to perform a fair statistical test, we
must run the Detectron on a known in-distribution dataset under the same experimental conditions
(e.g., sample size, learning rate, ensemble size). For other baseline methods that do not take the
transductive approach (e.g., Mahalanobis, BBSD, Ensemble), we are not limited to choosing a source
dataset P* of the same size as the samples can again be assumed to be iid. In practice, for iid methods,
we fix the size of P* to 1000 for CIFAR and Camelyon, and in UCI Heart Disease, we use only 120
as the dataset is significantly smaller (920 samples).

D.2 Statistical Tests Used in Methods/Baselines

We provide a summary in the context of our work on the three types of statistical tests used in our
experiments. We also explain technical details on how we use each test in our experiments.

Kolmogorov—Smirnov (KS) Test. The KS test is one of the most common non-parametric univariate
statistical tests. It the two sample setting given datasets X = {z1,...,z,}and Y = {y1,...,ym}
the test statistic is computed as the maximum difference between the empirical CDFs of X and
Y. An asymptotically correct p-value can is computed using a closed-form expression of the test
statistic and sample sizes n and m. An exact p-value can also be found by considering the fraction of
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every possible pair of empirical CDFs that lie within the region with a maximum bounded difference;
more details can be found in Hodges (1958). In practice we use the KS test implementation found
in scipy.stats.ks_2samp which automatically computes exact p-values when max{n,m} <
10, 000 and otherwise defaults to the asymptotic approximation.

We use KS tests for any distributions derived from continuous scores within our methods and baselines.
For the Relative Mahalanobis Score test (Ren et al., 2021), we compute the p-value for shift via a
KS test between the Mahalanobis score for the possibly shifted target data QQ and a source dataset
of unseen in distribution samples P*. In BBSD (Lipton et al., 2018) we compute a KS test on each
dimension of the softmax output of a classifier between the source and target datasets, the final p-value
is found via Bonferroni correction as is done by Rabanser et al. (2019), which simply takes the
minimum p-value and divides it by the number of tests (e.g the softmax dimension). Similarly, using
Deep Ensemble (Entropy) and Detectron (Entropy), we perform a KS test directly on the distribution
of entropy values computed from each sample in the source and target datasets, respectively. See
Figure 4 for a full description of the Detectron entropy test.

Binomial Test. The binomial test is simple to state and has an elegant closed-form solution. We
consider a binomially distributed random variable with rate ¢ X ~ Binomial(n, q) for which we
observe a single sample z. Since the binomial distribution is defined as a sum of iid Bernoulli random
variables with the same rate, x may equivalently be interpreted as a set of n samples of which x are 1
and n — x are 0. Given a a baseline rate p we wish to determine the probability of observing an event
at least as rare as X = x under the null hypothesis that p = ¢, this quantity can be computed exactly
using the symmetry of the binomial distribution.

P X ~Bin(n,p) (X is rarer then z) = 2 X Py _gin(n,p)(X > )

:2§:P[X:k]

k=x
CoN~(g vk k(M) _ o Bplzn—a+ 1)
72;(1 P) p(k>2B(x,n—x+1)

Where B, («, ) is the incomplete Beta function and B(«, 3) is the beta function. Binomial testing is
used in the Deep Ensemble (Disagreement) baseline method where we estimate p as the disagreement
rate of a deep ensemble on the set P* (i.e the number of samples in P* where the ensemble does
not predict unanimously divided by the size of P*) and test for distribution shift based on the
result of a binomial test on the observed disagreement on Q. Binomial testing is also used for the
classifier two sample test method (CTST) (Lopez-Paz & Oquab, 2017). First a domain classifier
is trained to separate source and target data then its performance is tested on a set of unseen data
where the number of samples of a total of IV it correctly assigns a domain label to is compared
to the null distribution Bin(N, 0.5) (i.e. random guessing). For implementation purposes we use
scipy.stats.binomtest.

Permutation Test. Our ultimate goal is to detect covariate shift P # Q at a bounded significance
level (i.e. bounded probability of outputting P # O when in fact P = Q). To bound the significance
level, we follow the simple and principled approach of the permutation test. Suppose we wish to run
the Detectron to test for shift on a set Q from a baseline P* (each of NV samples) while Detectron,
or any other test, computes a p-value on some low dimensional samples derived from Q and P*,
the significance threshold on that test will not in general correspond precisely to the significance for
rejecting the original null hypothesis P = Q. The permutation test allows us to reclaim statistical
guarantees by first performing several tests where the null hypothesis holds (e.g., we draw Q from P)
and find a cutoff for the significance of a p-value that sets the false positive rate at exactly 5%.

Our experiments run the Detectron 100 times for each sample size on random sets Q drawn from P.
Based on these runs we compute 95" percentile (7) on the final rejection rate. We then run the actual
test using a set of samples Q drawn from Q which we deem significant at the 5% level if the number
of rejected samples is greater than 7. A visual description of this method can be found in F'igure 3.
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Figure 3: The Detectron disagreement test: In this example (taken from our experiment where
P = CIFAR10 and @ = CIFARI10.1 and sample size N = 50) pictured we start by training an
ensemble of CDCs (we use and ensemble size of 5) to reject/disagree on a set of [V unseen samples
from the original training distribution (P*) while constrained to perform consistently with a base
model on the original training and validation sets used to train the base model on CIFAR10. We
perform 100 of these calibration runs using different random seeds and samples for P* to estimate a
threshold 7 such that 95% of the runs reject fewer then 7 samples — thereby fixing the significance
level of the test to 5%. To estimate the test power, we train CDCs using the exact same configuration
as the calibration runs except we replace P* with a random set of N samples Q from Q (CIFAR
10.1). By averaging the number of runs the reject more than 7 samples we can compute the power (or
true positive rate) of the test for the configuration.

1 Calibration Entropy Calibration Entropy s\ Q p-values
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Figure 4: The Detectron entropy test: Following the same experimental setup as Figure 3, we start
(left) by computing a KS test between the continuous entropy values for each calibration run P* with
the flattened set of entropy values from all other 99 calibration runs. Then (center) we compute a KS
test from each test run Q with a random set of all but one calibration runs. Finally (right), we find a
threshold 7 on the distribution of p-values obtained from step 1 as the o quantile to guarantee a false
positive rate of . The power of the test is computed as the fraction of p-values computed from 100
test runs Q that are below 7.

E Datasets

E.1 Sources and Licensees

* CIFAR-10 (MIT License Copyright (c) 2013 Valay Shah)
¢ Camelyon-17 (CCO 1.0 Universal Public Domain Dedication)
¢ UCI Heart Disease (Creative Commons Attribution 4.0 International)

E.2 Prepossessing, Shift Descriptions and Model Performance

We provide full details on the three datasets used in our experiments, including any preprocessing
steps and what splits we considered as source domain P and target domain Q.

CIFAR 10/10.1. We use the well known CIFAR 10 dataset (Krizhevsky et al., 2014) as the source
domain for training base classifiers (subsection F.1) and the new CIFAR 10 test set CIFAR 10.1
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containing 2000 class balanced images (Recht et al., 2019) as a source of harmful distribution shift.
Although the images in CIFAR 10.1 appear to be visually very similar to CIFAR 10 most classifiers
trained on CIFAR 10 drop significantly in performance (3% to 15% (Recht et al., 2019)) when tested
on CIFAR 10.1.

CIFAR 10.1 CIFAR 10 (Orlglna.l)
:E = E
i r‘fq

Figure 5: Cifar 10 vs Cifar 10.1. (Image borrowed from the technical report "Do CIFAR-10 Classifiers
Generalize to CIFAR-10?” (Recht et al., 2018))

Camelyon 17. As described by the original authors (Veeling et al., 2018) the Camelyon benchmark
is a new and challenging image classification dataset consisting of 327,680 color images (96 x 96)
extracted from histopathologic scans of lymph node sections. Each image is annotated with a binary
label indicating the presence of metastatic tissue in the center 32 x 32 pixel region. In our experiments,
we use the WILDS (Koh et al., 2021) framework to facilitate download, preprocessing, as well as
source/target splits for Camelyon. As shown in Figure 6, the source domain is chosen as data from
hospitals 1,2, 3. In contrast, the test domain is collected from hospital 5, which visually shows
significantly higher contrast due to different data acquisition equipment/methods.

,’;".. 1‘3’«!"‘ W

SRR

Train 3
Hosp 1-3 |

Hosp 4 %

Hosp 5 |

Figure 6: Samples images from the Camelyon 17 dataset (Veeling et al., 2018). Using the standard set
by the WILDS framework (Koh et al., 2021) we use hospitals 1-3 as the source domain for training
and validating models, and hospital 5 as the target domain for assessing distribution shift.

UCI Heart Disease. The UCI Heart Disease (UCI-HD) dataset (Janosi et al., 1988) consists of
76 attributes collected from four unique patient databases in Cleveland, Hungary, Switzerland, and
the VA Long Beach. We select nine features out of the commonly used 14 to minimize the portion
of missing values. These features are {age, sex, chest pain type, resting blood pressure, serum
cholesterol, fasting blood sugar, resting electrocardiographic results, maximum heart rate achieved,
exercise-induced angina}. The prediction task is to determine the diagnosis of heart disease (also
known as angiographic disease status), which is given in a range from 0-4, where 0 indicates healthy
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Figure 7: Marginal distributions for each of the nine variables chosen from the UCI Heart Disease
dataset for our experiments. The source domain (yellow) is chosen from the Cleveland and Hungary
patient databases, while the shifted target domain (blue) is selected from the Swiss and Long Beach
databases. Although the distributions are visually similar, a simple neural network classifier that
achieves an AUC of 0.85 on the source domain drops to 0.42 on the target domain.

and 1-4 indicates a severity level based on the narrowing of major blood vessels. Following prior
work (Chaki et al., 2015) we only consider the simplified binary classification task for differentiating
patients with a normal angiographic status (label of 0) from those with abnormal status (label > 0).
We select the source domain as the Cleveland and Hungary databases and the target domain as the
Switzerland and VA Long Beach databases. A graphical overview of the marginal feature distributions
for the source and target domain is shown in Figure 7.

To allow for out-of-the-box training of deep neural networks on the UCI HD dataset, we use the
missing value synthesis functional in Wolfram Mathematica (Inc.). The algorithm uses density
estimation and mode finding on conditioned distributions to synthesize missing values. See the
language guide page titled Synthesize Missing Values in Numeric Data for a more detailed de-
scription. To aid in future research, we provide a copy of our processed dataset in <our github
repo>/data/uci_heart.pt.

A summary of the three datasets used as well as the description of shifts and effects on model
performance is provided in Table 2.

F Experimental Details

F.1 Base Classifiers

For each dataset used in our experiments, we begin by training a base classifier on the source domain
portion of the dataset to use in subsequent experiments and baselines. For a brief description of the
datasets used and base classifiers, see Table 2 and for a more detailed description of each dataset as
well as what we have considered precisely as the source and shifted domains, see subsection E.2.

CIFAR 10. We use a standard Resnetl8 model pre-trained on ImageNet (Deng
et al, 2009) made available in the torchvision library (Marcel & Rodriguez, 2010)
(torchvision.models.resnet18(pretrained=True)) although we reinitialize the last network
layer to have an output size of 10. We use stochastic gradient descent (SGD) with a base learning rate
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Table 2: Datasets: We investigate three different forms of covariate shift. To verify that these shifts are indeed
harmful to the models, we report performance in both the shifted and unshifted domains. Examples and further
descriptions of unshifted/shifted splits of each dataset are given in Appendix E

Domain/Task Dataset Shift Metric (Unshifted) (Shifted)

Natural Images CIFAR-10/10.1  Data Collection

Object classification (Recht et al., 2019) Process Accuracy 0.87 (Resentl8) 0.77 (Resent18)

Histopathological Images ~ Camelyon-17 Different

Metastases Detection  (Veeling et al., 2018)  Hospitals Accuracy 0.93 (Resentl8) 0.81 (Resentl8)

Tabular Medical Data ~ UCI Heart Disease Different AUROC 0.88 (xgboost) 0.70 (xgboost)
Angiographic Status ~ (Janosi et al., 1988) Countries 0.85 (MLP) 0.42 (MLP)

of 0.1, Lo regularization of 5 x 10~*, momentum of 0.9, a batch size of 128 and a cosine annealing
learning rate schedule with a maximum 200 iterations stepped once per epoch for a total of 200 epochs.
We use the standard CIFAR-10 training split normalized by its mean (u = [0.4914, 0.4822,0.4465))
and standard deviation (o = [0.2023,0.1994, 0.2010]). Every epoch, we randomly crop each image
to a size of 32 x 32 after applying a 0 padding of four pixels to each spatial dimension, and we apply
a horizontal flip with probability 0.5. This model achieves a test performance of 87%. While this
score is far from state-of-the-art on CIFAR-10, our goal is not to construct a perfect model. We wish
to create a reasonably good model as an example of a model that could realistically be deployed
in real-world settings. When training deep ensembles, we only vary the random seed in the range
[0,...,4].

Camelyon 17. We follow a similar approach to CIFAR 10. However, we use two output features
(for binary classification of cancerous or benign pathology), a batch size of 512, the ADAM opti-
mizer (Kingma & Ba, 2015) with a base learning rate of 0.001, Lo regularization of 1075 and a total
of 5 training epochs for which we select the model with the best validation accuracy. This model
achieves a test accuracy of 0.93. When training deep ensembles, we only vary the random seed in the
range [0, ..., 4].

UCIT Heart Disease. We train both neural networks and gradient boosted trees using the XGboost
library (Chen & Guestrin, 2016). For the neural network model, we use a simple MLP with an input
dimension of 9, 3 hidden layers of size 16 with ReLU activation followed by a 30% dropout layer
and a linear layer to 2 outputs (heart disease present or not). We use 358 samples for training and 120
for validation. We train for a maximum of 1000 epochs and select the model with the highest AUC
on the validation set, performing early stopping if the validation AUC has not increased in over 100
epochs. This model achieves a test AUC computed on 119 samples of 0.85. As with CIFAR 10 and
Camelyon 17, we only vary the random seed in the range [0, . .., 9] when training deep ensembles.
Note that we chose a larger ensemble size here as models are fairly cheap to train. Another important
trick when using small Q sizes is to sample all of Q in each batch filling the best with a random set
of samples from P. Of procedure artificially inflates the size of Q so the hyperparameter A must
account for this by picking up an extra multiplicative factor equal to (batches per epoch)~*.

When training gradient boosted trees using XGboost we employ standard library parameters (n = 0.1,
eval_metric=auc, max_depth= 6, subsample= 0.8, colsample_bytree=0.8, min_child_weight= 1,
objective=binary:logistic, num_round= 10). This model while taking less then 5s to train achieves a
test AUC of 0.88.

F.2 Constrained Disagreement Classifiers

We expand on the experimental details for learning constrained disagreement classifiers. When
training a CDC g(7,p,q) We start by creating a new dataset that combines all elements of the labeled
set P and the unlabeled set Q with pseudo labels inferred by the base classifier f. We store a single
bit for each sample in the combined dataset to indicate if a sample was originally drawn from P or
Q. When training CDCs with neural networks, we use the DCE loss (Equation 5) under similar
semantics as the pseudo-code implementation provided above. When training discrete models, we
resort to our generalized approach in subsection C.4. To reduce training time we initialize g using the
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exact same architecture/weights as f and apply the exact same optimization algorithm/learning rate
used to train f (see subsection F.1). For CIFAR 10, we train each CDC for a maximum of 10 epochs
performing early stopping if the model drops in in-distribution validation performance by over 5%.

We enforce the early stopping criteria to help prevent CDCs from overfitting to the disagreement
loss when the target dataset has not come from a harmfully shifted domain. The intuition is the
following: under the null, if a target dataset Q comes from the same distribution as a training dataset
P, then learning to disagree with f on Q while constrained to agree on all of P can only be solved
by overfitting to predict with high entropy on the specific examples in Q, versus learning a distinct
pattern that distinguishes the distributions. Forcing a model to predict with high entropy on a subset
of in-distribution datapoints can only hurt its associated in-distribution generalization, a phenomenon
which we can directly assess by measuring validation performance.

The details for training CDCs on Camelyon 17 are the same as those described for CIFAR 10, however
due to the large training set size (302436 samples) we simply select a random subset of size 50, 000
as P at each epoch — a number we experimentally deemed as sufficient to achieve low in-distribution
generalization error. When training CDCs on the UCI Heart Disease dataset, we use XGBoost (Chen
& Guestrin, 2016) with the same hyperparameters described in subsection F.1.

For the runtime experiment presented in Figure 10 we train each CDC for only one batch, where each
batch contains a set of 100 samples Q and is filled up to a batch size of 512 with random samples
from Py.i,. After every batch we eliminate all samples where the CDC disagrees with the base
predictions. We continue this for a maximum of 150 batches, but perform early stopping if 10 batches
pass without at least one sample getting disagreed on.

F.3 Description of Baseline Methods

We compare the Detectron against several methods for OOD detection, uncertainty estimation and
covariate shift detection found in recent literature.

1. Deep Ensembles shown by Ovadia et al. (2019) to provide the most accurate estimates of pre-
dictive confidence under covariate shift. To compare directly with Detectron we test both the
disagreements rates and the entropy distributions of the ensemble. See Appendix D for more
information on how these tests are run.

2. Black Box Shift Detection (BBSD) (Lipton et al., 2018) is overall best method across numerous
synthetic benchmarks for covariate shift detection evaluated by Rabanser et al.. We follow the
same evaluation and perform a univariate KS test on each dimension of the softmax output of the
base classifier between QQ and a held out set from the training distribution. Bonferroni correction
is used to compute a single p-value as the minimum value divided by the number of tests. We
guarantee significance using the same permutation approach described in Appendix D.

3. Relative Mahalanobis Distance (RMD) (Ren et al., 2021) (a method designed specifically for
identifying near OOD samples) using the penultimate layer of a pretrained model. We test for
covariate shift by performing a KS test directly on the distribution of RMD confidence scores
derived on Q and P*.

4. Classifier two sample test (CTST) (Lopez-Paz & Oquab, 2017). Using the same architecture as
and initialization as the base classifier we reconfigure the output layer and we train a domain
classifier on half the test data with source data labeled as O and test data as 1. We then test this
models accuracy on the other half of the test data and compare its performance to random chance
using a binomial test (see ?? for more details). While this method is technically sound it is not
suitable for the low data regime where learning a domain classifier on half the test data is unlikely
to generalize beyond random performance on the other half.

5. Deep Kernel MMD (Liu et al., 2020). We use the authors original source code available at
https://github.com/fengliu90/DK-for-TST to perform the deep kernel MMD test.

6. H-Divergence (Zhao et al., 2022). Most similar to our approach, this work proposes a two
sample test based on the output of a learning model after training on either source or target data.
Specifically, the authors fit a model to both the source dataset P, the target dataset Q and a
uniform mixture (P 4+ Q) /2. Under the null hypothesis P = Q the loss in each case is equal in
expectation. However when P # Q, the generalized entropy of the mixture distribution may be
be larger. In practice the authors fit three VAE (Kingma & Welling, 2014) models and compute
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the test statistic £((P + Q)/2) — min(4(Q), £(P)), where £ is the VAE loss computed as a sum of
the binary cross entropy reconstruction loss and the KL divergence regularizer. The perform 100
runs where the null hypothesis (e.g. sample Q from P) and one where it does not. Significance is
determined in the standard way be observing if the true test statistic exceeds the 95" percentile
of the test statistic distribution under the null hypothesis. Unfortunately this method, while
state of the art on several benchmarks including the MNIST vs Fake MNIST two sample test,
demonstrated low utility on more complex tasks with smaller sample sizes. After a discussion
with the authors, we attempted to improve the results by first pretraining the VAE to produce
valid samples and reconstructions under the source distribution and computing the H-Divergence
statistic after finetuning. Despite this effort, we still was low statistical significance with small
sample sizes likely due to the noisy nature of training VAE’s in the low data regime. We use the
authors original source code available here https://github.com/a7b23/H-Divergence

G Extended Discussion of Experimental Results
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Figure 8: True positive rate at the 5% significance level for the Detectron and baseline methods for detection
of covariate shift on the UCI heart disease dataset. The Detectron (Entropy) is shown to uniformly outperform
baselines. Confidence intervals are excluded for visual clarity but are found in Table 1.

Sample Efficiency. For more significant shifts (Camelyon and UCI), we see in Table 1 the most
significant improvements over baselines in the lowest sample regime (10 data points). The fine-
grained result in Figure 8 shows that CTST catches up to Detectron at 40 samples while deep
ensemble, BBSD, and Mahalanobis catch up at 100.

Disagreement vs Entropy. For the experiments on imaging datasets with deep neural networks
Detectron (Disagreement) often performs nearly as well as Detectron (Entropy), while Detectron
(Entropy) is strictly superior for the UCI dataset. While we recommend entropy as the method to
maximize test power, disagreement is a more interpretable statistic as it is correlates well with the
portion of misclassified samples (see Figure 9).

Comparison to baselines. Amongst the baselines, there is no clear best method. Although on average,
ensemble entropy is superior on CIFAR, MMD-D on Camelyon, and CTST on UCI. Our method may
be thought of as a combination of ensembles, CTST, and H-Divergence. As ensembles, we leverage
the variation in outputs between a set of classifiers; as CTST, we learn in a domain adversarial setting;
and as H-Divergence, we compute a test statistic based on data that a model was trained on. Lastly,
while MMD-D and H-Divergence were shown to be the previous state-of-the-art, their performance
was validated only on larger sample sizes (> 200).

On Tabular Data. The Detectron shows promise for deployment on tabular datasets (bottom right
of Table 1 and Figure 8), where (1) the computational cost of training models is low, (2) the model
agnostic nature of the Detectron is beneficial as random forests often outperform neural networks in
tabular data (Borisov et al., 2021), and (3) based on our discussions with medical professionals, the
ability to detect covariate shift from small test sizes is of particular interest in the healthcare domain
where population shift is a constant problem burden for maintaining the reliability of deployed
models.
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Figure 9: We examine the selective classification accuracy of the Detectron on the orignal CIFAR 10
tests et P* and CIFAR 10.1 Q. Averaged over 100 runs with 100 samples we compute the accuracy
on the held out data that the CDC has yet to disagree. We see that in distribution test accuracy reaches
near 1 at a rejection rate of ~ .5 whereas on CIFAR 10.1 we require a rejection rate of ~ 0.8.

H Runtime Study

Our method is more computationally expensive than some existing methods for detecting shifts such
as BBSD and Mahalanobis Scores, but is similar complexity to other approaches such as Ensembles,
MMD-D and H-Divergence which may require training multiple deep models. However, as the
Detectron leverages a pretrained model already in deployment, we find in practice that only a small
number of training rounds are required to create each CDC. For instance, on CIFAR 10/10.1 a CDC
ensemble of 5 models using a ResNet 18 architecture can train in under ~ 2m using an unoptimized
PyTorch implementation on 1 GPU. Furthermore, looking at the runtime behavior in Figure 10 we see
that while allowing for more computation time increases the fidelity of the Detectron, only a small
number of training batches may be required to achieve a desirable level of statistical significance.

In scenarios where the deployed classifier is deemed high-risk (e.g. healthcare, justice system,
education) where each data point is a decision that affects a human being, we believe the additional
computational expense is justified for an accurate and sensitive assessment of whether the classifier
needs updating. Having established the utility, accelerating the Detectron as well as building a deeper
understanding of the runtime performance tradeoffs, is fertile ground for future work.
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Figure 10: Runtime Characteristics: We train 100 random runs of CDCs on 100 samples from CIFAR 10
and 10.1 and compute the disagreement satistic as the difference i := E[pq — ¢p]. While we see that while )
peaks near 50 training batches, only 10 batches are required for the Detectron disagreement test to reach an area
under the TPR vs FPR curve (AUROC) of nearly 1 (i.e., perfect discrimination). Training CDCs for too long
eventually lowers v as E[¢q] = E[¢p] = 1 meaning CDCs eventually overfit to disagreeing on all of their data.
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