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Abstract

Emotion Cause Analysis (ECA) is a task to
analyze corresponding causes for certain emo-
tions expressed in text, which heavily depends
on the context as the model needs to find the
deep cause-effect relations between emotions
and their causes. Previous research typically
focused on extracting emotions first and then
their corresponding causes, or vice versa. How-
ever, these approaches fail to integrate these
two streams of thought into a unified model,
SO we propose a novel two-stream reasoning
model to unify them for better performance.
We leverage discourse connectives as bridges
between these two streams, incorporating their
discourse information to reveal cause-effect re-
lations and enhance the reasoning ability of our
model. Further, we employ the connectives pre-
dicted by ChatGPT to help our model achieve
better results, and our research demonstrates
that our model achieves SOTA results in ECA
and proves the superiority of our model.

1 Introduction

Emotion-cause analysis (ECA) aims to extract emo-
tional expressions and identify the reasons behind
the emotions, which is helpful to the application of
human-computer interaction, companionship, de-
pression treatment, etc. As an example shown in
Table 1, Cy and C'3 are corresponding cause clauses
of emotion clause Cj. In this work, we mainly fo-
cus on the Emotion-Cause Pair Extraction (ECPE)
(Xia and Ding, 2019) task, which intends to ex-
tract all possible emotion-cause pairs consisting of
emotions and their corresponding causes.
Previous methods on ECA can be divided into
two categories, i.e., clause pairing matrix methods
and sequence labeling methods. The clause pairing
matrix methods identify the emotion-cause pairs
from a matrix of all clause combinations (Ding
et al., 2020a,b; Wei et al., 2020), causing a sparse
matrix and high computational cost. The sequence

Cy  yesterday morning -

(because) a policeman

Cy  visited the old man with Cause 1
the lost money
and (because) told him

Cs that the thief was caught Cause 2

C, (so) the old man was Emotion
very happy

C and deposited the money )

5 in the bank

Emotion Extraction Result Cy

Cause Extraction Result Cs,C3

ECPE Result (04,02),(04,03)

Table 1: An example text with the connectives predicted
by ChatGPT and its results of ECA. Words in “()” rep-
resent predicted implicit connectives. Blue ones are
connectives marking reasons and red ones are connec-
tives marking results. These connectives are not allowed
to coexist simultaneously, so we only consider one situ-
ation at a time.

labeling methods (Chen et al., 2020a; Yuan et al.,
2020) explore some novel tagging schemes for
identifying emotions and causes, but cannot well
model the relations between emotions and their
corresponding causes.

Though these works have made progress in ECA,
they to some extent ignore that ECA in essence
is a causal reasoning problem with consideration
of emotional cause-effect relations. The cause
and effect are in essence the two sides of a coin
(Humphreys, 2005), so we need to explore “what
is the cause of a given emotional effect” and “what
is the emotional effect of a given cause” simultane-
ously. To this end, we design a two-stream reason-
ing model including emotion-cause stream (ECS)
and cause-emotion stream (CES) as shown in Fig-
ure 1(a). These two streams share parameters for
identifying emotions, causes, and emotion-cause
pairs, which can be seen as a multi-task learning
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Figure 1: Model architecture. We use the example shown in Table 1 to describe our model. Cyan lines and

lines denote emotion-cause stream (ECS) and

, respectively. Modules with the same

color and name share parameters with each other. Lemo, Leaus Lpair denote linear layer for emotion, cause and pair
classification, respectively. Yemo» Ycau> Yecp> Yeep denote probability vector of emotions, causes, emotion-cause
pairs, and cause-emotion pairs respectively. hconn denotes the hidden state of connective. h', h? are the hidden
states of the emotion clause and candidate cause clause for ECS, and of the cause clause and candidate emotion
clause for CES. Three lines pointing to h' means using predictions Yemo OF Yeqy to extract corresponding hidden
states of predicted emotion clauses or cause clauses from overall hidden states H. The dotted line pointing from
hidden states H to h? denotes the process of sequentially choosing the hidden state of each clause as the hidden

state of a candidate clause.

process.

To enhance the causal reasoning capability of our
two-stream model, we leverage predicted discourse
connectives to serve as indicators with discourse
information to assist in the identification of cause-
effect relations. This approach draws inspiration
from previous research that discourse relations can
be classified with more than 94% accuracy from the
discourse connectives alone (Pitler and Nenkova,
2009). Table 1 shows one example: with “because”
or “so” predicted by ChatGPT, which highlights
the links between emotions and causes, the cause-
effect relations are obvious.

Experiments on the ECPE benchmark dataset
(Xia and Ding, 2019) verify the effectiveness of our
method, which exhibits good causal capability for
the ECA task and outperforms other baselines. The
main contributions of this paper can be summarized
as follows:

* To our best knowledge, we are the first to con-
sider the ECA task as an emotional reasoning

task and concentrate on the cause-effect rela-
tions to extract emotion-cause pairs.

* We propose a novel two-stream reasoning
model that considers emotion-to-cause and
cause-to-emotion relations in a unified way
and intuitively utilizes discourse connectives
predicted by ChatGPT to strengthen its analy-
sis ability of cause-effect relations in the ECA
task.

* The experiment results show that our method
incorporating ChatGPT has achieved SOTA
results and outperforms original ChatGPT re-
sults on the ECA task. It demonstrates the
potential of employing reasoning methods to
achieve better performance in the ECA task.

2 Methodology
2.1 Model Overview

Given a text with n clauses {C,...,Cy}, where
C; represents the i-th clause. ECPE aims to identify



each emotion-cause pair (Ceyno, Ceqn ), Where the
clause C.q,, includes the reason causing the emo-
tion occurring in clause Ceyy,,. For this task, we de-
sign a two-stream approach, as shown in Figure 1,
which unifies the emotion-cause stream (ECS) and
the cause-emotion stream (CES).

As shown in Figure 1(b), our proposed method
is a four-stage process, which sequentially consists
of aggregation layers to obtain hidden states, joint
linear layers Ly, and Lcgq,, for emotion extraction
or cause extraction, a pairing and connective pre-
diction module, and joint linear layer Ly, for pair
extraction.

First, we leverage aggregation layers built up
with a TS5 model (Raffel et al., 2020) and a graph
attention network (GAT) (Velickovié et al., 2018)
to obtain the aggregated hidden states of clauses H
in text 7". The TS5 model is utilized to get hidden
states efficiently and GAT combines graph neural
networks and attention mechanisms to enable adap-
tive aggregation on graph structures and therefore
could build up the interaction among clauses and
fuse contextual information.

Second, with them, for emotion-cause stream
(ECS) and cause-emotion stream (CES), we use
Lemo and L, to obtain probability vectors Yemo,
Yeaw Of emotions and causes, respectively, and ex-
tract possible emotion and cause clauses. Our
method leverages these joint linear layers to as-
sist in predicting true emotion-cause pairs in the
final stage.

In the third stage, the extracted clauses are paired
up with other candidate clauses, and our T5 or Chat-
GPT module predicts their discourse connectives
and gets the hidden states Aoy, Of the connectives.

In the final stage, our model concatenates the
hidden states of paired clauses and the predicted
connectives to judge which pairs are true emotion-
cause pairs or cause-emotion pairs using Li,q; with
the help of the cause extraction linear layer L4,
or emotion extraction linear layer L.,,,, where we
consider all these linear classification modules as
joint linear layers. Our method shares parameters
on the T5 model, GAT, and joint linear layers Le¢y,o,
Lcqu, and Ly, as a unified two-stream framework.

2.2 Pairing and Connective Prediction

We discovered that about two-thirds of the emotion-
cause pairs do not contain any connectives in the
Chinese ECPE benchmark dataset (Xia and Ding,
2019), indicating that it is necessary to explore
an effective way to predict connectives in order

to leverage their discourse information. We show
how to build up pairs and predict connectives in the
emotion-cause stream (ECS) as a demonstration.
After getting the extracted emotion clauses with
linear layer L¢p,0, for each one of them, we pair up
this emotion clause with each clause in the same
text. These pairs have a format like (Cepno, Ceand)s
where C,,,, denotes emotion clause and C,,,q de-
notes possible candidates cause clause.

For connectives prediction, We utilize ChatGPT
in the evaluation and a (Raffel et al., 2020) TS
masked language model in the training, consid-
ering its ability to construct bidirectional context
relationships. For the TS module, we insert the
special masking [MASK] tokens or sentinel tokens
and estimate the probability of connectives using
the probability vocabulary of T5 masked language
models.

Pconn(ci‘cemm Ccand)
= PT5([MASK] = Ci|0pair)/Psum>

Psum - Z PTB([MASK] - Ci’CpaiT)7

Cpair = (Cemm [MASK] Ccand)v

where c¢; represents each possible connective, and
P.onn, Prs denote the probability of connectives
and T5 masked language model likelihood, respec-
tively. We choose the connective conn with the
highest probability among all ¢; as our predicted
connective.

But for some pairs, causal connectives may al-
ready exist and we need only to extract them, there-
fore we set some rules for this situation; see Ap-
pendix A. These connectives revealing cause-effect
relations enable our model to get more discourse in-
formation to deal with the pair classification work.
Also, we do not intend these newly predicted con-
nectives to affect the results directly, so we use
the same model and leverage the hidden states of
connectives.

hconn = T5(Cemoa conn Ccand)|index7

where index represents position index of connec-
tive and h.onyn represents the hidden state of con-
nective.

2.3 Aggregation Layers

To address the ECA task, we need to obtain hidden
states of clauses with aggregated contextual rep-
resentation, and our method utilizes a TS (Raffel



et al., 2020) model, a clause-level attention layer,
and a graph attention network (GAT) (Velickovi¢
et al., 2018) to do so. We first use the TS model to
get hidden states of all tokens in the text 7. Then
our model employs a clause-level attention layer to
build up the hidden states of clauses. As the final
step, we leverage a graph attention network (GAT)
to build up the interaction among clauses and get
our desired aggregated hidden states H. The whole
process can be concluded as:

H = GAT(Attn(T5(T))),

where T5, Attn and GAT denote the TS model,
the attention layer, and the graph attention network,
respectively.

2.4 Joint Linear Layers

For our two-stream method, we use three joint lin-
ear layers as the classifier as shown in Figure 1(b).
For the emotion-cause stream (ECS), to incorpo-
rate knowledge learned from the cause-emotion
stream (CES), on the one hand, we use L4, on
the hidden state of cause candidate h? to get a
score of this candidate being a cause. On the
other hand, we concatenate three hidden states
hpair = (hY, Reonn, h?), where h! represents the
hidden state of emotion clause, and use pair classi-
fier Lpqir on hpgir to get a score of this candidate
being the cause of corresponding emotions. Con-
sidering it as a multi-task process, we add output
vectors of Leqy, and Ly, With this sum, we utilize
the sigmoid function to gain the final probability
of whether this pair is an emotion-cause pair.

Yeep = 5igmoid(Leau(h?) + Lpair (hpair)),

where .., is the final probability of emotion-cause
pairs with ECS.

We can get the probability of cause-emotion
pairs similarly.

ycep = Singid(Lemo ( h2 ) + Lpair (hpair ) ) )

where ¢, is the final probability of cause-emotion
pairs with CES.

2.5 Answer Prediction

We summarize our approach to the answer predic-
tion and define the loss of our model. We simply
use Binary Cross-Entropy (BCE) Loss for back-
propagation. Let’s take the emotion-cause stream
(ECS) as an example. It starts with getting the

hidden states of clauses H. We first use linear
layer L., and sigmoid function to predict emo-
tion clauses directly.

Yemo = sigmoid(Lemo(hi)),
Lemo = BCE(yemOy yTemo)a

where yemo denotes the predicted probability of
each clause being an emotion clause, while y7emo
denotes the true probability; L., is the loss of
emotion extraction step. We use a common thresh-
old 0.5 for yem, to determine whether the predicted
clause is an emotion clause.

Then, we pair up clauses and obtain hidden states
of connectives hcopyn. For emotion-cause pair ex-
traction, we consider it as a multi-task process
and predict emotion-cause pairs utilizing L4, and

Lpair .

Yecp = Singid(Lcau(hQ) + Lpair(hpair))>
yeAcp = Yemo * Yecp,
EECP = BCE(?/eCpa yTecp)v

where ¥y, is the predicted probability of emotion-
cause pairs with ECS, while yr.., denotes the true
probability; .., represents overall probability of
emotion-cause pairs for evaluation; L, is the loss
of emotion-cause pair extraction step. We also use
the common threshold of 0.5 for ¢, to determine
whether a pair is an emotion-cause pair.

Similarly, we can obtain ycqy, Yeep as the pre-
dicted probability of each clause being a cause
clause and of cause-emotion pairs, ycep as the over-
all probability of cause-emotion pairs for evalua-
tion, and L qy, Lcep as the loss of cause extraction
step and cause-emotion pair extraction step. Our
total loss £ of model can be represented as

L= Eemo + ['ecp + Ecau + £cep~

3 Experiments

3.1 Dataset

We use the ECPE benchmark dataset (Xia and
Ding, 2019). It contains 1941 texts with indices of
emotion-cause pairs. We follow its classic 10-fold
dataset separation. We use precision P, recall R,
and F} score defined in (Xia and Ding, 2019) as our
metrics to evaluate the performance of our model.

3.2 Experimental Settings

We use TS5 (Raffel et al., 2020) Chinese model
Pegasus TS5 (Su, 2021) to obtain hidden states and



Emotion Extraction

Cause Extraction

Pair Extraction

Method Fi(%) P%) R%) F(%) P%) R%) F(% P%) R%)
Indep (Xia and Ding, 2019) 82.10 83.75 80.71 62.05 69.02 56.73 58.18 68.32 50.82
Inter-CE (Xia and Ding, 2019) 83.00 84.94 81.22 61.51 68.09 56.34 59.01 69.02 51.35
Inter-EC (Xia and Ding, 2019) 82.30 83.64 81.07 65.07 70.41 60.83 61.28 67.21 57.05
PairGCN (Chen et al., 2020b) 83.75 88.57 79.58 73.75 79.07 69.28 72.02 76.92 6791
IE-CNN+CRF (Chen et al., 2020a) 81.88 86.14 78.11 64.96 73.48 58.41 66.86 71.49  62.79
ECPE-2D (Ding et al., 2020a) 89.10 86.27 9221 71.23 73.36  69.34 68.89 7292 65.44
ECPE-MLL (Ding et al., 2020b) 88.86 86.08 91.91 76.30 73.82  79.12 74.52 77.00 72.35
ECPE-Fan (Fan et al., 2020) 84.74 87.16 82.44 69.74 75.62 64.71 67.99 73.74  63.07
RANKCP (Wei et al., 2020) 90.57 91.23 89.99 76.15 74.61 77.88 73.60 71.19 76.30
ECPE-Yuan (Yuan et al., 2020) 77.39 81.96 73.29 70.18 7490 66.02 67.76 72.43  63.66
UTOS (Cheng et al., 2021) 85.56 88.15 83.21 74.71 76.71  73.20 72.03 73.890  70.62
MGSAG (Bao et al., 2022) 82.87 87.21 79.11 70.80 75.10 67.13 68.46 7243  65.07
RSN (Chen et al., 2022a) 87.55 86.14 89.22 75.45 77.27  73.98 73.93 76.01 72.19
A?Net (Chen et al., 2022b) 90.80 90.67 90.98 78.35 77.62  79.20 76.34 75.03 77.80
UECA-Prompt (Zheng et al., 2022) 88.16 84.75 91.95 77.55 76.24  79.16 74.70 71.82 77.99
ECPE-MM-R' (Zhou et al., 2022) 93.70 97.38 90.38 81.35 83.28  79.64 80.62 82.18  79.27
EPO-ECPE (Hu et al., 2023) 95.00 97.87 92.32 76.20 77.11 7543 75.64 76.21  75.19
ChatGPT-Wang (Wang et al., 2023b) - - - - - - 52.44 54.13 50.86
ChatGPT-CoT (ours) 23.11 14.62 55.19 15.57 10.00 35.14 4.10 2.59 9.73
TSCER (ours) 93.12 98.42 88.46 83.28 87.63 79.44 79.73 82.55 77.27

Table 2: ECA main results. P, R and F denote precision, recall and F} score, respectively. ECPE-MM-RT uses a

revised truncated dataset.

predict connectives during training. An AdamW
optimizer is employed for training, with a weight
decay of 0.01, an initial learning rate of le-5, and a
warm-up rate of 0.1. For regularization, we use the
dropout technique with a dropout rate of 0.1. We
have experimented with various batch sizes and get
the best results when the batch size is set to 4.

Additionally, we follow (Wei et al., 2020) to
use a sentimental dictionary to assist the model in
identifying emotion clauses. Besides, We incor-
porate the connectives predicted by ChatGPT in
the evaluation for better performance. For direct
experiments on ChatGPT, We utilize gpt-3.5-turbo
API to conduct preliminary research on its perfor-
mance of ECA task; see Appendix C for detailed
information.

3.3 Main Results

Our results are shown in Table 2. To show the effec-
tiveness of our model, we compare our results with
other baselines, which are Indep, Inter-CE, Inter-
EC (Xia and Ding, 2019), PairGCN (Chen et al.,
2020b), IE-CNN+CRF (Chen et al., 2020a), ECPE-
2D (Ding et al., 2020a), ECPE-MLL (Ding et al.,
2020b), ECPE-Fan (Fan et al., 2020), RANKCP
(Wei et al., 2020), ECPE-Yuan (Yuan et al., 2020),
UTOS (Cheng et al., 2021), MGSAG (Bao et al.,
2022), RSN (Chen et al., 2022a), A2Net (Chen
et al., 2022b), UECA-Prompt (Zheng et al., 2022),
ECPE-MM-R' (Zhou et al., 2022) and EPO-ECPE

(Hu et al., 2023).

For more baseline information, see Appendix B.
Nowadays, ChatGPT is considered a strong base-
line for various NLP tasks, so we also conduct
experiments on it. We get our own ChatGPT evalu-
ation results based on the Chain-of-Thought (CoT)
prompt, which is represented as ChatGPT-CoT in
the table. We also refer to other ChatGPT re-
searches on ECA (Wang et al., 2023b). Due to
the lack of English datasets, we conducted English
experiments on the self-built toy dataset and the
results are in Appendix B.

Our TSCER model outperforms all the baselines
and achieves improvements in precision and al-
most all in Fy score in terms of all three tasks. This
validates the utility of our proposed two-stream
structure with predicted connectives. The perfor-
mance improvements highlight the importance of
connectives and cause-effect relations in analyzing
emotion-cause relations in ECA.

Other than the above, we have two interesting
findings in Table 2.

* Considering all three tasks, our TSCER mod-
els have significant improvements in the F
score and precision, but we observe a slight
increase or even decrease in recall when com-
pared to other methodologies. This phe-
nomenon may be attributed to our models’
stringent criteria for identifying cause-effect



relationships, potentially leading to the exclu-
sion of genuine emotion-cause pairs with less
clearly defined cause-effect connections.

e The results of ChatGPT-Wang (Wang et al.,
2023b) and ChatGPT-CoT (ours) show that
ChatGPT could not handle this task with a
zero-shot CoT prompt. Our ChatGPT ap-
proach points out many possible emotion-
cause pairs with low-degree emotions and
weakly associated causes, so it ends up with
an exceptionally poor performance in terms
of all three metrics in all three tasks.

4 Analysis
4.1 Ablation Study

The results in Figure 2 have shown the effective-
ness of our two-stream model. We are curious
about how the performance changes when altering
the two-stream structure of our model and without
connective prediction. Thus, we design an ablation
study and build up three more variants based on
TSCER to check the effectiveness of our proposed
method.

* The CES-Only model only leverages the
cause-emotion stream, and the ECS-Only
model only leverages the emotion-cause
stream. They no longer share parameters of
Lemos Leaw and Lygir. In addition, these two
models don’t use the connective prediction
module.

e The TSCER (w/o connectives) model sets the
connective prediction module unused.

These three new models have some adaptive
changes in their model structure and they are easy
to understand, so we don’t elaborate on them here.
Our results are shown in Table 3 and our insight
can be organized as follows.

* Comparing ECS-Only with CES-Only, emo-
tion extraction first is more accessible and has
better results than cause extraction first, while
ECS-Only steadily outperforms CES-Only in
most metrics.

* Comparing TSCER with CES-Only and ECS-
Only shows the superiority of our proposed
two-stream structure. Two-stream cause-
effect relations can instruct the model to think
thoroughly to obtain higher precision in all
three tasks.

* Compared with TSCER (w/o connectives),
TSCER (w connectives) gains more improve-
ment in all precision, recall, and the F; score
with the assistance of connectives. It shows
that connectives, as indicators of cause-effect
relations, can sift some pairs with ambiguous
cause-effect relations to gain higher precision,
and unveil those hidden cause-effect relations
to obtain higher recall.

4.2 Time Efficiency

Our TSCER model builds pairs like prior pairing
matrix methods, but our model builds much fewer
pairs as shown in Table 4. We organized a pre-
liminary time complexity analysis to elaborate on
this.

Denote the number of clauses, emotion clauses,
cause clauses, and window size of the sliding win-
dow are n, p, q, and w, respectively. The com-
plexity of former pairing matrix methods is O(n?)
since they need to build all possible pairs and is
O(wn) for those who use sliding windows. The
time complexity of our method is O(n + pq) for
we use a strong pipeline method to greatly reduce
meaningless pairs.

However, mathematical formulas linking n, p, ¢
and w still pose challenges. Therefore, we com-
pare the pairs built in the whole ECPE benchmark
dataset to reveal their differences. Ours only form
62618 pairs under the best circumstances, which
is much less than prior pairing matrix methods.
Consequently, we deduce that our method tends to
outperform the former pairing matrix approach in
complexity in most cases.

4.3 Error Analysis

Our model relies heavily on predicted connectives
and wrong connectives usually lead to wrong re-
sults. We make an error analysis to state this and
the results are shown in Figure 2.

The mistakes are mainly due to inappropriate
predicted connectives. Under some circumstances,
especially when two clauses in a pair are far apart
and the link between them is weak, our method
may predict poisoned connectives resulting directly
from language model likelihood instead of reason-
ing. It greatly stops us from achieving better per-
formance due to the lack of a particular Chinese
reasoning dataset for connective prediction fine-
tuning.



Emotion Extraction

Cause Extraction

Pair Extraction

Method F(%) P%) R% F(%) P%) R%) %) P%) %)
CES-Only (w/o connectives) 86.48 90.83 82.64 76.01 81.99 70.92 71.22 74.77  68.10
ECS-Only (w/o connectives) 90.71 96.53 85.63 77.33 81.28 73.95 74.54 76.62 72.74
TSCER (w/o connectives) 90.77 9728 85.23 77.45 82.59 73.12 75.07 78.56 72.21
TSCER (w connectives) 93.12 98.42 88.46 83.28 87.63 79.44 79.73 82.55 77.27

Table 3: ECA ablation study results. Connective prediction is unused for models tagged‘‘w/o connective”.

Method Capability of Long-distance Pairs  Time Complexity = Estimated Pairing Count
Pairing Matrix v O(n?) 490367
Pairing Matrix w/ Sliding Window X O(wn) 132003
TSCER (ours) v O(n + pq) 62,618

Table 4: Time efficiency analysis results. The number of clauses, emotion clauses, cause clauses, and window size
of the sliding window are n, p, q, and w, respectively. The estimated pairing count is evaluated by counting all pairs
built in the whole ECPE benchmark dataset (Xia and Ding, 2019) under the best circumstances.

4.4 Case Study

We analyze a text shown in Table 5 for demonstra-
tion and show the internal steps of how our model
solves the ECA problem.

In the emotion-cause stream (ECS), our model
first predicts the right emotion clause C14 and then
predicts connectives between C'14 and each clause
in the text. For (C14, C11), according to our rules
shown in Appendix A, our method first deletes
“but” and predicts connective “because” for this
pair, which helps model to figure out that this is
an emotion-cause pair. It happens the same to
(C14, C12), but our model understands that C is
just an analogy leveraging semantic information
and does not consider it as a cause. C74 does not
have any event or action so it could not be the cause
of itself. We could get the emotion-cause pair an-
swer (C14, C11) from ECS.

In the cause-emotion stream (CES), our model
first predicts the right cause clause C'1; and then
predicts connectives between C1 and each clause
in the text. Similarly, C'1; does not have any emo-
tion expressed so it cannot be the emotion of itself.
Considering pair (C11, Ch4), with “so” predicted
as an indicator, our reasoning model successfully
links them as a cause-emotion pair.

Finally, combining these two answers of two
streams, we could get the correct emotion-cause
pair answer (C14, C11).

5 Related Work

5.1 Emotion-Cause Analysis (ECA)
Xia and Ding (2019) brought forward the Emotion-

Cause Analysis (ECA) task and published the Chi-
nese Emotion-Cause Pair Extraction (ECPE) bench-
mark dataset, along with three original proposed
methods Indep, Inter-CE, and Inter-EC. Inter-CE
and Inter-EC made a preliminary attempt to en-
hance emotion extraction with cause extraction and
vice versa, obtaining limited results with immature
model architecture. Previous methods of ECA can
be divided into two categories.

One approach is to utilize a clause pairing ma-
trix. Ding et al. (2020a) consider emotion-cause
pair extraction as representation, interaction, and
prediction of joint two-dimensional clause vectors.
Ding et al. (2020b) use a sliding window approach
to identify emotion-cause pairs in text, which is
based on a multi-label learning method. Wei et al.
(2020) propose an end-to-end extraction model fo-
cused on effective inter-clause modeling and use
it to improve the pair extraction process from a
ranking perspective. However, they all suffer from
sparse label space and high computational costs.

Another approach is to utilize sequence labels.
Chen et al. (2020a) use a unified sequence labeling
method for emotion-cause pairs and use a unified
model to identify them. Yuan et al. (2020) also
consider ECA as a sequence labeling task and use a
unique labeling scheme to identify emotion-cause
pairs. However, once they model the task as a
sequence labeling task, they do not take the relation
between emotions and their corresponding causes
into consideration.

Some recent works try to use thoughtfully

crafted prompts to instruct models to extract
emotion-cause pairs. Zheng et al. (2022) develop
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Figure 2: Error analysis breakdown results. “Conn” represents connectives for short.

Clause Content ECS Conn  CES Conn  ECS Pair CES Pair
Prediction Prediction  Prediction  Prediction
Cio I bought these oysters for only 5 yuan namely and - -
Cii but I got 5 pearls buf because buf and (Ci4,Ch1) -
Cia like buying a lottery ticket and winning a prize ~ lik€ because  lik€ and - -
Cis mentioning this if if - -
Cha Mr. Zhang is very excited S0 S0 - (Ci1,Cha)

Table 5: Case study. Text No.2025. Blue clauses denote predicted emotion clauses in ECS and red clauses denote
predicted cause clauses in CES. “Conn” is short for connective.

a universal prompt tuning method to solve differ-
ent ECA tasks in a unified framework. Zhou et al.
(2022) use a multi-turn machine comprehension
framework, which uses a multi-turn approach to
understand the context information and identify
emotion-cause pairs on a revised truncated dataset,
while the rethink mechanism allows the model to
adjust its predictions. Though these works have
made progress in ECA with additional model in-
structions, they are limited by input length and to
some extent ignore that ECA in essence is a causal
reasoning problem that needs more than a simple
query or prompt to deal with.

5.2 Implicit Discourse Relation Recognition

The publication of the PDTB dataset (Prasad
et al., 2008) has stimulated much research in dis-
course analysis, including implicit discourse re-
lation recognition (IDRR), which inspires us to
resolve ECA using implicit discourse information.
With the development of deep learning, many tal-
ented researchers have come up with novel ways to
deal with IDRR. Some of them try to make use of
implicit connectives in many different ways.
Braud and Denis (2016) try to learn connective-
based word representations and use them to deal
with IDRR. Qin et al. (2017) use adversarial
connective-exploiting networks for implicit dis-
course relation classification. They propose a fea-
ture imitation framework, in which an implicit

relation network learns from another neural net-
work with access to connectives to extract similarly
salient features. Nguyen et al. (2019) use a multi-
task learning framework to enable relations and
connectives to be simultaneously predicted. Kur-
fal1 and Ostling (2021) generate candidate explicit
discourse markers between sentences and score the
resulting segments using a large language model.

6 Conclusions

In conclusion, our research presents a novel two-
stream reasoning model that unifies the emotion-
cause and cause-emotion streams of thought,
thereby enhancing performance in emotion-cause
analysis (ECA). By leveraging discourse connec-
tives predicted by ChatGPT, our model uncovers
hidden cause-effect relationships, bridging the gap
between emotions and their causes. Consequently,
our model exhibits a superior understanding of
bidirectional cause-effect relationships between
emotions and causes. Our methodology offers
improved interpretability and aligns more closely
with human thought processes than conventional
approaches. This approach not only achieves state-
of-the-art (SOTA) performance but also introduces
a significant innovation by treating the ECA task as
an emotional reasoning challenge. It is exciting that
our research highlights the potential of applying
reasoning methods to advance the field of ECA.



Limitations

We list some of our main limitations.

o Still High Computational Cost

Compared with models using clause pairing ma-
trix (Ding et al., 2020a,b; Wei et al., 2020) consid-
ering all possible pair combinations, our method
build up much fewer pairs; see Section 4.2. How-
ever, we still consider all clauses in the text as can-
didate cause clauses in the emotion-cause stream
(ECS) and as candidate emotion clauses in the
cause-emotion stream (CES). Though our model is
much better than previous ones, it still suffers from
high computational cost, since our method needs to
build 62618 pairs for the ECPE benchmark dataset,
while only 2167 emotion-cause pairs are true ones.

o Insufficient Hyper-parameters Selection Exper-
iment

Apart from the hyper-parameters of the model,
our model has set many thresholds as hyper-
parameters for judgment of extraction results; see
Section 2.5. This leads to various possible choices
of them in the space of hyper-parameters. Unfor-
tunately, we don’t have so much computational
resources to search for the optimized combination
of hyper-parameters. Consequently, there is still
room for improvement and the efficiency of our
model is yet to be revealed.

e Lack of English Dataset and Bad Performance
on Self-built Toy Dataset

Due to the lack of English datasets, we con-
ducted English experiments on the self-built toy
dataset and the results are in Appendix B. This toy
dataset is built by directly translating the ECPE
benchmark dataset (Xia and Ding, 2019) using a
translator. Due to poor translation, we get poor
performance on it. So this task urgently needs a
high-quality dataset to push forward the English
study of it.
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A Discussion on Connective Prediction

A.1 Model Choice

We could choose unidirectional language models
like GPT to predict connectives. We can get the
probability of connectives by directly estimating
the language model likelihood of the complete pair
with predicted connectives.

Pconn(ci |Cem07 Ccand)
— PLM(Cemoa Ci Ccand)/Psuma

Psum = Z PLM(CemOa (& Ccand)a

7

where c¢; represents each possible connective, and
Pronn, Pryv denote the probability of connectives
and language model likelihood, respectively. How-
ever, in this preliminary method, these generation
models only concern information about the previ-
ous token sequence, so the information of candi-
dates does not affect the prediction of connectives,
and thus this model couldn’t represent the reason-
ing process of connective prediction. Therefore,
we choose to use a T5 masked language model for
connective prediction at last, considering its ability
to construct bidirectional context relationships.

A.2 Rules for Connective Prediction

Here are the rules we follow when predicting con-
nectives.

* We first search for several continuous se-
quences of connectives from the beginning
of the candidate clause to the end. For exam-
ple, "but because" is a continuous sequence
of connectives. We define sequence starting
at the beginning of the candidate clause as the
head sequence.

* If the clause forms a pair with itself, we delete
the head sequence if it exists. If there is a
single-token causal connective in other se-
quences of connectives, we directly choose
it as our predicted connectives. If not, we pre-
dict the connectives with the TS model. And
if there are multiple choices, we choose the
first one.
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* Otherwise, if the head sequence exists, we
delete it. Then, we predict the connectives
with the TS5 model.

B Baseline Comparison

B.1 Baselines

The results of baselines are shown in Table 2, and
here we conduct a brief introduction of them.

o Indep, Inter-CE, Inter-EC (Xia and Ding, 2019)
are three original methods proposed with the ECPE
benchmark dataset. Inter-CE and Inter-EC made a
preliminary attempt to enhance emotion extraction
with cause extraction and vice versa.

e PairGCN (Chen et al., 2020b) uses a graph
convolutional network with a sliding window ap-
proach.

e IE-CNN+CRF (Chen et al., 2020a) uses a uni-
fied sequence labeling method for emotion-cause
pairs and uses a unified model to identify them.

e ECPE-2D (Ding et al., 2020a) considers
emotion-cause pair extraction as representation, in-
teraction, and prediction of joint two-dimensional
clause vectors.

e ECPE-MLL (Ding et al., 2020b) uses a sliding
window approach to identify emotion-cause pairs
in text, which is based on a multi-label learning
method.

e ECPE-Fan (Fan et al., 2020) transforms the
ECA task into a parsing-like directed graph con-
struction procedure and generates labeled edges to
extract emotion-cause pairs.

e RANKCP (Wei et al., 2020) proposes an end-
to-end extraction model focused on effective inter-
clause modeling and uses it to improve the pair
extraction process from a ranking perspective.

e ECPE-Yuan (Yuan et al., 2020) considers ECA
as a sequence labeling task and uses a unique label-
ing scheme to identify emotion-cause pairs.

e UTOS (Cheng et al., 2021) uses a unified
target-oriented sequence labeling scheme.

e MGSAG (Bao et al., 2022) considers reducing
the position bias in the ECPE dataset.

e RSN (Chen et al., 2022a) uses emotion extrac-
tion and cause extraction to reinforce the result of
ECPE through explicit information transmission.

e A%Net (Chen et al., 2022b) develop a novel
paring matrix method with alignment mechanisms
leveraging Kullback Leibler (KL) divergence.

e ECPE-MM-R (Zhou et al., 2022) uses a multi-
turn machine comprehension framework, which



Emotion Extraction

Cause Extraction Pair Extraction

Method F%) P%) R% F(%) P% R%) F%) P%) R%)
RANKCEP (Chinese) 90.57 91.23 89.99 76.15 74.61 77.88 73.60 71.19 76.30
TSCER (ours) 93.12 98.42 88.46 83.28 87.63 79.44 79.73 82.55 77.27
RANKCP (English) 72.77 81.76  65.57 56.12 61.11 51.89 49.14 51.81 56.73
TSCER (English, ours) 74.87 84.12 67.45 56.71 61.20 52.83 49.76 51.50 48.13

Table 6: ECA English results on the self-built toy dataset. P, R and F} denote precision, recall and I} score,

respectively.

FEETEIRGE: TEXT, HRHHEPEFBRNETNER
NHEBREFERANGT, BIIRFRTHENERER
Fhd, EEA14] [2,5]". WS EERE T HIIAR
e EBMN—F—FHEE,

Read the following paragraph: TEXT. Find the sentences
containing emotions and their corresponding sentences
that can explain the reasons for their occurrence, express
their correspondence with a list and output, such as "[1,4],
[2,5]". The corresponding ordinal number is marked in the
paragraph. Let's think step by step.

Figure 3: ChatGPT-CoT prompt. “TEXT"” denotes a text
in the corpus without labels and emotional annotations.

uses a multi-turn approach to understand the con-
text information and identify emotion-cause pairs
on a revised truncated dataset, while the rethink
mechanism allows the model to adjust its predic-
tions.

e UECA-Prompt (Zheng et al., 2022) develops a
universal prompt tuning method to solve different
ECA tasks in a unified framework.

e EPO-ECPE (Hu et al., 2023) uses multiple su-
pervisions with a sliding window approach, which
originated from ECPE-MLL (Ding et al., 2020b).

B.2 English Study

To the best of our knowledge, English datasets
for this specific Emotion-Cause Pair Extraction
(ECPE) problem do not exist. Consequently, our
study has been confined to Chinese as a result of
this limitation. Due to a lack of English datasets,
we have made an effort to translate the ECPE
benchmark dataset (Xia and Ding, 2019) into En-
glish. But the translation quality is far from satisfac-
tion as shown in Table 6, rendering the utilization
of the translated data impractical.

C Discussion on ChatGPT Approach
C.1 Our ChatGPT Approach

To explore the reasoning ability of LLM, we con-
ducted a preliminary attempt to utilize ChatGPT

and chain-of-thought (CoT) (Wei et al., 2023; Ko-
jima et al., 2023; Wang et al., 2023a) method to
identify emotions and their corresponding causes
directly. For experiments on ChatGPT, we utilize
gpt-3.5-turbo API and use the prompt as shown in
Figure 3. We set every parameter by default.

We don’t tell ChatGPT how to deal with the task
but only use a zero-shot COT prompt to ask ques-
tions. Figure 4 shows that ChatGPT understands
what to do without further instruction, thereby it
proves that our prompt should suffice. Figure 5
demonstrates the ChatGPT answer of the example
shown in Table 1.

C.2 Rules for Evaluation

We set some rules for the evaluation of the
ChatGPT-CoT method.

* If the output of ChatGPT for a text is irrele-
vant to our task after three attempts, we simply
ignore this section and don’t use it for evalua-
tion.

* If its final answer is right, but with a wrong
reasoning step, inappropriate reasoning, or
hallucination, we consider it as a false positive
instance.

* For ChatGPT to give a lot of wrong answers
without any reasoning step with zero-shot CoT
guidance, we simply judge them as false neg-
ative instances.

C.3 ChatGPT Performance Analysis

The performance of ChatGPT has already been
shown in Table 2. We also refer to other ChatGPT
researches on ECA (Wang et al., 2023b). Their
results are much higher than ours since they only
use texts with one emotion-cause pair and build
finely crafted prompts based on this. It may also
result from the performance gap between ChatGPT
API and ChatGPT itself. But in conclusion, these
results are still much worse than SOTA results.
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We have some conjectures about the poor per-
formance of ChatGPT. ChatGPT works badly on
some complex reasoning tasks, so it is within con-
sideration that it works poorly for ECA, for this
task involves emotion recognition, reasoning, and
long-distance relation extraction.

Nedilko and Chu (2023) demonstrate that the
best macro F1 score of ChatGPT or GPT-4 is even
lower than the baseline XGBoost Classifier (0.46
compared to 0.51-0.56). LLMs perform much infe-
rior to humans when it comes to more complex
causal structures involving multiple events and
multi-hop reasoning, it may also have a halluci-
nation problem (Bang et al., 2023).

Laskar et al. (2023) have hypothesized that Chat-
GPT is prone to hallucination, and tends to answer
based on memorization of the original task learned
during its pre-training stage, instead of answering
with proper reasoning when no step-by-step instruc-
tion to solve a new task is provided. ChatGPT out-
performs traditional neural networks such as CNN
and GRU, showing its potential in mental health
analysis and emotional reasoning in conversations.
However, it significantly underperforms advanced
supervised methods on all tasks, highlighting the
challenges of emotion-related subjective tasks for
ChatGPT (Yang et al., 2023).

Compared to ChatGPT, our proposed method
leveraging two-stream cause-effect relations and
connectives successfully modeled the emotion-
cause reasoning process, even for long-distance
situations.
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Certainly, let's break down the paragraph step by step to identify sentences containing

emotions and their corresponding sentences that explain the reasons for their occurrence.

Step 1: Identify Sentences Containing Emotions
To start, we need to identify sentences in the paragraph that express emotions. Emotions are

nm

often conveyed through words and phrases that indicate feelings, such as "happy,” "sad,"

"

"excited," "angry," "frustrated," and so on. Please provide the paragraph you'd like me to

analyze for emotions, and I'll help you identify the emotional sentences.

Step 2: Identify Reasons for Emotions
Once we've identified the emotional sentences, we'll then look for the sentences that provide
reasons or explanations for why those emotions are occurring. These reasons may involve

events, circumstances, or triggers that elicit the emotions.

Step 3: Output Corresponding Sentence Pairs

After identifying both the emotional sentences and their corresponding explanations, we'll
provide a list of pairs indicating which sentences go together. These pairs will be in the
format you mentioned, such as "[1,4], [2,5]," where the first number represents the emotional
sentence's ordinal number, and the second number represents the ordinal number of the

sentence explaining the emotion.

Figure 4: ChatGPT understanding of the prompt. We input the prompt without a text in the corpus and ChatGPT
seems to understand what to do without further instruction.

1, yesterday morning

2, a policeman visited the old man with the lost money
3, told him that the thief was caught

4, the old man was very happy

5, and deposited the money in the bank

Thank you for providing the paragraph. Let's identify the sentences containing emotions and

their corresponding sentences explaining the reasons for their occurrence:

Emotional Sentence 1: "the old man was very happy" (Sentence 4)

Explanation Sentence 1: "a policeman visited the old man with the lost money"” (Sentence 2)

Based on the paragraph you provided, the emotional sentence "the old man was very happy"
(Sentence 4) is explained by the preceding sentence, which is "a policeman visited the old

man with the lost money” (Sentence 2). Therefore, the corresponding sentence pair is "[4,2]."

Figure 5: ChatGPT answer. We use the example shown in Table 1 for demonstration.
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