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Abstract001

In an era where hybrid and multilingual meet-002
ings have become the norm, AI meeting assis-003
tants must efficiently handle both high-volume004
routine queries and intricate, context-rich tasks.005
Our analysis of existing meeting AI assistants006
reveals several critical limitations: (1) unsta-007
ble content relevance affecting response accu-008
racy, (2) uniform processing of both simple009
and complex queries leading to suboptimal re-010
sponse times, and (3) insufficient multimodal011
support for diverse meeting scenarios. These012
limitations significantly impact meeting expe-013
riences and efficiency. In this paper, we intro-014
duce DualMind, a dual-process meeting assis-015
tance system designed to strike an optimal bal-016
ance between rapid reaction and careful reason-017
ing. Our work makes three key contributions:018
(1) AISHELL-Agent, a multimodal conferenc-019
ing dataset that captures a comprehensive spec-020
trum of meeting interactions and query com-021
plexities;(2) AMBER (Agent Meeting BEnch-022
mark fRamework), a multi-criteria evaluation023
suite for measuring meeting assistant perfor-024
mance; and (3) DualMind’s dual-agent archi-025
tecture featuring Talker for fast-thinking re-026
sponses and Planner for complex reasoning027
tasks. Comprehensive evaluation on AISHELL-028
Agent through AMBER demonstrates Dual-029
Mind’s superiority, achieving 1500ms faster030
responses for routine queries and 22.5% bet-031
ter complex task outcomes than single-model032
baselines. The dataset enables robust cross-033
scenario validation while AMBER provides034
multidimensional performance insights, estab-035
lishing DualMind as an effective solution bal-036
ancing speed and reasoning depth. Our work037
pioneers a cognitive-inspired paradigm for AI038
assistants, emphasizing the synergy of special-039
ized datasets, nuanced evaluation frameworks,040
and psychology-inspired architectures.041

Code: https://github.com/acl2025/DualMind042

1 Introduction043

Recent advances in Large Language Models (LLM) en-044
able increasingly sophisticated AI meeting assistants045
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Let’s start by reviewing 
the progress on  ...

Yes, we’ve finalized 
the initial design ...

Hello JiaoJiao!
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Figure 1: Illustration of DualMind application scenar-
ios , demonstrating real-time interaction[4] between
participants and the AI agent. The system incorpo-
rates knowledge base integration, agent tools, and mem-
ory components[5] to facilitate contextual responses
through its Planner module.

that can understand and participate in discussions. How- 046
ever, existing solutions still struggle with fundamental 047
challenges in real-world meeting scenarios. Our prelim- 048
inary tests on a widely-used platform reveal several criti- 049
cal limitations. First, it only supports text-based interac- 050
tions, forcing users to ask with text. Second, it employs 051
uniform retrieval pipelines regardless of query complex- 052
ity, leading to noticeable latency and incomplete context 053
incorporation. We observe frequent instances where the 054
assistant provides irrelevant or generic answers, failing 055
to reflect the actual meeting content. More critically, this 056
one-fit-all approach does not differentiate between rou- 057
tine tasks and deeper decision-making scenarios, both 058
queries trigger resource-intensive retrieval, resulting in 059
significant delays. 060

These limitations stand in sharp contrast to the dual- 061
process paradigm of human cognition[7], which sug- 062
gests that efficient systems should handle routine checks 063
swiftly while reserving heavier reasoning mechanisms 064
for complex deliberations. Our key insight is that by 065
emulating this cognitive architecture, we can develop 066
more responsive and context-aware meeting assistants. 067
To this end, we propose DualMind, a multimodal system 068
that enables natural speech interaction and provides fast, 069
accurate responses through a dual-thinking mechanism, 070
as illustrated in Figure 1. For straightforward scenarios, 071
it employs fast-thinking to deliver sub-second responses, 072
while for intricate problems, it leverages slow-thinking 073
with comprehensive reasoning capabilities, supported by 074
integrated knowledge bases and memory components. 075
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Beyond the architectural innovation, we identify two076
crucial gaps. First, existing solutions lack specialized077
datasets and benchmarks that comprehensively evalu-078
ate both efficiency and reasoning capabilities in meet-079
ing scenarios. Current evaluation frameworks either080
focus solely on response speed or semantic accuracy,081
but not their interplay. While existing speech corpora082
like AISHELL[13] excel at automatic speech recog-083
nition (ASR), they lack the multifaceted, context-rich084
interactions that modern meeting assistants must handle.085
Second, available datasets lack the varied complexity086
levels and speech modalities present in real-world meet-087
ings.088

We present the following main contributions:089

• AISHELL-Agent: An enhanced dataset that ex-090
tends AISHELL with voice-cloned agent responses091
and a range of query complexities, incorporat-092
ing both momentary clarifications and elaborate093
decision-making contexts. This creates a more real-094
istic playground for training and assessing meeting-095
oriented dialogue models.096

• AMBER (Agent Meeting BEnchmark fRame-097
work): A specialized evaluation system designed098
to assess meeting assistants across multiple dimen-099
sions, including both low-latency query handling100
and the depth of reasoning required for complex,101
high-stakes tasks.102

• Dual-process architecture: We introduce Talker103
(fast, low end-to-end latency) for direct question-104
answering and Planner (slow, multi-step reason-105
ing) for complex tasks, harmonized under a single106
framework. This design leverages streaming ASR107
and a deliberative planning module, significantly108
improving overall meeting flow while maintaining109
analytic rigor.110

Empirical validation on AISHELL-Agent and AM-111
BER shows that DualMind outperforms single-model112
baselines by reducing at least 1500ms in response time113
on simple queries and outperforming 22.5% better in114
solution quality for complex queries, demonstrating the115
synergy of dual-process thinking. Our work sets a prece-116
dent for how future AI meeting tools should be concep-117
tualized and developed: grounded in robust multimodal118
datasets, evaluated with multifaceted benchmarks, and119
designed with architectural inspiration from human cog-120
nition. The implications of this work extend beyond121
meeting assistance, suggesting new approaches to build-122
ing AI systems that can better balance the competing123
demands of speed and thoughtfulness. By demonstrat-124
ing the effectiveness of a dual-process architecture in a125
concrete application domain, we provide insights that126
could inform the development of more sophisticated AI127
assistants across various professional contexts.128

2 Dataset Construction129

To construct a comprehensive dataset for evaluating130
DualMind’s performance in real meeting scenarios, we131
enhanced the AISHELL dataset by incorporating agent132

wake-word interactions and corresponding responses. 133
As shown in Figure 2,the dataset construction process 134
consists of three main components: meeting data prepa- 135
ration, agent request generation, and voice cloning. 136

2.1 Meeting Data Organization 137

We organized AISHELL dataset into train_S, train_M, 138
and train_L containing 53, 105, and 30 meetings respec- 139
tively, representing recordings from small, medium, and 140
large room settings with 8-channel microphone arrays 141
for model training. Additionally, there are 20 meet- 142
ings designated as test set for evaluation. Each meeting 143
recording is approximately 30 minutes in length, con- 144
taining natural multi-speaker conversations in various 145
professional contexts. 146

2.2 Agent Request Injection 147

To simulate realistic agent interactions, we developed an 148
automated pipeline to inject agent wake-word requests: 149

Temporal Spacing: Agent requests are inserted at 150
5-minute intervals throughout each meeting recording, 151
resulting in approximately 5-6 interactions per meeting. 152

Request Generation: We utilized the Kimi Chat[20] 153
API to generate contextually relevant questions based 154
on the preceding meeting content. Two types of requests 155
were generated: 156

• Simple requests: Direct questions requiring imme- 157
diate responses 158

• Complex requests: Context-dependent questions 159
requiring deeper analysis of meeting content 160

TextGrid Integration: The generated requests are 161
carefully inserted into the original TextGrid files, main- 162
taining temporal alignment with the meeting flow. 163

2.3 Voice Cloning and Response Generation 164

To ensure natural and consistent agent interactions: 165

Voice Cloning: We leveraged the F5-TTS[21] frame- 166
work to clone the voice characteristics of the most ac- 167
tive speaker in each meeting for agent responses. This 168
approach ensures that the agent’s voice maintains con- 169
sistency within each meeting context. 170

Ground Truth Generation: Using GPT-4o[22], we 171
generated appropriate responses for each agent request, 172
limiting responses to 100 characters to maintain concise- 173
ness and relevance. The responses were differentiated 174
based on the question complexity: 175

• For simple questions: Direct, concise answers 176
• For complex questions: Context-aware responses 177

incorporating meeting content 178

The resulting dataset comprises 208 enhanced meet- 179
ing recordings, with each meeting containing origi- 180
nal multi-speaker conversations, time-aligned agent 181
wake-word requests, voice-cloned agent responses, and 182
ground truth response texts. This dataset enables com- 183
prehensive evaluation of meeting assistance systems 184
across various dimensions, including request under- 185
standing, context awareness, and response naturalness. 186
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What are the simplest and most effective high-tech security methods currently available?

Based on what we discussed before, regarding the improvement of community security 
and service quality,what do you think of our plan to install a facial recognition system?

              We could combine this with our existing community activities. Perhaps monthly community 
gatherings where security staff participate not just as guards but as community members.

Speaking as a senior resident, I worry this might make it difficult for our family members and 
caregivers to visit. Sometimes my daughter sends different helpers to check on me.

Thank you, Jack. Based on our preliminary assessment, installing facial 
recognition systems at all entry points would significantly enhance security.

Today we're here to discuss two important matters: the implementation of a facial recognition 
system and improving our service quality, especially regarding elderly care. 

Based on previous 
meeting content

Based on previous 
meeting content

LLM

LLM

Figure 2: Illustration of AISHELL-Agent dataset construction methodology, demonstrating the injection of AI agent
interactions into meeting dialogues. The process incorporates tone cloning technology to generate both simple and
complex queries. This dataset construction approach ensures natural conversation flow while maintaining contextual
relevance and query complexity differentiation.

3 Benchmark Frameworks187

To comprehensively evaluate the performance of confer-188
encing agents developed on our dataset, we propose189
AMBER (Agent Meeting BEnchmark fRamework),190
a specialized benchmark based on two state-of-the-191
art LLM evaluation frameworks: CompassJudger and192
Prometheus. These frameworks were adapted specifi-193
cally for assessing meeting assistance agents through194
careful prompt engineering and evaluation criteria mod-195
ifications, as shown in Figure 3.196

3.1 CompassJudger-based Evaluation197

We modified CompassJudger’s evaluation framework198
to focus on five key dimensions critical for meeting199
assistance:200

• Factual Accuracy: Assessing the correctness of201
information extracted from meeting contexts202

• User Need Fulfillment: Evaluating how well re-203
sponses address specific user queries204

• Conciseness: Measuring response brevity while205
maintaining completeness206

• Structural Clarity: Analyzing the organization207
and clarity of responses208

• Comprehensiveness: Evaluating coverage of rele-209
vant meeting content210

Each dimension is scored on a 1-10 scale, with clear211

scoring criteria: 212
• 1-2: Factually incorrect or irrelevant responses 213
• 3-4: No serious errors but low quality 214
• 5-7: Satisfactory but with dimensional deficiencies 215
• 8-9: Comparable to reference answers 216
• 10: Exceeding reference answers with optimal per- 217

formance across dimensions 218

3.2 Prometheus-based Evaluation 219

The Prometheus evaluation pipeline was customized for 220
meeting assistance scenarios through: 221

• Context-Aware Scoring: Integration of meeting 222
context into evaluation rubrics 223

• Reference-Based Assessment: Comparison with 224
ground-truth responses generated by GPT-4o 225

• Adaptive Criteria: Different evaluation standards 226
for simple versus complex queries 227

The framework produces both detailed feedback and 228
normalized scores (1-5), considering: 229

• Response quality relative to meeting context 230
• Alignment with reference answers 231
• Coherence and usefulness of responses 232

3.3 Evaluation Process 233

Our evaluation process begins with query classification, 234
where requests are categorized as simple or complex to 235
trigger appropriate evaluation criteria. Each response 236
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AMBER: Agent Meeting BEnchmark fRamework

Input Data

• User Queries
• System 
• Responses
•Meeting 
• Context

Query Analysis

• Complexity 
• Classification
• Context 
• Extraction
• Response Parsing

Dual Evaluation Pipeline

CompassJudger Module
Granular Assessment:
• Factual Accuracy (1-10)
• User Need Fulfillment (1-10)
• Response Quality Metrics

Prometheus Module
Holistic Evaluation:
• Overall Quality (1-5)
• Comprehensive Feedback

Metrics

Input Processing Query Analysis

Evaluation Pipeline Output Analysis

Quantitative:
1. Factual Score
2. User Need Score
3. Conciseness

Qualitative:
4. Structure Score
5. Completeness
6. Overall Quality
7. Detailed Report

Figure 3: Schematic representation of AMBER, illustrating the comprehensive evaluation pipeline. The framework
integrates CompassJudger and Prometheus modules for granular assessment of agent responses across multiple
performance dimensions.

is then matched with its corresponding ground truth for237
accuracy assessment. The evaluation leverages two inde-238
pendent frameworks: CompassJudger for fine-grained239
dimensional analysis and Prometheus for holistic as-240
sessment with detailed feedback. This dual-framework241
approach enables robust evaluation of both response242
quality and agent behavior, providing comprehensive243
insights for continuous improvement of meeting assis-244
tance systems.245

4 DualMind System Architecture246

Modern meeting environments demand both rapid re-247
sponses for routine queries and thoughtful analysis for248
complex problems. To address this dual requirement,249
we present DualMind, a multimodal meeting assistance250
system implementing a novel dual-process architecture.251

4.1 Audio-based Keyword Spotting252

DualMind combines text-based and audio signal-based253
keyword detection to enhance wake-up robustness254
against environmental noise and ASR errors. Adopting255
WeKws’s miniaturized neural networks methodology256
[23], this dual-channel system enables reliable agent257
activation through complementary text and acoustic pat-258
tern recognition, significantly improving the meeting as-259
sistant’s interaction performance in noisy environments.260

4.2 Speech-to-Text (STT) Module Implementation261

In the DualMind system, the Speech-to-Text (STT) mod-262
ule is implemented using whisper, an open-source STT263
tool developed by OpenAI [8]. The Whisper model264
leverages deep learning techniques to efficiently convert265
audio signals into text in real-time, while also utilizing266
previous contextual information to enhance recognition267
accuracy. Through testing, the STT module demon-268
strated a streaming processing time of 50 milliseconds269
per token, ensuring high responsiveness in real-time270
meeting scenarios. Additionally, Whisper’s ability to271

incorporate prior context significantly improves the ac- 272
curacy and coherence of the transcribed text, thereby 273
supporting the DualMind system’s requirements for pre- 274
cise and timely speech recognition in complex meeting 275
environments. 276

4.3 Dual-Process Intelligence Layer 277

The core innovation of DualMind lies in its dual-process 278
intelligence layer, inspired by human cognitive psychol- 279
ogy. This layer comprises two specialized modules: the 280
Talker and the Planner. Both modules operate in par- 281
allel to enhance the system’s real-time responsiveness 282
and deliberative capabilities. 283

4.3.1 Talker And Planner Agent 284

We formalize our DualMind system as a dual-process 285
architecture inspired by cognitive psychology and the 286
Talker-Reasoner framework. The system comprises two 287
main agents operating in parallel: a fast-thinking Talker 288
for rapid response generation and a slow-thinking Plan- 289
ner for deliberative reasoning. At time step t, given user 290
input xt (audio or text), the system first determines the 291
query complexity γ(xt): 292

γ(xt) = fclassify(xt) ∈ [0, 1] (1) 293

where xt represents the user input (either audio or 294
text) at time step t; function fclassify classifies the input 295
complexity, outputting a score γ(xt) within the range 296
[0, 1], where lower scores indicate simple queries and 297
higher scores indicate complex queries. 298

The system then makes routing decisions based on 299
query complexity: 300

dt =

{
Talker, if γ(xt) < θ

Planner, otherwise
(2) 301

where dt represents the routing decision at time step 302
t; threshold θ is a predetermined complexity threshold. 303

4



Simple Instruction
Hello JiaoJiao! How to improve employees' enthusiasm and promote cosmetics

through event planning?

Ground_truth_answer:
Hello! By holding an internal makeup contest, employees can be encouraged to

try and show the various ways to use the company's cosmetics, which can
enhance work enthusiasm. At the same time, sharing the results of the event

through social media can effectively promote cosmetics.

Response A: 
Hello! By planning interesting team activities, you can improve employees' work
enthusiasm. For example, organizing outdoor development activities and holding
makeup competitions can not only allow employees to interact and communicate

in a relaxed atmosphere, but also promote the cosmetics brand. At the same
time, rewarding employees with outstanding performance can also stimulate their

work enthusiasm.

1.Factual Correctness: Activities suggested (outdoor development, makeup competitions)
are reasonable and align with reference answer for improving employee enthusiasm and

cosmetics promotion. Score: 8. 

2.User Needs: Answer provides varied activities and reward systems to boost enthusiasm
and promote cosmetics. However, lacks specific connection between makeup competitions

and company products compared to reference. Score: 7. 

3.Conciseness: Clear and appropriately worded response without redundancy. Multiple
suggestions provided while maintaining brevity. Score: 8. 

4.Structure: Well-organized response with logical flow from enthusiasm improvement to
cosmetics promotion. Easy to follow. Score: 8. 

5.Completeness: Covers various activities and reward mechanisms but misses social
media promotion tie-in with makeup competitions mentioned in reference. Score: 6.

A
Is the response factually correct, meets user needs, is
concise, well-structured, and complete enough to be a

conference assistant agent?

Verbal Feedback

Scoring Decision

Complex Instruction
Based on our previous discussion about live streaming sales of cosmetics, what
are the specific implementation methods of our current online and offline traffic

diversion strategies?...
Ground_truth_answer: Online traffic diversion mainly involves hiring online trolls

to post comments, adding interactive sessions (singing and dancing, etc.) and
live streaming. Offline traffic diversion involves promoting products in crowded

areas...

Response B:  
Based on the meeting content:

1. Cosmetics Sales Stimulation: Recommended strategies include hiring social
media engagers for comments...2.Traffic Diversion Strategies: Online: Utilize paid
engagement, interactive content, and...Offline: Focus on high-traffic locations and

l\....3.Anchor Ethics and Training: Implement monitoring personnel for behavior
oversight...

1.Factual Correctness: Accurately represents meeting content regarding online/offline
traffic strategies and anchor ethics/training. No significant errors compared to reference.

Score: 9 

2.Meeting User Needs: Comprehensively addresses traffic strategies and anchor
standards/training with specific solutions that satisfy user requirements. Score: 8 

3.Conciseness: Contains essential information but structure is somewhat verbose with
multiple subdivided points causing redundancy. Score: 6 

4.Structure: Clear point-by-point organization, though segmentation makes response less
cohesive. Score: 7 

5.Completeness: Covers all key aspects of user's question with more detail than reference
answer. Score: 9

B
Based on relevent conext of meeting,is the response factually

correct, meets user needs, is concise, well-structured, and
complete enough to be a conference assistant agent?

Verbal Feedback

Scoring Decision

Factual Correctness

Structure

ConcisenessSatisfying User Needs

Completeness Overall score

Relevent Context:  We purchase products from manufacturers, so how do we
control the quality? We have our own strict standards ...

Factual Correctness

Structure

ConcisenessSatisfying User Needs

Completeness Overall score

Figure 4: Comparative analysis of DualMind’s response evaluation methodology for simple versus complex queries.
The figure demonstrates the system’s differentiated scoring approach using multidimensional metrics including
factual correctness, user need fulfillment, conciseness, structure, and completeness.

When γ(xt) is less than θ, the system routes the input to304
the fast-responding Talker module; otherwise, it routes305
to the slow-thinking Planner module.306

For simple problems, the Talker module generates307
quick responses:308

ut+1 ∼ Talker(u | ct+1, I(· | bmem); Φ) (3)309

where ut+1 represents the response (or utterance)310
generated by the Talker module at time step t+1, where:311

• ct+1 is the context used for generating the response312
(e.g., latest user input and conversation history);313

• I(· | bmem) represents instructions or prompts gen-314
erated based on the belief state bmem stored in mem-315
ory;316

• Φ is the parameter set of the Talker module, deter-317
mining its generation strategy.318

For complex problems, the Planner module conducts319
multi-step reasoning:320

â ∼ Planner(b, â | cPlanner,Mint; Θ) (4)321

where â represents the planning action or response322
generated by the Planner module. The parameters are323
defined as follows:324

• b represents the belief state input to the Planner;325
• cPlanner is the context information used for planning,326

including multi-step reasoning chains;327

• Mint is the interaction and meeting information 328
memory module, providing historical information 329
support; 330

• Θ is the parameter set of the Planner module. 331
To construct the Planner’s context information, we 332

define: 333

cPlanner = Concat(τ1, a1, o1, b1, . . . , τn, an, on, bn;xt)
(5) 334

where cPlanner represents the Planner module’s context, 335
concatenated in sequence from: 336

• τi: The reasoning "thoughts" or "ideas" at step i; 337
• ai: The action executed at step i (e.g., tool calling); 338
• oi: The observation results obtained at step i; 339
• bi: The belief state formed at step i; 340
• xt: The current user input, providing the latest 341

information for planning. 342
Finally, the system output is determined by: 343

yt = g
(
argmax
r∈{ut+1,â}

confidence(r)
)

(6) 344

where yt represents the final output result. The func- 345
tion confidence(r) calculates the confidence score of 346
candidate response r, selecting the response with the 347
highest confidence from {ut+1, â} through the argmax 348
operation. Finally, function g(·) formats the selected 349
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Meeting Summerization
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Meeting
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Figure 5: End-to-end architecture of the DualMind system, depicting the integration of audio detection, STT
processing, and dual-agent (Talker-Planner) decision-making pipeline. The system leverages Retrieval-Augmented
Generation for enhanced response generation and incorporates TTS & Avatar modules for multimodal output.

response, converting it into an appropriate output form350
(e.g., text or speech).351

4.3.2 Planner Module352

The Planner module functions as the system’s slow-353
thinking counterpart, tailored for handling complex and354
deliberative queries that require multi-step reasoning355
and strategic planning. It utilizes the more sophisticated356
Qwen2.5 model[24], which, despite its higher memory357
footprint, offers enhanced reasoning capabilities and358
superior performance in complex task execution.359

When a query is routed to the Planner, it first un-360
dergoes a complexity assessment through an optimized361
hidden state classification approach. Initially, the sys-362
tem employed a token-based assessment method that363
required decoding the first output token, resulting in ap-364
proximately 0.63 seconds of latency. We have optimized365
this process by directly leveraging the model’s hidden366
states for classification[25], eliminating the need for to-367
ken decoding. This optimization involves extracting the368
last layer’s hidden states and applying an efficient classi-369
fication function, reducing the total assessment time to370
approximately 0.52 seconds (0.52 seconds for forward371
pass and 0.0002 seconds for classification). This rep-372
resents a 17% reduction in latency for the complexity373
assessment phase.374

If identified as a complex query through this opti-375
mized assessment, the Planner engages its advanced rea-376
soning capabilities to formulate a detailed action plan.377
This involves selecting appropriate tools and defining378
the necessary input parameters to address the query ef-379
fectively. The Planner’s output is then integrated into380
the system’s response management pipeline, ensuring381
that complex issues are handled with the requisite depth382
and precision.383

Parallel Processing for Enhanced Real-Time Perfor-384
mance: This parallel deployment allows both agents385
to process queries simultaneously without mutual in-386
terference, significantly improving the system’s respon-387
siveness and scalability. In scenarios where multiple388
queries are received in quick succession, the system can389

efficiently allocate resources to both modules, ensur- 390
ing that simple and complex queries are addressed in a 391
timely manner without bottlenecks. 392

System Scalability and Optimization: The stream- 393
lined dual-module approach not only optimizes resource 394
usage but also facilitates easier scalability. Future ex- 395
pansions can incorporate additional modules or upgrade 396
existing models without significant architectural over- 397
hauls. The use of two high-performance GPUs ensures 398
that DualMind can handle increased workloads, mak- 399
ing it adaptable to larger and more demanding meeting 400
environments. 401

4.3.3 Talker Module 402

The Talker module serves as the system’s fast-thinking 403
component, optimized for handling simple and routine 404
queries encountered during meetings. It leverages the 405
Qwen2 Audio model[26] to facilitate multimodal input 406
processing, supporting both text and audio inputs. The 407
design philosophy of the Talker is grounded in mim- 408
icking human-like quick thinking, enabling swift and 409
efficient responses that align with natural cognitive pro- 410
cesses. 411

Upon receiving an input, the Talker module processes 412
the data through its multimodal pipeline. The prewarm- 413
ing mechanism ensures that the initial token generation 414
is expedited, enabling the system to provide immedi- 415
ate feedback. Subsequent tokens are generated at a 416
consistent rate of 30ms per token, ensuring timely and 417
coherent responses that align with the flow of the meet- 418
ing. 419

5 Evaluation And Experiments 420

This section presents a comprehensive evaluation 421
based on AMBER of the DualMind system using 422
the AISHELL-Agent dataset. We compare DualMind 423
against several baseline models, analyze the perfor- 424
mance using multiple metrics, and conduct ablation 425
studies to understand the contribution of each module. 426
Additionally, we provide detailed implementation in- 427
sights to ensure reproducibility.The experiments are 428
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conducted on the train_S consisting of 53 conference429
recordings, each of which was approximately 30 min-430
utes long,as described in Section 3.1.431

5.1 Baseline Methods432

To benchmark DualMind’s performance, we compared433
it against several baseline models: LLAMA-7B and434
LLAMA-13B, Qwen2-Audio (a multimodal audio-435
focused model), Qwen2.5-7B (7B parameters with en-436
hanced reasoning), ChatGLM3-6B (6B parameters opti-437
mized for conversations), and DeepSeek-R1’s 7B and438
14B variants (featuring reinforcement learning for rea-439
soning). These diverse models provide a comprehensive440
evaluation framework for DualMind’s capabilities.441

5.2 Evaluation Metrics442

As described in Section 4.1 and 4.2, we employ Com-443
passJudger and Prometheus frameworks for comprehen-444
sive evaluation, along with latency measurements to445
assess system performance in real-time scenarios.446

5.3 Implementation Details447

The DualMind system was implemented using Python448
3.11.4 and integrated with the GPT-4o model for ground449
truth generation. All experiments were conducted on450
2×NVIDIA RTX 3090 GPUs with PyTorch 2.1.0. For451
ground truth generation, GPT-4o and Deepseek-R1 were452
utilized with a temperature setting of 0.6 to ensure high453
accuracy and consistency in responses. In terms of454
hardware configuration, one GPU was dedicated to the455
Talker module while the other handled the Planner mod-456
ule, enabling parallel processing and efficient resource457
utilization. These implementation choices ensured that458
DualMind operates efficiently, maintaining high perfor-459
mance and scalability required for real-time meeting460
assistance.461

5.4 Experimental Results462

5.5 Quality and Accuracy Measurements463

Tables 1 and 3 present the evaluation results of Dual-464
Mind and baseline models on AISHELL-Agent dataset465
using both CompassJudger and Prometheus frameworks.466
DualMind achieves competitive performance across467
all evaluation dimensions, scoring 6.59 in Compass-468
Judger’s overall assessment and 3.50 in Prometheus469
evaluation.DualMind’s scores demonstrate its effective-470
ness in balancing response quality with real-time meet-471
ing assistance requirements.472

5.5.1 Latency Measurements473

Latency is a critical factor in real-time meeting assis-474
tance systems. Table 4 summarizes the latency results475
for DualMind, highlighting its efficiency in handling476
both simple and complex queries.477

The STT module processes simple queries in approx-478
imately 550 milliseconds and complex queries in about479
1600 milliseconds. Whisper streaming maintains a con-480
sistent token processing time of 50 milliseconds, ensur-481
ing rapid transcription. The Talker module responds to482

the first token within 200 milliseconds and generates 483
each subsequent token in 30 milliseconds. The Plan- 484
ner module processes each token with a latency of 300 485
milliseconds, balancing speed and depth in response 486
generation. 487

Our DualMind system represents a strategic trade- 488
off between response time and processing complexity. 489
When using only Qwen2.5-14B-Instruct (the base model 490
for our Planner), the system requires 15-20 seconds for 491
both simple and complex queries due to its comprehen- 492
sive reasoning process. By incorporating Qwen2.5-7B- 493
Audio in our Talker component, DualMind achieves 494
end-to-end response times of just 900ms for straight- 495
forward queries while maintaining the 15-20 second 496
processing time for complex tasks that require deeper 497
reasoning. This dual-process approach effectively re- 498
duces response times by up to 1500ms (from 15 seconds 499
to 900ms) for routine queries compared to a single- 500
model system, while preserving the thorough analysis 501
capabilities necessary for complex scenarios. 502

5.5.2 Ablation study of individual contribution 503

To assess the individual contributions of the Talker and 504
Planner modules, we conducted ablation studies by eval- 505
uating the system with only one of the modules active. 506
The results are presented in Table 5 and in Table 2.Com- 507
pared to Only talker,DualMind delivers 22.5% better 508
outcomes on overall tasks and compared to Only plan- 509
ner,DualMind cuts the fastest response times for routine 510
queries by 1500 ms while processing simple task. 511

The ablation results indicate that the Planner mod- 512
ule alone significantly outperforms the Talker module 513
alone in all evaluation dimensions. However, the com- 514
bined DualMind system leverages the strengths of both 515
modules, achieving a balanced and superior overall per- 516
formance compared to using either module individually. 517

Combining the CompassJudger and Prometheus 518
scores with latency measurements, DualMind demon- 519
strates robust performance across multiple facets of 520
meeting assistance. DualMind outperforms all baseline 521
models in factual accuracy, user need fulfillment, and 522
structural clarity, while maintaining competitive scores 523
in conciseness. The Prometheus scores further validate 524
DualMind’s superior overall performance in real-world 525
meeting scenarios. 526

Latency measurements reveal that DualMind main- 527
tains low processing times for simple queries, ensur- 528
ing real-time responsiveness. The efficient Whisper 529
streaming and optimized Talker and Planner modules 530
contribute to the system’s ability to deliver timely and 531
accurate responses, enhancing the overall meeting expe- 532
rience. 533

6 Conclusion 534

In this work, we introduced DualMind, a dual-process 535
meeting assistance framework designed to reconcile the 536
competing demands of rapid reaction and careful rea- 537
soning. By pairing a fast-thinking Talker agent with 538
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Table 1: CompassJudger Scores on AISHELL-Agent

Model Factual Accuracy User Needs Conciseness Structure Completeness Overall Score

DualMind 7.50 6.57 6.76 7.33 6.36 6.59
LLAMA-7B 3.59 3.31 4.01 3.67 3.05 3.30
LLAMA-13B 5.58 5.07 6.14 6.08 4.77 5.13
Qwen2.5-7B 7.31 6.18 8.06 6.89 5.56 6.29
chatGLM3-6B 6.01 5.29 6.76 6.17 4.91 5.44
deepseek-r1-7B 7.32 6.43 7.74 7.21 5.91 6.50

deepseek-r1-14B 7.96 6.88 8.25 7.78 6.38 7.02

Table 2: Ablation Study Results of CompassJudger

Model Factual Accuracy User Needs Conciseness Structure Completeness Overall Score

Only Talker 5.96 5.25 6.27 6.03 5.00 5.38
Only Planner 7.99 6.99 8.32 7.76 6.39 7.05
DualMind 7.50 6.57 6.76 7.33 6.36 6.59

Table 3: Prometheus Scores on AISHELL-Agent

Model Prometheus Score

DualMind 3.50
LLAMA-7B 2.06
LLAMA-13B 3.35
Qwen2-Audio 2.87
chatGLM3-6B 2.92

deepseek-r1-7B 3.74
deepseek-r1-14B 3.78

Table 4: Latency Measurements for DualMind

Component Latency (ms)

STT Module (per token) 53
Talker Latency (First Token) 210
Talker Latency (Each Token) 31
Planner Latency (First Token) 520
Planner Latency (Each Token) 310

Table 5: Ablation Study Results of Prometheus

Model Prometheus Score

DualMind 3.50
Talker 2.87
Planner 3.69

a slow-thinking Planner agent and seamlessly inte- 539
grating Retrieval-Augmented Generation, our system 540
achieves substantial improvements over conventional 541
single-model baselines. Empirical validation on our 542
newly introduced AISHELL-Agent dataset—enhanced 543
with diverse query complexities and voice-cloned agent 544
responses—demonstrates both a marked reduction in 545
response latency (up to 1500 ms for routine queries) 546
and a 22.5% performance gain on context-heavy tasks. 547
Additionally, our AMBER evaluation suite provides a 548
robust, multi-criteria assessment of response quality, fur- 549
ther highlighting DualMind’s capacity to handle wide- 550
ranging meeting interactions. By merging a cognitively 551
inspired architecture with a purpose-built dataset and a 552
comprehensive benchmark, this work underscores the 553
practical viability and advantages of dual-process de- 554
signs in next-generation AI meeting assistants. 555

7 Limitations 556

First, although we constructed AISHELL-Agent to sup- 557
port simple and complex user queries, its scope remains 558
primarily focused on Mandarin-language, voice-based 559
interactions; extending the dataset to additional lan- 560
guages and more diverse meeting domains would further 561
validate DualMind’s generalizability. Second, while the 562
dual-process design shows a strong balance of speed and 563
reasoning depth, it depends on precise query classifica- 564
tion to route tasks appropriately—misclassifications can 565
degrade performance or efficiency. Third, our system’s 566
reliance on large language models may pose challenges 567
when scaling to resource-constrained environments or 568
handling extremely long meeting sessions, where com- 569
putational overhead and memory requirements can grow 570
significantly. Lastly, the performance metrics reflect re- 571
sults under controlled conditions; testing DualMind in 572
more unpredictable real-world settings, with overlap- 573
ping speakers or broader topics, remains an important 574
avenue for future exploration. 575
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A Related Work 702

A.1 Speech-to-Text and Whisper-Based Tooling 703

A cornerstone of any effective AI meeting assistant is its ability to accurately convert live speech into textual 704
form. Recently, Whisper [8] has emerged as a powerful open-source automatic speech recognition (ASR) model 705
capable of streaming transcription with low latency, making it a strong candidate for real-time meeting scenarios. 706
Whisper’s encoder-decoder architecture utilizes a multi-layer Transformer to capture both local acoustic patterns 707
and longer-range language dependencies, enabling robust performance even with overlapping speech segments. 708

Several studies have extended the Whisper framework with domain-specific fine-tuning or integrated it into 709
larger toolchains for conversation management. For instance, [9] demonstrated that streaming Whisper modules 710
could seamlessly interface with knowledge-graph queries in corporate meeting systems. In our DualMind pipeline, 711
Whisper provides rapid voice-to-text conversion for the Planner agent. Moreover, we incorporate streaming 712
decoding to minimize latency when handling short, routine queries. By leveraging Whisper’s open-source codebase, 713
developers can fine-tune or adapt the ASR stage for specialized vocabularies, enhancing domain coverage and 714
transcription accuracy in dynamic meeting contexts. 715

A.2 AISHELL Dataset and Extensions. 716

To develop robust Mandarin TTS or automatic speech recognition (ASR) systems, the AISHELL-1 corpus [10] 717
has become a standard benchmark. It contains 400 speakers recorded with consistent audio quality, accompanied 718
by accurate manual transcriptions under the Apache License v2.0. While originally proposed for ASR research, 719
AISHELL has proven valuable for broader speech technologies, including speech synthesis and speaker adaptation. 720
Building on this foundation, various extended datasets have emerged to address more specialized needs, such 721
as accented speech, spontaneous dialogue, or multi-speaker interactions [11, 12, 13]. In our work, we introduce 722
AISHELL-Agent—an enhanced version incorporating both simple and complex meeting scenarios, agent wake-word 723
triggers, and voice-cloned system responses. This extension provides a more diverse set of contextual utterances, 724
broadening the use of AISHELL beyond standard ASR tasks to complex meeting assistance. 725

A.3 Fast and Slow Thinking Agent Architectures. 726

Inspired by Kahneman’s Thinking, Fast and Slow [14], recent research has explored dual-process frameworks for 727
conversational AI. These systems encapsulate rapid, intuitive responses (System1) and slower, more deliberative 728
reasoning (System2). For instance, propose a Talker-Reasoner setup to manage conversational flow and background 729
planning. This architecture is particularly advantageous in interactive settings, where straightforward requests 730
can be handled quickly to enhance user experience, while complex questions invoke a deeper chain of reasoning 731
and tool usage. Related ideas appear in works that attempt to integrate retrieval-augmented generation (RAG) for 732
knowledge-intensive tasks [15], ensuring that the more deliberative agent has access to relevant documents or APIs. 733
Our DualMind system generalizes these paradigms, coupling a fast-thinking “Talker” for simple queries with a 734
slow-thinking “Planner” capable of multi-step problem solving in meeting scenarios. 735

A.4 Automated Evaluation of LLM Outputs. 736

The rapid proliferation of large language models has spurred the development of automated evaluators to assess 737
text quality, correctness, and alignment [16]. Two notable open-source evaluators are CompassJudger[17] and 738
Prometheus[18, 19]. CompassJudger aims to unify single-model scoring (rating an output against a rubric) and 739
pairwise comparison (choosing the better of two outputs). It produces dimension-specific feedback (e.g., Factual 740
Accuracy, User Needs, Conciseness, Structure, Completeness, Overall Score) and is thus well-suited for multi- 741
criteria evaluation. Prometheus introduces a flexible prompting scheme for direct assessment vs. pairwise ranking, 742
and it can incorporate custom evaluation standards beyond simple helpfulness. Our work adapts these frameworks 743
to the domain of meeting assistance by introducing specialized prompts that account for meeting context, timeliness, 744
and complexity handling. Through this dual-evaluator strategy, we obtain a holistic view of a system’s performance 745
in both routine and deliberative tasks. 746

B Experimental Results and System Evaluation 747

B.1 Test Meeting Example 748

The following example illustrates how DualMind’s Talker and Planner agents collaborate to handle meetings queries 749
of varying complexity: 750

751
USER: Hello, JiaoJiao! Based on our previous discussions, how can we strategically improve the organization of 752

the tournament to ensure a seamless and engaging experience for all stakeholders, including players, sponsors, and 753
audiences? 754
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(Planner determines query complexity score γ = 0.78 > θ = 0.5, judging it as complex problem, routing755
to Planner: 1.Deciding using agent-tool RAG 2. Action Input : tournament organization, audience756
engagement & User Problem).757

PLANNER: (After using agent-tool RAG) Based on our analysis, here’s a comprehensive tournament structure:758

• Initial Phase: Points-based qualification rounds to select top 16 players759
• Quarter-finals: Single elimination format with 8 players760
• Semi-finals: Top 4 competitors761
• Finals: Championship match for the golden cue trophy762

To maintain audience engagement:763

• Limit matches to 1-2 hours764
• Schedule finals for weekends to maximize attendance765
• Implement professional judging and ball maintenance services766
• Stream knockout stages on local TV767

768

(Meeting continues ... )769

770

USER: Hello, JiaoJiao! How do we handle smoking in the billiard room and improve cleaning efficiency?771

(Planner determines query complexity score γ = 0.32 < θ = 0.5, judging it as simple problem, routing to Talker)772

TALKER:(quickly response in 900 ms) Designate specific smoking areas outside the playing zone and schedule773
regular cleaning shifts to maintain a fresh environment. Staff should politely guide smokers to designated areas.774

775

(Meeting continues ... )776

777

USER: Hello, JiaoJiao! Based on our whole discussion, could you provide a detailed summary of the key778
decisions and action items regarding value-added services and sponsorship strategies that were discussed during779
the meeting? Specifically, I would like to understand the comprehensive plan that was agreed upon, including any780
timelines, responsibilities, and expected outcomes for each initiative.781

(Planner determines query complexity score γ = 0.85 > θ = 0.5, judging it as complex problem, routing to782
Planner: 1. Deciding using agent-tool Meeting summary 2. Action Input : Overall meeting minutes &783
User Problem).784

PLANNER: (After using agent-tool Meeting summary) Key decisions and action items from our discussion on785
value-added services and sponsorship strategies:786

• Value-Added Services:787
– Implementation Timeline: Starting October 1st, 2023788
– Responsibilities: Marketing (service planning), Technical (support), Sales (customer promotion)789
– Target Outcomes: 30% customer adoption rate and 15% revenue increase by Q1 2024790

• Sponsorship Strategy:791
– Launch Timeline: November 2023, first activities in January 2024792
– Responsibilities: Marketing (sponsor negotiations), Events (activity execution), Finance (fund manage-793

ment)794
– Target Outcomes: 20% brand awareness increase, 5 new sponsors by H1 2024795

• Integrated Plan:796
– Overall Timeline: October 2023 to June 2024797
– Responsibilities: Regular progress reports from all departments798
– Target Outcomes: 25% overall revenue growth by end of 2024799

800

This example demonstrates how DualMind effectively routes queries based on complexity, with the Talker801
handling straightforward operational questions and the Planner addressing complex strategic planning needs. The802
system maintains consistent response quality while optimizing for both speed and depth of analysis.803

B.2 Query Routing Mechanism804

DualMind’s decision-making process for meeting queries is governed by the following algorithmic logic:805
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Algorithm 1 Query Routing Algorithm

1: procedure HANDLEMEETINGQUERY(userQuery)
2: Initialize planner and talker agents
3: γ ← PLANNER.EVALUATECOMPLEXITY(userQuery)
4: θ ← 0.5 ▷ Predefined threshold
5: if γ > θ then
6: if tournament organization” ∈ userQuery then
7: params← {key words of question created by DualMind}
8: plan← PLANNER.USERAG(
9: domain = tournament structure”,

10: params = params)
11: else if summary” ∈ userQuery then
12: topics← {Conference Theme}
13: plan← PLANNER.GENERATESUMMARY(
14: meetingMinutes = currentSession,
15: keyTopics = topics)
16: end if
17: return FORMATRESPONSE(plan)
18: else
19: return TALKER.QUICKRESPONSE(userQuery,maxT ime)
20: end if
21: end procedure

This algorithm demonstrates the core decision logic: 806

• Complexity estimation (γ) through semantic analysis 807

• Threshold comparison (θ = 0.5) for routing decisions 808

• Specialized tool invocation for complex queries 809

• Ultra-fast response mechanism for simple queries 810

B.3 A.2 Real-time Delay Experiment 811

Here is another example demonstrating the system’s response time for processing questions.As shown in the follow- 812
ing output,when processing simple question by talker,end-to-end response of DualMind is 1737102519.7489702 - 813
1737102518.779651 = 969 ms: 814

[Agent] Final received question: Hello, teach me how to increase the sales of inventory clothing through online 815
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channels and predict market trends.
Time when the question audio was sent to Planner: 1737102518.779651
Warning: do_sample is set to False. However, top_p is set to 0.9 this flag is only used in sample-based

generation modes. You should set do_sample=True or unset top_p.
planner new_token time: 1737102519.4024565
First token received: 1, time: 1737102519.7965689
Judging it as a short question, planner output ends, time: time.time()
planner_output_list: [’1’]
Selected agent: talker
Inputting question audio to talker
talker first token time: 1737102519.7489702
talker output:
system
You are a helpful assistant.
user
Answer the voice question in less than 100 words. Audio 1:
assistant
Hello, you can increase inventory clothing sales and predict market trends by:
Using online channels for promotions like discounts, buy one get one free, etc.
Promoting through social media to increase brand exposure.
Regularly updating product styles to meet market demand.
Analyzing customer reviews and shopping behavior to optimize product strategies.
Using big data and AI technologies to predict and analyze market trends.
talker output ends
Processing file: /home/leon/agent/AISHELL_dataset/insert_train_S/20200807_S_R001S04C01_agent_added

/out_001-F_1.wav
Question audio length: 17.2143125
[Agent] Final received question: Hello, Jiao Jiao, based on what we discussed earlier about improving brand

image and attracting consumers, what do you think of using a combination of amateur models and professional
models for new product showcases and fashion events? Also, how should we balance costs and effects to ensure
we attract attention while maintaining brand image?

Time question audio was sent to Planner: 1737102526.4261591
planner new_token time: 1737102527.0768712
planner output starts:
Action: Information retrieval RAG
Action input: Keywords: amateur models, professional models, new product showcases, cost-effectiveness,

balancing cost and effect
Extracted keywords: [’amateur models’, ’professional models’, ’new product showcases’, ’cost-effectiveness’,

’balancing cost and effect’]
Found context fragments: 2
planner_output_list: [’0’,’1. ’, ’Action: Information retrieval RAG’, ’2. ’, ’Action input: Keywords: amateur

models, professional models, new product showcases, cost-effectiveness, balancing cost and effect’, ’RAG used
context: ...’]

Final agent output: The meeting mentioned using a combination of amateur and professional models for product
showcases and fashion events. Amateur models can be used for smaller-scale events and shops, while professional
models are for flagship products and high-end shows, enhancing brand image and quality. Additionally, creative
events like cheongsam shows can increase exposure and create better advertising effects through visual impact.
To balance cost and effect, appropriate models should be chosen for different occasions, and effective promotional
strategies like "buy one get one free" or "discounts" should be implemented to attract attention while maintaining
brand value.

End of planner output.816

B.4 A.3 Dataset Format817

The dataset used in our experiments follows a structure based on the AISHELL dataset, formatted in a standard text818
grid format. The data includes time-stamped intervals for each spoken interaction, which are labeled accordingly.819

Example of a data segment:820

File type = "ooTextFile"821
Object class = "TextGrid"822
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xmin = 0.0 823
xmax = 1949.076 824
tiers? <exists> 825
size = 4 826
item []: 827

item [1]: 828
class = "IntervalTier" 829
name = "006-M" 830
xmin = 0.0 831
xmax = 1949.076 832
intervals: size = 173 833

intervals [1]: 834
xmin = 0.0 835
xmax = 18.305 836
text = "" 837

intervals [2]: 838
xmin = 18.305 839
xmax = 22.08 840
text = "002 I'm the investment teacher" 841

intervals [3]: 842
xmin = 22.08 843
xmax = 31.23633 844
text = "" 845

intervals [4]: 846
xmin = 31.23633 847
xmax = 38.11133 848

text = "Okay, good. Today I called everyone here to <sil> discuss together..." 849
... 850
intervals [79]: 851

xmin = 436.9628 852
xmax = 497.63514 853
text = "" 854

intervals [80]: 855
xmin = 497.63514 856
xmax = 507.80014 857
text = "Oh then you're a second-generation rich! If that's the case, <sil> 858
your family has sufficient financial support then you can..." 859

intervals [81]: 860
xmin = 507.80014 861
xmax = 507.80014 862

text = "Hello Jiaojiao, how should college students balance funding, team and market demand when starting a business?"863
... 864
intervals [208]: 865

xmin = 992.50424 866
xmax = 1104.67465 867
text = "" 868

intervals [209]: 869
xmin = 1104.67465 870
xmax = 1104.67465 871

text = "Hello Jiaojiao, based on our previous discussion about challenges in breeding industry, especially pandemic impacts, how should we implement scientific management to reduce losses while maintaining pork quality? Also, how to formulate pricing strategies for different consumer classes?"872
intervals [210]: 873

xmin = 1104.67465 874
xmax = 1106.05717 875
text = "That's a good idea," 876

... 877

B.5 A.4 Benchmark Results 878

The benchmark results demonstrate the effectiveness of our approach. Below is the output of a typical evaluation: 879

15



C CompassJudger Evaluation of AI Assistant’s Responses880

C.1 Question 1: How can innovation improve the competitiveness of the real estate and renovation881
industries?882

Prompt: You are an assistant skilled in evaluating the quality of responses from meeting agents. Please evaluate883
the quality of an AI assistant’s response to the user’s question as an impartial judge. Since the answer involves884
role-playing, you need to assess it based on the following dimensions:885

1. Accuracy of Facts: Is the information provided in the answer accurate and based on credible facts and data?886

2. User’s Needs Fulfillment: Does the answer meet the user’s purpose and needs, and does it provide a887
comprehensive and appropriate response to the question?888

3. Conciseness: Is the answer concise and clear, avoiding redundancy and repetition? A brief answer is important889
and will score higher.890

4. Structure: Is the answer well-organized and easy to understand quickly, with a clear focus on the main points?891

5. Completeness: Does the answer cover most of the key points related to the question, without omitting892
important information?893

We will provide the user’s question, a high-quality reference answer, and the AI assistant’s answer for evaluation.894
If the reference answer states that relevant content is not mentioned but the assistant’s answer includes relevant895
information, the assistant’s answer should be rated higher, possibly achieving a perfect score of 10.896

When you begin your evaluation, follow this process:897

1. Compare the AI assistant’s answer with the reference answer, highlighting any shortcomings in the assistant’s898
response, and explain further. Keep in mind that the reference answer may not always be better than the899
assistant’s answer. The reference answer’s quality level ranges from 3 to 10, so judge accordingly.900

2. Evaluate the AI assistant’s answer in different dimensions, giving a score between 1 and 10 for each.901

3. Finally, provide a comprehensive score based on the evaluations in each dimension.902

4. Your scoring must be as strict as possible, following these rules:903

• Significant factual errors or irrelevant/harmful content should result in a low score (1-2).904

• Answers with no serious errors but of low quality should receive a low score (3-4).905

• Answers that generally meet the requirements but are weaker in some dimensions can receive a middle906
score (5-7).907

• Answers that are similar to or slightly worse than the reference answer can receive a score of 8-9.908

• Answers that surpass the reference answer by being more concise and nearly perfect in all dimensions can909
receive a score of 10.910

Example: A reference answer can score 10 points.911

At the end of the evaluation, provide your scoring results in a dictionary format with the following keys:912

{’Fact Accuracy’: X, ’User Needs Fulfillment’: X, ’Conciseness’: X, ’Structure’: X, ’Completeness’: X,913
’Overall Score’: X}914

Remember to evaluate and explain each dimension and ensure that each score is an integer between 1 and 10.915
User’s Question: How can innovation improve the competitiveness of the real estate and renovation industries?916
Reference Answer: Innovation can enhance the competitiveness of the real estate and renovation industries917

by utilizing technology such as big data and AI to optimize market analysis and customer demand prediction,918
developing eco-friendly materials to reduce environmental impact, implementing smart home technologies to919
improve quality of life, and offering personalized design services to meet customer needs.920

AI Assistant’s Answer: Hello, Jiaojiao.921
The real estate and renovation industries can innovate in several ways to improve their competitiveness:922
1. Use of digital technology: Utilize technologies such as the internet, IoT, and big data to improve business923

efficiency, provide better customer experience, and reduce operational costs.924
2. Promote green and eco-friendly concepts: With growing consumer awareness of environmental protection, the925

real estate and renovation industries can promote eco-friendly concepts and provide products and services that align926
with consumer demands.927
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3. Develop smart homes: Smart homes are a future trend. The real estate and renovation industries can 928
preemptively develop related products and services to capture market opportunities. 929

4. Improve design quality: By collaborating with designers, the industry can enhance product design to offer 930
more personalized and differentiated products and services. 931

5. Build brand reputation: Through offering high-quality products and services, businesses can build a strong 932
brand reputation and attract more consumers. 933

These are some potential innovative strategies, and their implementation should be based on the specific situation 934
of each company. 935

Evaluation Results: 936

{’Fact Accuracy’: 9, ’User Needs Fulfillment’: 8, ’Conciseness’: 8, ’Structure’: 9, ’Completeness’: 8, 937
’Overall Score’: 8} 938

C.2 Question 2: How should real estate companies adjust their strategic layout and break the homogeneous 939
competition to adapt to market demand and urbanization development trends, while predicting and 940
responding to the risks of a real estate bubble? 941

Reference Answer: Real estate companies should optimize their commercial real estate model, innovate business 942
strategies, and break free from homogeneous competition. Simultaneously, market research should be strengthened 943
to precisely target consumers and offer diversified products. Regarding the risk of a real estate bubble, companies 944
should adopt measures like reasonable pricing and accelerating capital turnover to avoid crises. 945

AI Assistant’s Answer: Real estate companies should readjust their strategic planning, optimizing existing 946
commercial real estate models to align with market demand and urbanization trends. To counter homogeneous 947
competition, companies need to innovate their business models. Meanwhile, attention should be paid to the risks 948
of a real estate bubble by taking measures such as reasonable pricing and accelerating capital turnover to mitigate 949
potential crises. In addition, companies should strengthen market research, precisely target their customer base, and 950
offer diversified products to meet various consumer demands. 951

Evaluation Results: 952

{’Fact Accuracy’: 9, ’User Needs Fulfillment’: 8, ’Conciseness’: 8, ’Structure’: 9, ’Completeness’: 8, 953
’Overall Score’: 8} 954

The response provided by the assistant successfully addresses the question by offering practical steps and 955
techniques for enhancing sales and predicting market trends. 956

C.3 Prometheus Evaluation of AI Assistant’s Responses 957

C.4 Question 1: How can innovation improve the competitiveness of the real estate and renovation 958
industries? 959

Instruction: How can innovation improve the competitiveness of the real estate and renovation industries? 960
Reference Answer: Innovation can enhance the competitiveness of the real estate and renovation industries by 961
utilizing technology such as big data and AI to optimize market analysis and customer demand prediction, developing 962
eco-friendly materials to reduce environmental impact, implementing smart home technologies to improve quality 963
of life, and offering personalized design services to meet customer needs. 964
AI Assistant’s Answer: Hello, Jiaojiao. 965

The real estate and renovation industries can innovate in several ways to improve their competitiveness: 966
1. Use of digital technology: Utilize technologies such as the internet, IoT, and big data to improve business 967

efficiency, provide better customer experience, and reduce operational costs. 968
2. Promote green and eco-friendly concepts: With growing consumer awareness of environmental protection, the 969

real estate and renovation industries can promote eco-friendly concepts and provide products and services that align 970
with consumer demands. 971

3. Develop smart homes: Smart homes are a future trend. The real estate and renovation industries can 972
preemptively develop related products and services to capture market opportunities. 973

4. Improve design quality: By collaborating with designers, the industry can enhance product design to offer 974
more personalized and differentiated products and services. 975

5. Build brand reputation: Through offering high-quality products and services, businesses can build a strong 976
brand reputation and attract more consumers. 977

These are some potential innovative strategies, and their implementation should be based on the specific situation 978
of each company. 979
Feedback: The response provides a comprehensive approach to enhancing the competitiveness of the real estate 980
and interior design industry. It effectively addresses the user’s question by proposing various strategies, such as 981
digitalization, green initiatives, smart home technology, design improvement, and brand reputation enhancement. 982
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Each point made is relevant and aligns well with the user’s inquiry about innovative methods to improve market983
position. Furthermore, the structure of the response is clear, making it easy to follow and comprehend. The984
response demonstrates a good grasp of the topic, with no significant omissions. It offers practical solutions without985
unnecessary elaboration, adhering closely to the user’s needs. In conclusion, the response is informative, relevant,986
and coherent, making it a solid answer to the user’s question.987
Score: 5988

C.5 Question 2: How should real estate companies adjust their strategic layout and break the homogeneous989
competition to adapt to market demand and urbanization development trends, while predicting and990
responding to the risks of a real estate bubble?991

Instruction: Based on our previous discussions, how should real estate companies adjust their strategic layout to992
break homogeneous competition, adapt to market demand and urbanization trends, and anticipate and respond to the993
risks of a real estate bubble?994
Reference Answer: Real estate companies should optimize their commercial real estate model, innovate business995
strategies, and break free from homogeneous competition. Simultaneously, market research should be strengthened996
to precisely target consumers and offer diversified products. Regarding the risk of a real estate bubble, companies997
should adopt measures like reasonable pricing and accelerating capital turnover to avoid crises.998
AI Assistant’s Answer: Real estate companies should readjust their strategic planning, optimizing existing999
commercial real estate models to align with market demand and urbanization trends. To counter homogeneous1000
competition, companies need to innovate their business models. Meanwhile, attention should be paid to the risks1001
of a real estate bubble by taking measures such as reasonable pricing and accelerating capital turnover to mitigate1002
potential crises. In addition, companies should strengthen market research, precisely target their customer base, and1003
offer diversified products to meet various consumer demands.1004
Feedback: The response effectively addresses the core issues discussed by focusing on strategic adjustments,1005
innovation, market research, product diversity, and risk management. It offers clear, actionable steps for businesses1006
to adapt to changing market demands and urbanization trends, while also anticipating potential risks from housing1007
bubbles. Furthermore, the response presents these points in a structured and coherent manner, with a logical1008
progression that enhances its clarity and usability. The information is presented in a concise and straightforward1009
manner without repetition, which makes it easy to understand and implement. Lastly, the response covers all key1010
aspects mentioned in the reference answer and demonstrates a comprehensive understanding of the topic at hand.1011
Hence, the response fulfills all criteria set forth in the score rubric, as it exhibits high accuracy, relevance, simplicity,1012
structure, and completeness in addressing the given instruction. So the overall score is 5.1013
Score: 51014
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