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Abstract

This paper addresses the limitations of subword-
based models in NLP by aligning the word-
embedding layer of a vocabulary-rigid trans-
former model to a vocabulary-free one. In order
to do so, a CNN is trained to mimic the word
embeddings layer of a BERT model, using a se-
quence of byte tokens as input. The study com-
pares cosine-based and Euclidean-based loss func-
tions for training the student network and finds
better results with cosine-based metrics. The re-
search contributes techniques for re-training trans-
former embedding layers and provides insights
into loss function selection. The findings have
implications for developing flexible and robust
NLP models.

1. Introduction

Transformer-based models have become the standard for
natural language processing (NLP) tasks due to their abil-
ity to capture complex linguistic patterns and dependen-
cies (Chitty-Venkata et al., 2022; Bondarenko et al., 2021).
Subword-level tokenization is commonly used in these mod-
els to handle out-of-vocabulary inputs and provide more
flexibility (Devlin et al., 2019; Radford et al., 2019; Lewis
et al., 2020).

However, recent research has highlighted the limitations
of subword-level tokenization, including poor generaliza-
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Figure 1: Embedding alignment framework.

tion for out-of-vocabulary words and domains due to their
reliance on a fixed vocabulary (Bostrom & Durrett, 2020;
Klein & Tsarfaty, 2020; Hofmann et al., 2021; Dong et al.,
2020; Xu et al., 2021). This limitation is particularly prob-
lematic for forensic NLP models used to detect covert crim-
inal communications (CCC) that employ unusual characters
and subwords for obfuscation (Bromberg et al., 2020; Pei &
Cheng, 2022; Tong et al., 2017; Wagner et al., 2020; Wang
etal., 2019; Zhu et al., 2019).

To address these limitations, various solutions have been
proposed, including character-based models that can handle
a wider range of linguistic inputs (Cao & Rimell, 2021;
Wang et al., 2021; Hofmann et al., 2022; Mielke et al., 2021;
El Boukkouri et al., 2020; Clark et al., 2022; Ma et al., 2020;
Pinter et al., 2021).

In this paper, we explore the idea of aligning the word-
embedding layer of a vocabulary-rigid transformer model
to a vocabulary-free one, inspired by the work of Mersha
& Stephen (2022), who introduced DistillEmb, a method
for distilling learned word embeddings into a convolu-
tional neural network using contrastive learning with a
triplet loss (Schroff et al., 2015). Our goal is to investi-
gate transfer learning from a vocabulary-rigid transformer
to a vocabulary-free one, as depicted in Figure 1, through
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Figure 2: Illustration of the replacement of the transformer word embedding layer with the aligned BytesCNN.

a distillation process (Hinton et al., 2015). This approach
allows us to derive a byte-based transformer model without
the need for time-consuming pre-training.

We hypothesize that this methodology improves the
model’s generalization performance and enables it to han-
dle a broader range of linguistic inputs, including out-of-
vocabulary words and domain-specific language. By ad-
dressing the limitations of subword-based models and ex-
ploring transfer learning, we aim to develop more flexible
and robust models for NLP tasks.

2. Methodology

Research has demonstrated the efficacy of employing byte-
derived word representations to effectively pre-train a large
language model (LLM) (Tay et al., 2022; Xue et al., 2022;
Clark et al., 2022). This advancement allows for a departure
from word representations limited by fixed vocabularies
towards vocabulary-flexible alternatives. However, the pro-
cess of training an LLM from scratch is resource-intensive.
As an alternative, we propose a methodology for leverag-
ing transfer learning from a word embedding matrix to a
byte-based embedding network. The primary objective is
to attain a vocabulary-flexible representation while maxi-
mizing the transfer of knowledge inherent in a pre-trained
LLM.

To accomplish this, we introduce a neural network that
operates on arbitrary byte sequences and generates an em-
bedding vector of appropriate size. Subsequently, we train
this byte-based network, utilizing a knowledge distillation
framework, to emulate the behavior of the word embedding
matrix for words (including subwords) present in the vo-
cabulary of the existing pre-trained LLM, as illustrated in
Figure 1. We term this process alignment.

The byte-based embedding is then integrated into the LLM
in lieu of the word embedding matrix, facilitating the effec-
tive transfer of knowledge from a pre-trained LLM with a
fixed vocabulary to a vocabulary-flexible counterpart. Fig-
ure 2 depicts this modification applied to a transformer
model.

2.1. Bytes CNN Architecture

The substitution of the embedding layer in our study was
based on a model proposed by El Boukkouri et al. (2020).
In the remainder of the paper, we refer to it as BytesCNN to
highlight the utilization of byte-based tokens from the vo-
cabulary, enabling the model to process any given sequence
of bytes.

Notably, the BytesCNN model employs four parallel con-
volutions with distinct kernel sizes and number of channels
applied to the input. Subsequently, the resulting outputs
are concatenated after undergoing max pooling and ReLU
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activation. To further process this concatenated output, a
Highway layer (Srivastava et al., 2015) is applied. Finally,
the vector is projected into the embedding space.

2.2. Loss Function

In our study, we employed a diverse set of loss functions
to facilitate our analysis. In addition to the conventional
mean square error (MSE) loss, we explored the utilization of
cosine error and two composite loss functions that combine
MSE and cosine error, as elaborated upon in a subsequent
subsection.

Through examination, we discovered that the embedding
vectors within the BERT model exhibit a tendency to reside
proximately on the surface of a ball with an approximate
radius of 1.41 units. Moreover, there exists a slight vari-
ance in the norms of these vectors, specifically measured
at 0.19. This empirical observation reinforced our rationale
for adopting cosine-based loss functions in our research.

Our first loss function uses a plain cosine error between
two vectors. Given two vectors, x and y, the cosine error is
defined as

L(Z,y):].*COS(.Z,y), (H

where cos(z,y) is the cosine of the angle between the vec-
tors x and .

The utilization of this particular function during prediction
gives rise to an issue: the embedding network does not un-
dergo optimization to align with the original vectors’ lengths.
To address this issue, when employing an embedding net-
work trained with this loss, we apply normalization to the
embedding vectors, adjusting them to the mean length of
the original embedding matrix.

As an alternative approach to normalization, we utilize loss
functions that encompass both direction and magnitude con-
siderations, with an emphasis on directionality. These loss
functions integrate both Euclidean distance and cosine dis-
tance within a unified loss formulation, with one employing
addition and the other utilizing multiplication as the com-
bining operations.

The additive Euclidean-cosine error function is defined as:
L(z,y) = |z — y| + a(l — cos(z,y)) 2)
Whereas the multiplicative Euclidean-cosine error is:

L(z,y) = a(|z —y[)(1 - cos(z,y)) + [z —y|  (3)

It is worth noting that the multiplicative Euclidean-cosine er-
ror should exhibit faster convergence towards vectors align-
ing closely with the target direction since the loss function
grows more quickly in directions that deviate further from
the target.

2.3. Contrastive Learning

We also employ the training of aligned embedding layers us-
ing a contrastive learning objective, similar to the approach
proposed byMersha & Stephen (2022). Specifically, we
adopt a triplet loss function. The objective of the triplet
loss is to minimize the Euclidean distance between similar
vectors while maximizing the distance between dissimilar
vectors. Mathematically, the triplet loss is defined as:

L(x,yp, yn) = max(|w — yp* — & = ya|* + ,0), (4)

where z, y,,, and y,, denote the anchor vector, positive vec-
tor, and negative vector, respectively. In our case, the anchor
vector corresponds to the output of the BytesCNN, the pos-
itive vector represents the ground truth embedding from
the BERT word embedding layer, and the negative vector
is selected following the same procedure as described by
Mersha & Stephen (2022).

Moreover, we incorporate a variant of the triplet loss that
utilizes the cosine error instead of the Euclidean distance.
This variant, known as the Angular Triplet Loss, has been
explored in the context of person re-identification (Ye et al.,
2020; Li et al., 2021). It is defined as:

L(x,yp, yn) = max(cos(z, yn) — cos(z,yp) + @, 0) (5)

Note the positive and negative operations appear inverted
due to the definition of the cosine error between vectors x
and y as 1 — cos(z, y).

Throughout our experiments, we set the value of a to 1 for
all evaluations of the triplet loss.

3. Experimental Setup and Results

We employed the BERT model (Devlin et al., 2019) as
the basis for evaluating our proposed methodologies. It
is important to note that, in principle, our method can be
applied to any transformer architecture or network utilizing
a word embedding layer. For our experiments, we utilized
the bert-base—uncased model, which is accessible
through the Huggingface models hub !.

During the training process, we conducted 10* epochs with
a batch size of 100. The Adam optimizer was employed with
default parameter values: o = 1073, 8; = 0.9, 82 = 0.999,
and ¢ = 1078, Additionally, we implemented a learning
rate reduction strategy, reducing the learning rate by a factor
of 0.9 when the training progress plateaued.

The vocabulary size of the BERT model amounts to 30522
words. However, we excluded any tokens that were not
utilized during the training procedure, specifically those

1https ://huggingface.co/bert-base-uncased
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reserved for future additions. Consequently, the effective
vocabulary size used in our experiments was reduced to
29528 words. Subword tokens, e.g. ##able, are included,
and all the characters are used, including the # symbols.

We explored two variants of the BytesCNN architecture,
namely BytesCNN-small and BytesCNN-big, which dif-
fer in terms of their sizes. The small variant adheres to
the configuration defined by El Boukkouri et al. (2020),
consisting of seven 1D convolutional layers with the follow-
ing filter specifications: (1,32), (2,32), (3,64), (4,128),
(5,256), (6,512), and (7,1024). In each filter specifica-
tion denoted as (K, O), K represents the kernel size, and
O corresponds to the number of output channels. On the
other hand, the BytesCNN-big variant duplicates each filter.
Table 1 presents a comparison of the parameter counts be-
tween these variants and the BERT word embedding layer,
disregarding the parameters associated with the unused to-
kens.

Model Num. parameters
BERT word embedding 22,677,504
BytesCNN-small 18,562,416
BytesCNN-big 70,674,288

Table 1: No. of parameters of different embedding layers.

Our experiments were carried out on the two pre-
training tasks utilized by BERT: Masked Language Mod-
eling (MLM) and Next Sentence Prediction (NSP). We at-
tribute significant importance to evaluating the performance
in these tasks, as they constitute the foundation on which
the baseline model is pre-trained.

For evaluation, we used the wikitext—-2—-raw —v1 sub-
set of Wikipedia (Wikitext dataset). We also ran the experi-
ments on the IMDB dataset. In both cases, we used the train
split. The datasets are available online .* 3

Table 2 shows the accuracy of each scenario as evaluated on
MLM and NSP in the Wikitext and IMDB datasets. Only
averages of randomly-seeded experiments are shown. Stan-
dard deviations, albeit not shown, were in the order of 10~*
for most cases. For each model size and each task, the top-3
performing models are in italics, and the best-performing is
highlighted in bold.

As observed, none of the alternative models achieve exactly
the same performance as the baseline. Since those are only
trained to mimic the baseline, we do not expect a better
performance from the student models. However, some of
them obtain very close results to the baseline. To validate

https://huggingface.co/datasets/
wikitext/viewer/wikitext-2-vl/train
*https://huggingface.co/datasets/imdb

this, we conducted two-sample paired ¢-tests to determine
whether there is a statistically significant difference between
the baseline and each one of the models. Table 3 depicts the
resulting p-values.

Several conclusions can be drawn. First, the difference be-
tween small models and the respective big models is notable.
All the big model variants’ results (except for the triplet Eu-
clidean) do not provide significant evidence to reject the
null hypothesis under a significance level of 0.9, meaning
they are not significantly different from the baseline as far
as these experiments are concerned. Additionally, note
that models that were trained using a form of cosine-based
distance perform better than those that solely use Euclidean-
based losses. It is difficult, however, to draw an absolute
conclusion on which cosine-based loss is better.

We developed some experiments to test if using a BytesCNN
as the word embedding layer makes the transformer more
robust to a noisy input without any extra fine-tuning. Further
investigation is required, but preliminary results show that
the transformer with the BytesCNN embedding layer is
not more robust against the tested model of noise than the
baseline model. Therefore, we are inclined to think that to
achieve such improved performance, the model needs fine-
tuning. A similar principle should apply to transferability
to other languages. However, note that fine-tuning this
model is significantly faster than what would be the solution
otherwise: train from scratch with a new vocabulary. Hence
one significant advantage to this method.

4. Conclusion

Our research aimed to investigate the feasibility of transfer-
ring knowledge from a fixed-vocabulary embedding layer
to a CNN-based neural network that generates word repre-
sentations based on byte sequences. We utilized a teacher-
student methodology and analyzed various loss functions to
fit the student’s network representation to the teacher’s rep-
resentation. Our results indicate that it is possible to align
byte-based embedding with the baseline word embedding
matrix, effectively converting a vocabulary-restricted model
into a vocabulary-free model while retaining its knowledge
significantly. Furthermore, we found that cosine-based met-
rics are more effective than Euclidean-based loss functions
for training the student network.

Our approach offers several contributions to the NLP field,
including a method for re-training transformer-based model
embedding layers and an evaluation of different loss func-
tions for alignment. Our findings have important implica-
tions for developing more adaptable and robust NLP models
that can handle various inputs, including those in forensic
applications. Future research could explore applying our
approach to other NLP tasks and investigating the potential
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BERT Baseline BytesCNN-small BytesCNN-big

Dataset Wikipedia | IMDB | Wikipedia | IMDB | Wikipedia | IMDB
Task: Masked Language Modeling

0.6226 0.5748
MSE 0.2666 0.2059 0.5876 0.5319
Cosine 0.5600 0.5022 0.5919 0.5356
AEC 0.5271 0.4692 0.5883 0.5374
MEC 0.3071 0.2504 0.5914 0.5376
TE 0.0939 0.0414 0.3005 0.1836
TA 0.5578 0.5002 0.5912 0.5350

Task: Next Sentence Prediction

0.9421 0.6570
MSE 0.6215 0.5267 0.9407 0.6474
Cosine 0.9364 0.6296 0.9397 0.6560
AEC 0.9369 0.6336 0.9416 0.6568
MEC 0.7102 0.5292 0.9412 0.6539
TE 0.5603 0.5129 0.6119 0.5390
TA 0.9372 0.6358 0.9397 0.6544

Table 2: Accuracy of BERT with a BytesCNN aligned embedding layer in two datasets on the MLM and NSP tasks.
Baseline performance included for reference. AEC, MEC, TE, and TA stand for additive Euclidean-cosine, multiplicative

Euclidean-cosine, triplet Euclidean, and triplet angular.

BytesCNN-small

MSE | Cosine | AEC | MEC TE TA
0.013 | 0.073 | 0.108 | 0.012 | 0.022 | 0.091
BytesCNN-big
MSE | Cosine | AEC | MEC TE TA
0.111 | 0.157 | 0.176 | 0.149 | 0.016 | 0.145

Table 3: List of p-values of several two-sample paired ¢-
tests. Each cell corresponds to the p-value of a t-test where
one sample is the baseline model and the other is the model
labeled in the corresponding column. The results in which
the null hypothesis cannot be rejected with a significance
level of at least 0.9 are highlighted in bold.

of byte-based representations for enhancing the forensic
capabilities of NLP models.
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A. Limitations

This investigation has several limitations that need to be ac-
knowledged. Firstly, although our method can theoretically
be applied to any transformer-based model, we only used a
BERT model as a baseline in our experiments. Additionally,
our evaluation only covers BERT’s pre-training tasks, and
we did not conduct a thorough hyperparameter study.

Secondly, our hypothesis regarding the distribution of em-
bedding vectors’ size in BERT’s vocabulary may not hold
for other language models. Therefore, the success of the
cosine-based model may only be applicable to BERT and
may not generalize to other models.

Furthermore, our approach appears to negatively impact the
generalization ability of transformer-based models in the
datasets and tests we conducted with statistical significance.
However, further research is necessary to draw definitive
conclusions in this regard.

Finally, our objective was to distill the embedding layer by
reducing the number of parameters. However, we found that
the best results were obtained using a larger model. While
our investigation shows promising results, it is important
to address these limitations and conduct further research to
extend the applicability of our method to other transformer-
based models.
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beddings, which were trained on a large corpus of text.
These biases may have ethical implications, and further
research is necessary to address these concerns. The re-
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