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ABSTRACT

Recently there has been a significant surge in multimodal learning in terms of
both image-to-text and text-to-image generation. However, the success is typically
limited to English, leaving other languages largely behind. Building a competitive
counterpart in other languages is highly challenging due to the low-resource nature
of non-English multimodal data (i.e., lack of large-scale, high-quality image-text
data). In this work, we propose MPM, an effective training paradigm for train-
ing large multimodal models in non-English languages. MPM demonstrates that
Multilingual language models can Pivot zero-shot Multimodal learning across
languages. Specifically, based on a strong multilingual large language model,
multimodal models pretrained on English-only image-text data can well gener-
alize to other languages in a (quasi)-zero-shot manner, even surpassing models
trained on image-text data in native languages. Taking Chinese as a practice of
MPM, we build large multimodal models VISCPM in image-to-text and text-to-
image generation, which achieve state-of-the-art (open-source) performance in
Chinese. To facilitate future research, we open-source codes and model weights at
https://github.com/OpenBMB/VisCPM.

1 INTRODUCTION

With the rapid advancement of powerful models such as GPT-4 (OpenAll [2023) and Stable Diffusion
(Rombach et al.l [2022) in their multimodal capabilities, large multimodal models have emerged
as the latest frontier in pursuing achieving Artificial General Intelligence (AGI). Generally, the
multimodal generative capabilities across images and text can be divided into two categories: (i)
In the field of image-to-text generation, prominent multimodal large language models like GPT-4
(OpenAlL [2023)), LLaVA (Liu et al., 2023a) and InstructBLIP (Dai et al., [2023)) exhibit remarkable
multimodal conversational and reasoning abilities based on images; (ii) In the field of text-to-image
generation, models such as Imagen (Saharia et al.| [2022)) and Stable Diffusion (Rombach et al.|
2022) excel in generating highly realistic and relevant images based on text prompts. These models
possess exceptional capabilities in processing images and text, profoundly reshaping the landscape of
multimodal Al in both academia and industry.

However, the success of large multimodal models has mainly been achieved within the English
community, while the multimodal capabilities in other non-English languages significantly trail
behind. Bridging this gap is challenging due to the extensive image-text pair data requirements for
training multimodal models. For instance, the pretraining of BLIP-2 (Li et al., [2023a) involves more
than 100M high-quality image-text pairs, while Stable Diffusion (Rombach et al.,2022)) utilizes more
than 2B pairs. As a result of the paucity of such multimodal data resources in non-English languages,
the progress of multimodal research in these languages remains hindered.

To address this challenge, we propose MPM, an effective training paradigm for large multimodal mod-
els in non-English languages. MPM utilizes the Multilingual language model to Pivot Multimodal
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Figure 1: Overview of the motivation and architecture of MPM and VISCPM.

learning across languages and considers English, which contains substantial multimodal data re-
sources, as a pivot between the visual signals and non-English languages which commonly lacking
in multimodal data. MPM draws inspiration from the Bilingual Dual-coding Theory (Paiviol 2014
Clark & Paiviol|1991) that argue that visual semantics are largely language-agnostic. Intuitively, as
portrayed in Fig. multilingual learners can effectively align the visual semantics with newly ac-
quired language based on established multimodal and multilingual alignment. Simulating the human
learning process, MPM also divides the non-English multimodal learning into two consecutive stages:
multilingual alignment and multimodal alignment. The former focuses on building a multilingual
model, while the latter culminates in a multimodal model spanning multiple languages.

Specifically, for multilingual alignment, MPM harnesses a pretrained multilingual large language
model (LLM) as the backbone language model, which can provide aligned representations for
different languages. Next, for the multimodal alignment, MPM trains the visual modules based on
the multilingual model exclusively on English image-text pairs to align English and visual semantics.
Similar to how humans learn, using the multilingual model as a pivot point, the resultant multimodal
model naturally acquires zero-shot multimodal capability in other non-English languages.

Taking Chinese as a practical instance for MPM, we develop Chinese large multimodal models
named VISCPM based on English-Chinese bilingual large language model CPM-Bee (Zhang et al.|
2021). Notably, pretraining exclusively on English image-text pairs, the zero-shot performance of
VISCPM in Chinese still surpasses that of existing Chinese multimodal models trained on image-text
pairs in native Chinese. The promising performance of MPM in Chinese sheds light on its potential
application in broader languages. Following the same training process, we further extend MPM to
develop a multilingual multimodal conversation model supporting six languages based on the LLaMA
(Touvron et al.| |2023)), including English, German, French, Spanish, Italian, and Portuguese.

In summary, the contributions of this paper are as follows: (i) We propose MPM, an effective training
paradigm specifically designed for non-English languages lacking multimodal resources. Researchers
worldwide can utilize MPM to rapidly adapt advanced multimodal learning methods from English to
their respective languages. (ii) We develop a series of Chinese large multimodal models VISCPM
as a practical application of MPM, which achieves state-of-the-art performance among open-source
Chinese multimodal models. (iii) We open-source the model weights of VISCPM and provide
experimental details, serving as a valuable reference for other researchers. (iv) We validate the
generalization capability of VISCPM in diverse languages and develop the multilingual multimodal
conversation model across six languages.

2 RELATED WORK

Image-to-text Models. Traditional image-to-text generation models mainly focus on the task of
image caption and visual question answering (Yuan et al., [2021; |Yu et al.,|2022a; [Wang et al.| [2022b)).
Recently, the mainstream of image-to-text has turned to multimodal LLM, focusing on rendering
LLM capable of multimodal interaction with users. These models connect the visual module and
LLM with perceivers, such as BLIP-2 (L1 et al., 2023a) and InstructBLIP (Dai et al.,|2023)) or linear
projectors such as LLaVA (Liu et al.|2023a) and PandaGPT (Su et al., 2023)). VPGTrans (Zhang
et al.,|2023)) explores the transferability of visual modules across LLM. Meanwhile, many efforts
have been dedicated to building multimodal instruction following datasets. LLaVA (Liu et al.|[2023a)



Published as a conference paper at ICLR 2024

and MiniGPT-4 (Zhu et al.| [2023) build visual content-related dialog by transferring image captions
into conversation data using GPT-4. InstructBLIP (Dai et al., [2023) and M3IT (Li et al., [2023D)
incorporate downstream vision-language datasets to construct instruction data. LLaVA-RLHF (Sun
et al.| 2023) and RLHF-v (Yu et al.,|2023b)) propose multimodal RLHF for trustworthy behavior.

Text-to-image Models. In the early stages of text-to-image model development, generative adversarial
networks (Zhu et al., 2019; L1 et al., 2019) and auto-regressive generation (Esser et al., 2021)
are popularly chosen architectures for text-to-image synthesis models (Li et al), 2019). More
recently, large-scale diffusion-based text-to-image models such as DALLE-2 (Ramesh et al.,|2022)),
Imagen (Saharia et al.|, [2022), and Stable Diffusion (Rombach et al.,2022) have taken center stage,
demonstrating exceptional generative capabilities.

Multilingual Multimodal Models. The extension of multimodal models to include more languages
has become a key research focus over the past few years. Researchers have made efforts to extend the
powerful image-text model CLIP (Radford et al.,2021)) to handle more languages using techniques of
knowledge distillation (Carlsson et al., 2022} [Hu et al., 2023) or contrastive learning (Bianchi et al.,
2021 |Chen et al.| [2023)). Other studies have aimed to create a universal framework for multilingual
vision-language pertaining and simultaneously achieve multilingual and multimodel alignment (N1
et al., 2021} [Zhou et al.| [2021; Zeng et al., [2023)). In the era of LLMs, PaLlI (Chen et al., [2022)
develops a 17B multilingual language-image model based on 10B image-text pairs spanning 100
languages. Ying-VLM (Li et al.,2023b)) shows that instruction tuning in English can generalize to
other languages. MultiFusion (Bellagente et al., | 2023)) discover that the multilingual language model
can help cross-lingual transfer in text-to-image generation. In comparison, this work provides a
more systematical formulation for training multilingual multimodal models and demonstrates that the
zero-shot transfer performance of these models can surpass that of models trained on native-language
multimodal data.

3  MPM TRAINING PARADIGM

In this section, we first present the formulation of multilingual multimodal learning and provide an
overview of the training procedure of MPM. Following this, we detail the specific training procedures
of MPM for both image-to-text and text-to-image generation.

3.1 PROBLEM FORMULATION AND OVERVIEW

Multimodal learning can be formulated as modeling the relationship between images, denoted as =,
and text, denoted as y, in a target language ;. In this context, the image-to-text generation, which
can be roughly summarized as generating description for input images, is to learn the conditional
distribution pg(y't|r) parameterized by 6; the text-to- 1mage generation, which is to synthesize
relevant images given input text prompts, is to learn p¢(x|y ) parameterized by ¢.

In the vanllla settlng, these conditional distributions are typically trained using image-text pairs
Dy = {(as, yl )}V | in the target language I; (Radford et al., 2021} Yang et al., 2022). However,
high-quality image-text pairs are extremely scarce in most 1anguages To mitigate the dependency on
native image- text pairs, we introduce the pivot language [,,, which contains abundant multimodal pairs

D, = {(xi, yl ?)}M |, where M > N. Imitating the human learning mechanism that can naturally
align visual concepts with various learned languages, MPM aims to transfer visual concepts learned
in the pivot language to the target language.

MPM divides the multimodal learning process in target language [; into two consecutive stages:
multilingual alignment and multimodal alignment. For the multilingual alignment, MPM aims to
establish the cross-lingual alignment for [; and [,,. This is achieved by directly leveraging a pretrained
multilingual LLM, denoted as f,,, which can provide close hidden representations for text pair 3"
and y'» with similar semantics, i.e., f,(y'*) ~ f,(y'»). For the multimodal alignment, MPM utilize
the sufficient multimodal resource D,, in the pivot language and optimize the image-to-text objective
po(y'»|z) and text-to-image objective p, (x|y'»). In the following sections, we introduce the training
process of multimodal alignment stage. It’s worth noting that MPM is agnostic to the specific model
architecture and training method, which enables us to flexibly utilize existing highly effective model
architectures and training techniques in each task.
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3.2 IMAGE-TO-TEXT GENERATION

In image-to-text generation, we incorporate an image encoder module h¢ parameterized by & to pro-
vide visual feature z = h¢(x). These visual features z are then concatenated with the text embedding
as input into the multilingual LLM. Following recent work to train multimodal conversation models
(Zhu et al.} 2023} |L1u et al., |2023a), MPM’s training process for image-to-text generation consists of
two sub-stages: Multimodal Pretraining and Instruction Tuning.

Multimodal Pretraining. In this sub-stage, we pretrain the visual module to align it with LLM on a
large scale of image-text pairs using the language modeling objective:

M
!
Li(po, Dp) = — > log ps(y;” |he(x:)). $))
i=1
Here, we fix the parameters of LLM (§ = {¢{}) to prevent the powerful capabilities of LLM from
being influenced by short texts in the image-text pairs.

Instruction Tuning. To enhance models’ capabilities in following human instructions, we conduct
instruction tuning on elaborately curated multimodal instruction tuning datasets built by blending the
existing multimodal instruction tuning datasets in the pivot language and their translated version in the
target language. We denote this multilingual instruction tuning datasets as D; = {2&, Y. 1, ¥l x Vo1,

where yé is the instructions and 7/, is the response in certain language /. Both the visual module and
multilingual LLM are fine-tuned, i.e., § = {¢, o}, by maximizing the probability of the response:
s
Lao(ps, D) = — > _logpo(yl xlhe(xr), fo (Whr))- @)
k=1

Interestingly, we find a quasi-zero-shot transfer capability of multilingual multimodal models in this
scenario. If excluding the translated variant in the target language and solely performing instruction
tuning using the pivot language, when given an image x and a question or an instruction yf; in
the target language, the resultant model responds accurately though mostly in the pivot language.
This can be attributed to the close resemblance between the hidden representation of instructions in

two languages provided by the multilingual LLM, i.e., f, (qu"”) ~ fg(yét ). Consequently, we have

po(yr |he(x), f[,(yff)) ~ po(ylr |he(x), fo(yk)). Since both the pretraining and instruction tuning
stages employ text components solely in the pivot language, the LLM can understand the question in
the target language but cannot calibrate the response in the same language.

To stimulate the model to respond in the target language, MPM incorporates a small number of
translated pairs in the target language during instruction tuning. In this way, MPM simultaneously
improves the model’s instruction-following capability and calibrates the response language, ultimately
realizing a multimodal chatbot in the target language.

3.3 TEXT-TO-IMAGE GENERATION

In the text-to-image generation, we adopt a similar architecture with Stable Diffusion (Rombach
et al.| [2022). It incorporates a denoising network gs with a UNet architecture (Ronneberger et al.,
2015) parameterized by § as an image decoder to generate images given the input prompt. The LLM
fo and image decoder g5 are interconnected with cross-attention mechanism (Vaswani et al.,[2017).

Diffusion models (Ho et al.,|2020; |Song et al.,|2020) involve learning an iterative process of denoising
a Gaussian noise into data distribution. The denoise network is optimized to remove the noise of
noised image x,, conditioned on the hidden states of text input provided by the LLM. The training
objective is defined as follows:

£(p¢’Dp) = Em,yli’,s,rmg(;(xt? fU(ylp)7T) - 8”3]7 (3)

In this stage, ¢ = {J}, i.e., the image decoder is trained to align with frozen LLM. In this way,
when input with the unseen prompt in the target language %'¢, the multilingual LLM f, can in-
herently provide a representation f, (') close to the seen representation f,(y'») of the pivot
language prompt with similar semantics. Therefore, the capability of text-to-image in the target
language can be seamlessly transferred from the pivot language in a zero-shot fashion, illustrated as

95(xr, fo(y'*),7) = gs(xr, fo(y'?), 7).
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4 VISCPM

As a practice of MPM, we develop a series of large-scale Chinese multimodal models called VISCPM.
We use Chinese as the target language and English as the pivot language. The Chinese-English
bilingual language model CPM-Bee (Zhang et al., 2021) serves as the backbone multilingual LLM.
We have two variations of the model: VISCPM-Chat for image-to-text multimodal conversation
and VISCPM-Paint for text-to-image synthesis. In the following sections, we begin by providing an
overview of existing multimodal datasets in Chinese and then introduce the training procedure of
VisCPM-Chat and VisSCPM-Paint.

4.1 ARE CHINESE MULTIMODAL DATASETS ENOUGH TO TRAIN A MULTIMODAL MODEL?

The largest publicly available multimodal

dataset of native Chinese is Wukong (Gu et al.| s Histogram of CLIP Score
2022]), consisting of 100M image-text pair pairs.
However, by visualizing the CLIP score com- ¢
puted with Chinese-CLIP (Yang et al.} 2022), as
shown in Fig. 2] and manually inspecting, as
introduced in Appendix[G} we discover that only
a minor fraction of image-text pairs in Wukong
possess semantically matched content. The poor
quality of the dataset escalates existing data re-
source shortfalls. A straightforward method to
enhance the count of Chinese image-text pairs is

to translate the English image-text pairs into Chi- o ons PRV 0 oms om -
nese, which has been utilized in previous work CLIP Score

(Wang et al., |2022a; |Qiu et al.l [2022). How-
ever, translation requires an external machine
translation model, and translating a large-scale
dataset used in pretraining consumes substantial
computing resources. Also, as discussed in Sec.
[5.3] we practically find that incorporating translated image-text only has marginal improvement
on the performance when using powerful multimodal LLM as backbone language model, which
already possesses strong cross-lingual generalization capability. Based on this analysis, we argue that
effectively utilizing the existing English data to achieve knowledge transfer in multimodal alignment
is the key to developing a powerful Chinese large multimodal model.

w

Frequency

Figure 2: The histogram of CLIP score of 100M
Chinese image-text pairs from Wukong dataset.
We set 0.18 as a moderate filtering threshold.

4.2 63 VISCPM-CHAT

VISCPM-Chat is a Chinese-English bilingual multimodal chatbot capable of responding to users’
instructions based on the input image. VISCPM-Chat utilizes the Muffin architecture (Yu et al.|
2023a) as the image encoder. Specifically, Muffin directly leverages a pretrained vision-language
model BEiT-3 (Wang et al.| 2023) as an inherent bridge module between vision and language. In the
multimodal pretraining stage, the visual module is trained on 100M image-text pairs to align with
the frozen LLM for 180K steps. In the instruction tuning sub-stage, we utilize bilingual versions of
LLaVA 150K (Liu et al., 2023a) and UniMM-Chat (Yu et al.,2023a)), and the English part of M3IT
(L1 et al.,|2023b)) to fine-tune the image encoder and LLM for 80K steps. The details of these datasets
are presented in Appendix[B.2] Due to the quasi-zero-shot phenomenon in Chinese introduced in Sec.
[3.2] we incorporate certain Chinese data by translating LLaVA 150K and UniMM-Chat into Chinese
using machine translationp_-]

To demonstrate the effect of Chinese image-text pairs, we also train an additional version of VISCPM-
Chat, which adds additional Chinese image-text pairs during pretraining, including 20M native
Chinese image-text pairs filtered from 100M Wukong (Gu et al., 2022) and 20M Zero-Chinese (Xie
et al.l2022) dataset based on a CLIP score threshold greater than 0.18, and 136M image-text pairs
translated from Laion-COCO dataset. We name this model as VISCPM-Chat+.

'We employ CPM-Bee for machine translation. CPM-Bee can obtain 41.6 BLEU score on WMT 2017 test
set (Bojar et al.,2017). Except for special instructions, all translation processes in this work are carried out using
the CPM-Bee model.
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Table 1: Experimental results on LLaVA Test Set accessed by GPT-4. Con: Conversation, DD: De-
tailed Description, CR: Complex Reasoning, AVG: the average score of three tasks. The best/second
best results are marked in bold and underlined, respectively.

LLM English Chinese
Model
Backbone Con DD CR | AVG | Con DD CR | AVG
English MiniGPT-4 (Zhu et al.|{[2023) Vicuna-13B 65.0 673 76.6 | 69.7
Model InstructBLIP (Dai et al.|[2023) Vicuna-13B 819 68.0 91.2 | 80.5
LLaVA (Liu et al.|[2023a) Vicuna-13B 89.5 704 96.2 | 85.6
mPLUG-OwI (Ye et al.|[2023) BLOOMZ-7B 64.6 477 80.1 | 642 | 763 612 77.8 | 72.0
En-7h VisualGLM (Du et al.{[2022) ChatGLM-6B 624 63.0 80.6 | 68.7 | 76.6 87.8 83.6 | 82.7
Bilingual Ziya-Visual (Wang et al.|[2022a) | Ziya-LLaMA-13B | 82.7 69.9 92.1 | 81.7 | 850 74.7 824 | 80.8
Model Qwen-VL-Chat (Bai et al.|[2023) Qwen-7B 824 769 919 | 83.8 | 823 934 895 | 88.2
VisCPM-Chat CPM-Bee-10B 81.4 692 93.1 | 814 | 90.0 874 95.0 | 909
VisCPM-Chat+ CPM-Bee-10B 80.1 67.1 97.1 | 81.5 | 91.3 90.7 954 | 92.5

4.3 VISCPM-PAINT

VIiSCPM-Paint is a text-to-image synthesis model that can accept prompts in both Chinese and
English. VISCPM-Paint employs the UNet in Stable Diffusion (Rombach et al., [2022) as the image
decoder. To maintain the generative capability of UNet, the training process only involves the
cross-attention layer of UNet and the linear transblock between the multilingual LLM and UNet.
We optimize these parameters using an extensive dataset of English image-text pairs Laion-2B
(Schuhmann et al.| 2022) for 300K steps.

Similar to VISCPM-Chat+, we train an additional version of VISCPM-Paint, which is fine-tuned on
Chinese image-text pairs. The component of these pairs are identical to that VISCPM-Chat+ uses.
We name this model as VISCPM-Paint+.

5 EXPERIMENTS

5.1 EVALUATION OF VISCPM-CHAT

5.1.1 EVALUATION SETTING

Baselines. We compare VISCPM-Chat with existing multimodal conversation models, which include
the English-only models: MiniGPT-4 (Zhu et al.| 2023)), InstructBLIP (Dai et al., 2023), and LLaVA
(Liu et al.| [2023a)), as well as Chinese-English bilingual models: mPLUG-Owl (Ye et al.| [2023)),
Visual GLM (Du et al.| [2022), Ziya-Visual (Wang et al.,[2022a), and Qwen-VL-Chat (Bai et al.| 2023).
All of these Chinese-English models have performed large-scale training on both Chinese and English
multimodal datasets. More details of baselines are presented in Appendix [C|

Evaluation Benchmark. We assess the multimodal conversational abilities of the VISCPM-Chat in
both English and Chinese on the LLaVA Test Set (Liu et al.,|2023a) and UniMM-Bench (Yu et al.,
20234). We use CPM-Bee to translate them into Chinese and manually check the translation results.
Specifically, LLaVA comprehensively evaluates the model’s multimodal conversation capability
from “conversation”, “detailed description”, and “complex reasoning”. UniMM-Bench, drawn
from commonly used visual question-answering datasets—including OKVQA (Marino et al.,2019),
AOKVQA (Schwenk et al., 2022)), GQA (Hudson & Manning, 2019), and VQAV2 (Antol et al.,
2015)—is designed particularly for evaluating multimodal conversation models on the abilities
associated with reasoning, commonsense, and world knowledge. Considering that multimodal
conversation models commonly generate responses with complete sentences to answer the question,
traditional string-matching-based metrics, such as VQAScore (Antol et al.| 2015), are not suitable in
this context. Therefore, for the LLaVA Test Set and UniMM-Bench, we follow [Liu et al.| (2023a)); |Yu
et al.[(2023a) and employ GPT—4E] to rate the model-generated responses and the reference answers.
Further details of the LLaVA Test Set and UniMM-Bench are presented in Appendix [D.3]

2Speciﬁcally, we use the GPT-4-0314 version to evaluate the responses.
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Table 2: Evaluation of bilingual multimodal models on Table 3: Results of extension to
UniMM-Bench in Chinese. See results in English at Table@ more languages based on Vicuna.

Model | OKVQA AOKVQA GQA VQAV2 | AVG Lang | Con DD CR | AVG
mPLUG-Owl 52.8 55.8 60.8 56.7 56.5 en 87.6 768 101.0 | 88.6
VisualGLM 53.7 57.5 64.8 625 | 59.6 de 90.8 808 93.6 | 887
Ziya-Visual 592 58.1 619 591 | 59.6 Ir g;-? %-2 19(;‘263 gg-g
es . . . .
Qwen-VL-Chat | 585 58.5 706 720 | 64.9 o e1s 795 933 | 859
VisCPM-Chat |  62.8 64.9 683 718 | 67.0 pt 813 816 924 | 85.1

5.1.2 EXPERIMENTAL RESULTS

Quantitative Results. The evaluation results on the LLaVA Test Set and UniMM-Bench are presented
in Tableﬂ] and Table E} In Chinese, ViISCPM-Chat achieves remarkable results and outperforms all
baseline models on both benchmarks. It is worth noting that, unlike VisualGLM and Qwen-VL-Chat,
which leverage a substantial number of Chinese image-text pairs during pretraining, VISCPM-
Chat does not incorporate any Chinese multimodal data in its pretraining process. Despite this,
V1sCPM-Chat still presents superior performance on conversational abilities, commonsense, and
world knowledge. Such results strongly demonstrate the effectiveness of MPM in transferring visual
knowledge from English to Chinese. In English, the performance of ViISCPM-Chat exceeds that of
mPLUG-OwI, VisualGLM, InstructBLIP, and MiniGPT-4, and is roughly on par with Ziya-Visual
and Qwen-VL-Chat while remaining comparable to the strong baseline LLaVA.

Case Study. In addition to acquiring broad world
knowledge and commonsense, MPM training also
implicitly stimulated VISCPM-Chat’s competency
in transferring knowledge unique to Chinese culture.
For example, as shown in Fig. E], For instance, as

o
illustrated in Fig. ] ViISCPM-Chat is capable of : . : %
relating the Chinese classical poems present in Su e oss o et o St poers?) | £
Shi’s "Water Melody" according to the full moon and TGRS, ARBEBEEAS |, 5T S0 ER AN

oye o . . R, XEIEH—FREMM TN TR, ILAEHEESNF:
pavilion. Although this image-text pair deeply related “RAJUS? R, FRALEE, S5REE?
In this photo, the moon hangs high in the sky, illuminating the ancient

to Chinese culture is not included in the training data, | gy Susoenan SIE T2 2o Sl e,
VISCPM-Chat SUCCCSSfUHy navigates such a non- | | Asktneblue skyforwine. | don' know the palace in the sky. What year is i)
trivial knowledge transfer through MPM training. For ) )

a more detailed analysis of cases involving VisCPM- Figure 3: Multimodal conversation cases of
Chat, please refer to Appendix [B-3] VISCPM-Chat in Chinese.

5.1.3 GENERALIZATION TO MORE LANGUAGES

The remarkable results of VISCPM-Chat on Chinese of MPM illuminate the potential broader
application to a more diverse set of languages. Specifically, we leverage the multilingual LLM
LLaMA (Touvron et al.l [2023) as the LLM backbone and consider German, French, Spanish,
Portuguese, and Italian as target languages. Following the same training procedure as in VISCPM-
Chat, we develop a multilingual multimodal chatbot proficiently supporting six languages. We
begin by pretraining the visual encoder with LLaMA to achieve visual feature alignment in English
image-text pairs. Next, we employ M2M-100 (Fan et al.,|2021)) to translate the instruction training
set of LLaVA into five target languages. The original English instruction training set and the five
translated sets are merged and shuffled, then used for fine-tuning the visual module and LLM.

Table 3| presents the evaluation results for English and five target languages on LLaVA Testset. See the
results on IGLUE benchmark (Bugliarello et al.,[2022) in Appendix [D.3] Notably, for the relatively
popular languages, such as German, French, and Spanish, the average scores exceed 88. Additionally,
for Italian and Portuguese, the average scores are above 85. These results are highly encouraging as
they demonstrate the chatbot’s coherent and accurate responses to visual-related questions in all six
languages, even though the five target languages are simply blended during instruction tuning. The
results in these languages validate the generalization and robustness of MPM in building powerful
multimodal models in diverse linguistic contexts.
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Table 4: Zero-shot FID on MSCOCO dataset. 35
= 45
. 5/5
FID, 40
Model En Ch
GLIDE (Nichol et_al.] 2022) 12.2 g 30
Make-A-Scene (Gafni et al.|[2022 11.8 - 5
DALL-E-2 (Ramesh et al.|2022] 104 | - *20
UniDiffuser (Bao et al.|[2023 9.7 -
CogView?2 (Ding et al.|[2022 - 24.0 10
Stable Diffusion (Rombach et al.] 2022‘ 8.6 -
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5.2 EVALUATION OF VISCPM-PAINT

5.2.1 EVALUATION SETTING

We compare ViISCPM-Paint with several strong text-to-image model, which including English-only

models: GLIDE 2022), Make-A-Scene 2022), DALL-E-2
2022)), UniDiffuser (Bao et al.}[2023), and Chinese or Chinese-English bilingual text-to-image models:

CogView2 (Ding et al., [2022), AltDiffusion (Chen et al.|, [2023) and TaiyiDiffusion (Wang et al.|
. We mainly compare VISCPM-Paint with AltDiffusion (Chen et al.,[2023) and TaiyiDiffusion

(Wang et al.| 2022a). More details of baselines are presented in Appendix [C|

5.2.2 AUTOMATIC EVALUATION

For the text-to-image tasks, we assess the zero-shot Frechet Inception Distance (FID) (Heusel et al|
2017) and the CLIP score (Ramesh et al., 2021) using the MSCOCO validation set (Lin et al.
2014). We sample 30K prompts from MSCOCO, and for the Chinese evaluations, the text prompts
are translated from the original English captions. We maintain the same sampling configuration
for VISCPM-Paint, AltDiffusion, and TaiyiDiffusion and grid search the optimal FID across eight
separate classifier guidance scales.

We present the zero-shot FID on MSCOCO validation in Table ] In Chinese, VISCPM-Paint
achieves the best FID performance. By solely training on English image-text pairs, VISCPM-Paint
displays a significant advantage over AltDiffusion (Chen et all, [2023)) and TaiyiDiffusion
2022a)). In English, the performance of VISCPM-Paint is comparable to existing powerful
text-to-image models, such as Stable Diffuson (Rombach et al},[2022)) and UniDiffuser (Bao et al.,
[2023)). See more analysis of fidelity and alignment trade-offs in Appendix [E-2]

5.2.3 HUMAN EVALUATION

Following previous work (Yu et all, 2022b} [Chang et al.} [2023)), we perform a human evaluation
to have a more comprehensive understanding of model performance. Due to the lack of human
evaluation benchmarks in Chinese, we create a Chinese text-to-image human evaluation benchmark,
named Chinese Drawbench. Chinese Drawbench consists of 174 prompts and evaluates text-to-
image models’ proficiency across different aspects. We conduct a human evaluation involving
ViSCPM-Paint, AltDiffusion 2023)), and TaiyiDiffusion (Wang et al., 2022a)) on Chinese
Drawbench. We ask five independent annotators to judge the best image generated by three models
for each prompt. Their evaluation criteria included Overall, Alignment, and Fidelity. More details of
human evaluation and Chinese Drawbench are provided in Appendix [E.3]

Figure ] presents the human evaluation results. The figure shows the preference shares of 5 evaluators
for each generated image with different marginals over consensuses in three aspects. Notably,
VisCPM-Paint receives the strongest preference across all three evaluation aspects. In each aspect,
more than 40 percent of images generated by VISCPM-Paint are the favored choice. Impressively, in
the more objective metrics of Overall and Alignment, VISCPM-Paint earns more than 20 percent 5/5
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Table 5: Performance in Chinese with different combinations of dataset languages in each training
stage. IT means instruction tuning.

(a) Image-to-text: Evaluation results on LLaVA Test Set. (b) Text-to-image: zero-shot FID on MSCOCO.

D, P L, P
atd.set anguage Con DD CR | AVG Dataset Language FID,
Pretrain IT Pretrain Finetune
Native Chinese Chinese | 824 81.8 91.7 | 855 Native 15.1
English Chinese | 84.0 83.6 91.2 | 863 Chinese ‘
English Bilingual | 854 814 96.6 | 88.0 English - 10.9
English+ Bilingual | 89.1 823 914 | 87.8 English | Native Chinese w/o Filter | 12.8
Native Chinese - . .
English+ English N a.tlve Cl.nnese 10.7
Native Chinese+ | Bilingual | 90.3 814 92.1 | 88.2 Enelish Native Chinese + 9.6
Translated Chinese & Translated Chinese :

preference. These results strongly demonstrate the superior quality of VISCPM-Paint’s generated
images compared to the two baseline models.

5.3 ABLATION STUDY

We conduct the ablation study of dataset languages to investigate the impact of varied dataset language
combinations on multimodal models’ performance in image-to-text and text-to-image tasks. For better
efficiency, we only use LLaVA 150K for instruction tuning in the image-to-text task. The detailed
configurations of each experiment are reported in Appendix [F] Based on the results presented in Table
[5a) and Table [5b] We have the following observations: (i) Relying solely on a native Chinese dataset
is insufficient for achieving good performance in both image-to-text and text-to-image tasks. Models
trained exclusively on native Chinese datasets yield worse scores, with the image-to-text obtaining an
85.5 average score and the text-to-image model attaining a 15.1 FID. (ii) English data plays a crucial
role in improving the chat capability of the model in Chinese during the instruction tuning stage.
When the image-to-text model is pretrained on a large dataset of English but then fine-tuned using
the monolingual Chinese instruction tuning dataset, its average performance experiences a decline
from 88.0 to 86.3 compared to the model utilizing the bilingual instruction tuning dataset. (iii) The
filtering process applied to the native dataset is essential for the Chinese performance. In the text-
to-image task, after pretraining on English data and then fine-tuning with unfiltered native Chinese
multimodal pairs, the FID worsens from 10.9 in the zero-shot scenario to 12.8. (iv) Incorporating the
native Chinese dataset and translated Chinese dataset yields a marginal improvement in the model
performance. Specifically, adding native Chinese data into the pretraining stage of the image-to-text
model or fine-tuning stage of the text-to-image model only results in a 0.2 variation of metrics,
while further mixing translated datasets improves the FID from 10.7 to 9.6. The improvement from
VISCPM-Chat to VISCPM-Chat+, shown in Table[T} also confirms the same results. We present a
more systematic exploration of the influence on the response language accuracy and content quality
with different percentages of the Chinese instruction tuning datasets in Appendix [D.4]

6 CONCLUSION

In this work, we introduce MPM, an innovative training paradigm designed for effectively training
large multimodal models in non-English languages. By utilizing a multilingual LLM as a pivotal
intermediary between vision signals and target languages, MPM facilitates the efficient transfer of
multimodal alignment knowledge across different languages. Based on MPM, we develop a series
of open-sourced Chinese large multimodal models VISCPM, which show remarkable capability in
Chinese image-to-text and text-to-image tasks. Our experimental results demonstrate that by solely
relying on English multimodal data, VISCPM can achieve the SOTA performance among Chinese
open-sourced multimodal models. We further scale the scope of language by constructing a versatile
multimodal chatbot that supports six distinct languages. We believe that the effectiveness of MPM
will contribute to the development of large multimodal models worldwide, thereby fostering the
development of sophisticated multimodal models across various languages and cultures.
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APPENDIX

A CONTRIBUTIONS

The authors’ contributions can be outlined as follows:

In the preparation of the project, Jinyi Hu and Yuan Yao design the model architecture. Xu Han,
Yankai Lin, Jiao Xue, Dahai Li, Zhiyuan Liu, and Maosong Sun offer invaluable guidance in refining
the model’s architecture. Shan Wang, Chongyi Wang, and Jinyi Hu take charge of collecting and
processing the extensive multimodal dataset required for pretraining. Additionally, Hanghao Wu, Yue
Zhao, Haoye Zhang, and Yuan Yao collaborate on constructing the instruction tuning data. Jinyi Hu,
Chongyi Wang, Tianyu Yu, Qianyu Chen, and Shan Wang jointly implement the training codebase.

In model training, Chongyi Wang, Tianyu Yu, and Yinxu Pan babysit the VISCPM-Chat training;
Jinyi Hu, Shan Wang and Qianyu Chen take care of the VISCPM-Paint training.

In model evaluation, Jinyi Hu and Yuan Yao design the evaluation framework. Chongyi Wang and
Tianyu Yu evaluate VISCPM-Chat; Jinyi Hu and Shan Wang execute the automatic evaluation of
ViSCPM-Paint and organize the human evaluation of VISCPM-Paint.

In paper writing, Jinyi Hu and Yuan Yao write the main paper; Yankai Lin, Zhiyuan Liu, and Maosong
Sun provide suggestions to polish the writing.

For public usability, Jinyi Hu, Yinxu Pan, Chongyi Wang, Shan Wang, and Yuan Yao promote the
open-source of VISCPM; Yinxu Pan develops the online demo and API of VISCPM; Chongyi Wang
and Yinxu Pan implement the low-resource inference of VISCPM.

Throughout the project, Xu Han, Yankai Lin, Jiao Xue, Dahai Li, Zhiyuan Liu, and Maosong Sun
provide invaluable technical guidance and advice.

B DATASET

B.1 PRETRAINING DATASET

COCO (Lin et al.} 2014): The COCO dataset is a meticulously compiled image caption dataset that
encompasses everyday scenes with common objects. It includes a training set of 118,287 images,
each complemented by five unique captions. For each pass through the dataset, we randomly select
one caption, resulting in 591,435 image-text pairs, five times the total number of images.

Visual Genome (Krishna et al., 2017 Visual Genome stands as a meticulously labeled image dataset,
enriched with detailed annotations for objects. Our employed training set features approximately
100K images, each accompanied by an average of 8 unique captions.

CC3M (Sharma et al., |2018) Also known as Conceptual Captions, the CC3M dataset contains
approximately 3.3M image-text pairs. CC3M is collected from the web and carefully processed to
achieve the cleanliness and informativeness of captions. Due to some broken image links, the final
successfully downloaded dataset contains approximately 2.8M pairs.

CC12M (Changpinyo et al., 2021)) The CC12M dataset is an extension of the CC3M (Sharma et al.,
2018)), hosting nearly 12M image-text pairs. A more relaxed collection pipeline was used for its
creation. After downloading, our dataset comprises approximately 6M pairs.

Laion2B (Schuhmann et al.,2022) Laion-2B is a massive dataset populated with image data sourced
from publicly accessible areas of the internet. Our successful download yielded a vast collection of
around 1.3B images.

Laion-COCO (Christoph et al., [2022)) Laion-COCO is a subset of the Laion-2B dataset which
includes 600M image entries. These images have been captioned using the BLIP (Li et al.| [2022) to
generate high-quality descriptions mimicking the MS COCO style.

Wukong (Gu et al.| 2022) Wukong is a 100M image-text pair in Chinese, where the images are
filtered according to the image size, and the text is filtered according to its language, length, and
frequency.

16



Published as a conference paper at ICLR 2024

Table 6: Evaluation of bilingual multimodal chat models on UniMM-Bench in English.

Model | OKVQA AOKVQA GQA VQAV2 | AVG
mPLUG-Owl 66.7 62.5 63.0 660 | 64.6
VisualGLM 57.6 62.8 581 639 | 60.6
Ziya-Visual 66.1 68.7 674 613 | 674
Qwen-VL-Chat | 714 71.9 68.6 779 | 74.0
VISCPM-Chat |  65.4 75.5 715 766 | 723

Table 7: Summary of multimodal chat models’ architecture, parameters, and training data. Here, the
size of mPlug-Owl’s training data and the proportion of Chinese and English in the Ziya-Visual’s
training data are reported in their model cards.

Model | Visual Module LLM | Training Data
mPlug-Owl ViT-L/14 (0.3B) BLOOMZ-7B -

Visual GLM Q-Former (1.6B) ChatGLM-6B English: 300M; Chinese 30M
Ziya-Visual Q-Former (1.1B) Ziya-LLaMA-13B-vl 20M
Qwen-VL-Chat | ViT-bigG (1.9B) Qwen-7B English: 1.1B; Chinese: 300M
VisCPM-Chat Muffin (0.7B) CPM-Bee-10B English: 140M; Chinese: 1M

Zero (Xie et al., [2022) Sourced from a search engine, the Zero dataset comprises 20M images
and corresponding textual descriptions, selected from a pool of 5B image-text pairs based on user
click-through rate.

B.2 INSTRUCTION TUNING DATASET

LLaVA-Instruct-150K (Liu et al., 2023a) LLaVA-Instruct-150K is a set of multimodal instruction-
following data generated by GPT4. In its creation, image captions and corresponding bounding
boxes are harnessed to encode images into textual sequences for the text-only GPT4 model. LLaVA-
Instruct-150K divides the dataset into three types: Conversation, Detailed Description, and Complex
Reasoning. For each type, manually designed examples are incorporated into prompts for in-context
learning of GPT4.

M3IT (Li et al, 2023b) The M?IT dataset is a collection of large-scale multimodal instruction tuning
datasets curated by leveraging downstream datasets covering diverse vision-language tasks, including
captioning, reasoning, and visual question-answering. The datasets have been reformulated into a
unified image-text schema. Certain constructed instances, derived from key datasets, are translated
into a total of 100 languages. It is important to note that we do not proceed with additional translations
for non-Chinese portions of the dataset. It’s worth noting that we do not proceed with additional
translations for non-Chinese portions of the dataset.

UniMM-Chat (Yu et al.} 2023a) UniMM-Chat is a bespoke knowledge-intensive multimodal conver-
sational dataset. UniMM-Chat utilizes images from the MSCOCO (Lin et al.,2014) and associated
labeled datasets as the foundation for data generation. The related datasets include VQAv2 (Antol
et al., 2015), Visual Dialogue (Das et al., 2017), OKVQA (Marino et al.| [2019), and AOKVQA
(Schwenk et al., 2022)). The initial step involves merging the annotation information across different
datasets for the same image, including pairs of questions and answers, dialogues, rationale informa-
tion, and image captions. The varied text annotations provide a diversified view of the image content,
enabling the comprehensive interpretation of the image by ChatGPT.

Table 8: Summary of text-to-image models’ architecture and training data.

Model \ Visual Module Text Encoder \ Training Data
AltDiffusion UNet AltCLIP -
TaiyiDiffusion UNet Taiyi-CLIP-RoBERTa | English: 0; Chinese: 20M
VIisCPM-Paint UNet CPM-Bee English: 1.3B; Chinese: 0
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Table 9: Desription and examples of different categories in Chinese Drawbench

Category Description Example
Relation Ability to generate objects with specific interaction HEFEREE FE— MBS
relationship between them (A hat hanging on a hanger.)
iti ili i ; ; —AEFLEHAERENENEENER"

Compositional Ability to multiply kinds of objects (There are yellow pears and purple apples on a plate.)
Attribute Ability to accurately generate objects with given T B R IR AR

attributes, such as size, color, and action. (A blue velvet evening gown.)
Counterintuitive Ability to generate unusual scene against common BRI AT R A

sense (Li Bai flies a spaceship in a space suit.)

Rare Word Ability to understand rare expression EaLH—ga=

(A gladiolus on the windowsill.)

ZHRFRBNES

Count Ability to generate given numbers of objects (Three picces of bread with butter.)
FRAMEL, MRMERRENEEUE, ZEER —R5
Long Input Ability to understand long and complex input GKE, HER—RE

(On the calm lake, the boatman rowed his paddle across the lake,
rippling, a bird flew over the water and caught a fish.)
wEERA, RESIH

Chinese Culture Ability to generate scene related to Chinese Culture (As the bright moon shines over the sea,
From far away you share this moment with me.)

Table 10: Details of image-text datasets used in VISCPM-Chat’s pretraining, where “bil” means the
mixed version of English and translated Chinese.

Datasets Size  Weight Epoch
VisCPM-Chat
COCO + Visual Genome 626K  12.50% 27.60

CC3M + CC12M 84M  25.00% 16.40
Laion-COCO 390M  62.50%  0.35
VIsCPM-Chat+
COCO + VG 626K 12.50% 15.33
CCI12M 5.6M 25.00%  3.43
Zero + Wukong 20M  12.50%  0.48
CC3M-bil 56M  1250% 1.72
Laion-COCO-bil 780M  37.50%  0.04

B.3 CASE STUDY

Fig. [7 and Fig. [§] vividly depict VISCPM-Chat’s capabilities, embodying wide-ranging global
knowledge assimilation. As illustrated in the two case studies in Fig. [7} VISCPM-Chat can identify
the Mona Lisa painting adapted in a surreal style and recognize a stained map of New York City,
further interpreting its real-world meaning. Demonstrating a well-balanced capacity for Chinese-
English multi-modal conversation and robust text recognition skills, as exemplified in Fig. [8]
VI1SCPM-Chat can engage in fluent multimodal conversations on varying topics in English and
effectively identify the words “Starbucks”, “Avengers: Endgame”, and its release date, “April 26th”,
from visual inputs.

C DETAILS OF BASELINES

The details of existing Chinese-English bilingual multimodal chat models are summarized in Table[7]
and introduced as follows:

* mPLUG-Owl (Ye et al., [2023): mPLUG-OwI] consists of a vision encoder, a vision abstractor

module, and BLOOMZ (Muennighoff et al.,|2023) as language model backbone. It is trained on
LAION-400M, COYO, CC3M, and MSCOCO.
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Table 11: Performance of MPM on IGLUE benchmark. We compare MPM with mUNITER,
xUNITER (Liu et al.,[2021)), UC? (Zhou et al., [2021)) and M?P (Ni et al.| [2021).

| XNLI | xGQA

|"ARB | SPA | FRA | RUS | BEN | DEU [ IND | KOR | POR | RUS | CMN
mUNITER | 467 | 57.0 | 594 | 517 | 3.1 | 240 | 94 | 42 | 137 | 85 | 7.0
XUNITER | 52.0 | 58.9 | 633 | 59.7 | 10.8 | 348 | 33.7 | 12.1 | 22.1 | 188 | 196

uc? 56.2 | 575 | 695 | 649 | 20.0 | 429 | 287 | 214 | 304 | 31.0 | 31.2
M?3P 552 | 589 | 564 | 625 | 18.6 | 334 | 325 | 251 | 314 | 275 28.7

MPM | 558 | 759 | 78.1 | 750 | 6.6 | 51.0 | 37.1 | 369 | 49.8 | 479 | 46.1

Model

* VisualGLM (Du et al.|[2022): VisualGLM employs Q-Former as image encoder and ChatGLM-6B
(Du et al., [2022)) as language model backbone. Visual GLM-6B’s pretraining incorporates 30M
high-quality Chinese image-text pairs and 300M filtered English image-text pairs. In the fine-tuning
phase, VisualGLM is trained on long VQA data.

» Ziya-Visual (Wang et al., [2022a): Ziya-Visual leverage Q-Former (Li et al., [2023a)) as image
encoder and Ziya-LLaMA-13B-v1 as language model backbone. They utilize 20M Chinese image-
text pair, which is built by cleaning high-quality data from open source data, translating English
datasets, and extracting coarse-grained information from captions using BLIP (Li et al.| 2022) and
Grounded SAM (Kirllov et al.| |2023; [Liu et al., [2023c)).

* Qwen-VL-Chat (Bai et al.,|2023): Qwen-VL-Chat utilizes a large ViT (Dosovitskiy et al.,|2020)
with 1.9B parameters initialized from Openclip’s bigG (Ilharco et al.l 2021) as image encoder and
Qwen-7B as language model backbone. The image encoder and language model are connected by
a one-layer cross-attention module augmented with positional encodings. Qwen-VL-Chat p

The details of existing Chinese-English bilingual text-to-image models are summarized in Table§]
and introduced as follows:

* AltDiffusion (Chen et al.| |2023): AltDiffusion is a Chinese-English bilingual text-to-image model
based on Stable Diffusion and bilingual vision-language encoder AltClip (Chen et al.|[2023). The
training data are collected form Laion (Schuhmann et al., [2021]).

* TaiyiDiffusion (Wang et al.,[2022a)): TaiyiDiffusion is a Chinese text-to-image model that adapts a
Chinese text encoder into Stable Diffusion. The visual part is frozen during training. The training
datasets include 20M filtered Chinese image-text pairs.

D DETAILS OF VISCPM-CHAT

D.1 MULTIMODAL PRETRAINING

In the visual feature alignment pretraining, we train the visual encoder on a mix of image-text pair
datasets, including CC3M (Sharma et al.,2018), CC12M (Changpinyo et al., 2021)), COCO (Lin et al.}
2014), Visual Genome (Krishna et al., 2017}, and Laion-COCO (Christoph et al., |2022). We train
ViSCPM-Chat and VISCPM-Chat+ for 180K and 480K steps, respectively, with a batch size of 768
and a learning rate of le-5. The distribution of each dataset used in pretraining for VISCPM-Chat
and VISCPM-Chat+ are shown in Table Only the parameters of the visual module are optimized
in this stage.

D.2 INSTRUCTION TUNING

During the instruction tuning phase, the optimization process involves the visual module and the
LLM. We train VISCPM-Chat on the mixed dataset from LLaVA-Instruct-150K, UniMM-Chat,
and M3IT, where LLaVA-Instruct-150K and UniMM-Chat are Chinese-English bilingual versions.
The instruction tuning lasts for 80K steps with a batch size of 64. The training configuration of
VI1SCPM-Chat+ is identical to VISCPM-Chat in this stage. In the inference phase, VISCPM-Chat
uses beam search decoding with a beam size of 3.
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Comparison of Response Language Accuracy and Content Quality

100.0 L 4 I 88
97.5 /
r87
2 950 /
925 [ g6
87.5 J
85.0
F84
82.5 /

> > o ° © SPAIIN
N N ~ K o EOP) &

Response Language Accuracy (
©
8
°
P
&
Response Content Quality

83

Percent of Translated Chinese Data (%)

Figure 5: The trend of response language accuracy and content quality when using different percent-
ages of translated Chinese data during instruction tuning.

D.3 EVALUATION BENCHMARK

LLaVA Test Set (Liu et al.| 2023a) LLaVA Test Set consists of 90 instances, each containing an
image, a question, and an answer, which comprehensively evaluates the model’s performance in
conversation, detailed description, and complex reasoning. Following LLaVA (Liu et al.,[2023a), we
use GPT—4E] to rate the model-generated answers and reference answers in a range of 1-10. We norm
the average score of each instance to 1-100.

UniMM-Bench (Yu et al.;,2023a) UniMM-Bench consists of 400 test instances, uniformly sampled
from 4 commonly used VQA benchmarks, including OKVQA (Marino et al 2019), AOKVQA
(Schwenk et al.| 2022), GQA (Hudson & Manning, [2019), and VQAV2 (Antol et al., 2015)), whose
annotations has undergone meticulous check. In the traditional evaluation of visual question answer-
ing, the metrics are to compute whether the model-generated answers are exactly matched to the
reference answers. However, considering that LLMs typically generate responses with one complete
sentence to answer the question, UniMM-Bench is built to comprehensively evaluate multimodal chat
models’ capabilities in the context of visual question-answering, including reasoning, commonsense,
grounding, and world knowledge (Schwenk et al.,|2022). Given the cost of using GPT-4 for evaluation,
400 test instances are sampled from reliable VQA benchmarks.

D.4 THE TREND OF USING DIFFERENT NUMBER OF CHINESE TRANSLATED DATA

To investigate the influence of varying amounts of Chinese data on the model’s ability to respond in
the target language during the instruction tuning, surpassing the quasi-zero-shot transfer threshold,
we systematically varied the percentages of translated Chinese data. Our analysis, depicted in Fig[5]
elucidates the trends in both response language accuracy and content quality as a function of the
Chinese data percentage utilized during instruction tuning. Remarkably, introducing a mere 0.1%
of translated Chinese data suffices to achieve over 80% accuracy in response language accuracy,
signifying the model’s high sensitivity to even minimal language-specific data inputs. Elevating this
percentage to 1% results in a scenario where all responses are rendered in Chinese. Regarding content
quality, our findings suggest that a range between 25% to 50% of translated Chinese data represents
an optimal balance, yielding high-quality content responses. We leave the exploration of determining
a more precise optimal proportion of translated Chinese data for maximizing both response content
quality in future work.

D.5 ADDITIONAL RESULTS ON IGLUE

We evaluate the effectiveness of MPM in multilingual image understanding on two benchmarks of
IGLUE: xVNLI (Bugliarello et al.| 2022) and xGQA (Pfeiffer et al.l|2022). We choose our model

3We use GPT-4 0314 version to evaluate the answers.

20



Published as a conference paper at ICLR 2024
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Figure 6: The curves of FID | vs CLIP score 1 with different classifier guidance scales.

pre-trained exclusively on English image-text pairs with LLaMA as the backbone language model,
fine-tune it with IGLUE’s English training set, and conduct a zero-shot evaluation following the
official setting of IGLUE.

As Table[TT]shows, the performance of MPM demonstrates a notable improvement over baseline
models. Specifically, when using Chinese-English bilingual LLM CPM-Bee as the backbone language
model, MPM attains a 56.05 score on XGQA for CMN (Chinese Mandarin). Based on the above
results, we can observe that for languages where multilingual LLMs demonstrate proficiency, such as
Spanish, French, Russian, and German, the multilingual capability can be effectively generalized to
achieve strong multimodal capabilities in the target language.

E DETAILS OF VISCPM-PAINT

E.1 TRAINING AND SAMPLING

Vi1SCPM-Paint consists of a UNet, initialized from Stable Diffusion, and a bilingual LLM CPM-Bee
(Zhang et al) 2021). We pretrain VISCPM-Paint on English image-text pairs dataset Laion-2B
(Schuhmann et al.| [2022]) for 300k steps with batch size 4096. The 300K step consists of 200K-step
training on 256 %256 resolutions and 100K training 512x512 resolutions. We only optimize the
cross-attention layer of UNet and the linear transblock between LLM and UNet. Linear transblock
consists of a linear layer and a layer-norm layer, where the linear layer converts the dimension of
LLM’s hidden states into UNet’s dimension. After pretraining on Laion-2B, we continue to train
VI1SCPM-Paint+ on 20M filtered native Chinese image-text pairs and 136M translated image-text
pairs in Laion-COCO (Christoph et al.,[2022). We sample the generated image with DDPM scheduler
(Ho et al., |2020) with 50 steps. For each prompt, we run three models to generate four images and
select the one with the highest CLIP score evaluated by Chinese-CLIP (Yang et al.,2022).

E.2 TRADE OFF OF FIDELITY AND ALIGNMENT

To visualize the trade-off between fidelity and alignment, Fig. [6|plots the curves of the FID against
the CLIP score under different classifier guidance scales. The results indicate VISCPM-Paint and
V1SCPM-Paint+ deliver good overall performance regarding the balance between image quality and
semantic alignment. While the CLIP score of AltDiffusion slightly outperforms that of VISCPM-
Paint and VISCPM-Paint+, AltDiffusion’s FID falls significantly short. The sub-optimal quality of
generated images will affect the practical use, as shown in the human evaluation below.
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E.3 HUMAN EVALUATION

To better understand the model performance on text-to-image generation in Chinese, we create
a comprehensive set of prompts in Chinese, named Chinese Drawbench. Chinese Drawbench
contains 174 prompts and consists of 8 categories, including Relation, Compositional, Attribute,
Counterintuitive, Rare Word, Count, Long Input, and Chinese Culture. The descriptions and examples
of each category are shown in Table[9] During the construction of Chinese Drawbench, we asked
7 annotators to create 25 prompts per person conditioned on the given categories. To diversify the
prompts, we also restrain the field of 20 prompts ranging from 9 common classes, such as animal,
plants, food, space, etc, and leave five prompts with no restrain. After this, we double-check the
prompts and polish them minor.

We invite 5 independent human evaluators to assess the performance of VISCPM-Paint, TaiyiDiffu-
sion (Wang et al.| |2022a)), and AltDiffusion on Chinese Drawbench. For each instance, three random
shuffled images and the input prompt are shown to the human evaluators. We ask them to select the
best one among three images from 3 aspects: Overall, Alignment, and Fidelity. Alignment measures
the consistency between the generated image and the input prompt. Fidelity measures the clarity,
aesthetics appeal, and object realism of the image. Overall measures the comprehensive quality of
generated images. Figure[I0] provides detailed results of each category of Chinese DrawBench.

F DETAIL OF ABLATION STUDY

We introduce the detailed experimental configuration in the ablation study.

For image-to-text tasks shown in Table [5a] the native Chinese dataset consists of 20M image-text
pairs filtered from Wukong (Gu et al., [2022) and Zero (Xie et al., 2022). For the “Pretrain” column
in Table [5a] “Native Chinese” stands for the 20M native Chinese image-text pairs filtered from
Wukong (Gu et al. [2022) and Zero (Xie et al.| [2022). “English” corresponds to the dataset used
in VISCPM-Chat, i.e., COCO, Visual Genome, CC3M, CC12M, and Laion-COCO. “Translated
Chinese” consists of 390M Chinese image-text pairs whose captions are translated from English
in Laion-COCO. In instruction tuning, i.e., supervised fine-tuning (SFT), we only utilize LLaVA
and its translated Chinese version to reduce the computation time in the ablation study. Specifically,
“Chinese” in the “SFT” column of Table [5a| means translated Chinese LLaVA instruction tuning
dataset. “Bilingual” means the mixed version of English and translated Chinese LLaVa.

For text-to-image tasks shown in Table[5bl “English” stands for Laion-2B. The other setting is the
same as the image-to-text tasks introduced above.

G DETAIL OF CLIP SCORE

We use Chinese-CLIP (Yang et al., [2022)) to compute the CLIP score in Chinese image-text pairs.
Chinese CLIP models have been used in several Chinese text-to-image models for data filtering and
text encoding (Wang et al.,2022a; Liu et al., | 2023bj|Yang et al., [2023). We referred to Taiyidiffusion’s
criteria for data volume and filtering standards (including CLIP score) in training Chinese text-to-
image models. We manually check the caption in the Wukong dataset. We observe that the overall
quality of text content in Wukong is unsatisfactory. Here are some findings about low CLIP scores:

* Broken Images: Some image URLs are broken or redirected to the same default image for
downloading.

» Unrelated captions: Some content of captions are totally unrelated to image content.

* Incomplete sentences: Some captions are truncated or missing punctuation.
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(REABIXIBE?
(Please appreciate this painting)

Do Do

XIFERSR T —FIBNHEG, BERKIBAMARE. XUREAIMITENAE, AA—MIFSHmMRNER. AERH
LIEEI—MEENE, AEEERT —Ke¥. BEFREFSALSEIRY, BiED TR ERNDAHE.

(This painting depicts a portrait of a cat with long whiskers and large eyes. The cat is staring straight at the viewer, giving it a
sense of curiosity or playfulness. A green wall can be seen in the background, adding a splash of color to the picture. The
whole composition is artistic and playful, capturing the unique and expressive characteristics of cats.)

(g

XREN SRR AR EFNIADEREX? AA?
(The image of this cat is related to the characters in
which world famous painting? Why?)

XEENERSASSEE (SWIT) PRANFSEN, EANCHERE—MSEAIRE. GHAMLRNZA, XIEELL
HigmaaRNANEER, MXREUFREMRFNRE—RATIRBEYDMITENR. XMETTERRTRA
BRSNS RA L PR TS F AR ATHRE B RS E.

(The image of the cat is similar to the image of the woman in Leonardo da Vinci's famous painting "Mona Lisa", as it is depicted
as a woman with big eyes, beard and hair. The painting is known for its enigmatic and expressive wechat, and the cat seems to
be doing the same—staring wide-eyed and intently at the viewer. This similarity could be due to both having distinctive facial
features or displaying an emotion and atmosphere similar to those captured in da Vinci's artwork.)

\/G@

Mt B AR R M ?

(Which city is drawn on the map?)

Do Do

XEME R TRAIRALNT,
(This is a map of New York City.)

e

EhRRNSBREFAZNL?

(What do the different color blocks in the picture mean?)

Do

EPARIRERRERTAOHTENKE, SIREEHEGECGNRE., XEBPRIDEAFENTARE. SSMRFIFIX
%mgquggjﬁfﬁzmiz B ERXMRIEALI, BRFETLRESSMRE G AR EAM S H BT IR AR e TR
BEHRREN.
(The different colored blocks in the map represent the various boroughs of New York City, each with its own unique color.
These color-coding systems help people quickly and easily identify and distinguish between different neighborhoods or
@ neighborhoods within a city. By using this coding method, residents and tourists can easily find where they want to go and
(-} better understand the layout and organization of the city.)
N\ J

Figure 7: Multimodal conversation cases of VISCPM-Chat in Chinese. VISCPM-Chat can recognize
artwork like the Mona Lisa, albeit adapted in a surrealistic style, and a detailed, stained map of New
York City.
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Which movie is this poster from and which characters ()
appear in the poster? O

This poster is for the movie "Avengers: Endgame”, which is set to release on April
26th. The characters featured in the poster are Thor, Hulk, Iron Man, Captain America,

g Black Widow, and Hawkeye.
Who about the villain? 8
o) The villain in the movie is Thanos, a powerful and dangerous character from the
o Avengers Movie.
e N
O
o
What is this place in the picture? o
o
The place in the picture is a Starbucks coffee shop, with a large green and white
0] sign on its side that reads "Starbucks”.
o
O
What can | buy here? o
In the image, there is a Starbucks coffee shop sign hanging on the side of a
building. This suggests that one can buy beverages, such as coffee or tea, at this
location. The presence of the Starbucks logo also indicates that they offer various
(o) products and services related coffee, including coffee-related merchandise like
O | mugs, T-shirts, and other accessories.
N J

Figure 8: Multimodal conversation cases of VISCPM-Chat in English. VISCPM-Chat can conduct
fluent multimodal conversations on different topics in English and recognize the words “Starbucks”,
“Avengers: Endgame” and its release date “April 26th” in the image.
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Figure 9: Generated images of VISCPM-Paint.
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O At e Taiyi - VisCPM
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Figure 10: Human preference rate on Chinese Drawbench in different kinds of aspects.
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