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Abstract
Morphological defectivity is an intriguing and001
understudied phenomenon in linguistics. Ad-002
dressing defectivity, where expected inflec-003
tional forms are absent, is essential for improv-004
ing the accuracy of NLP tools in morphologi-005
cally rich languages. However, traditional lin-006
guistic resources often lack coverage of mor-007
phological gaps as such knowledge requires sig-008
nificant human expertise and effort to document009
and verify. For scarce linguistic phenomena in010
under-explored languages, Wikipedia and Wik-011
tionary often serve as among the few accessible012
resources. Despite their extensive reach, their013
reliability has been a subject of controversy.014
This study customizes a novel neural morpho-015
logical analyzer to annotate Latin and Italian016
corpora. Using the massive annotated data,017
crowd-sourced lists of defective verbs compiled018
from Wiktionary are validated computationally.019
Our results indicate that while Wiktionary pro-020
vides a highly reliable account of Italian mor-021
phological gaps, 7% of Latin lemmata listed022
as defective show strong corpus evidence of023
being non-defective. This discrepancy high-024
lights potential limitations of crowd-sourced025
wikis as definitive sources of linguistic knowl-026
edge, particularly for less-studied phenomena027
and languages, despite their value as resources028
for rare linguistic features. By providing scal-029
able tools and methods for quality assurance of030
crowd-sourced data, this work advances com-031
putational morphology and expands linguistic032
knowledge of defectivity in non-English, mor-033
phologically rich languages.034

1 Introduction035

The past tense of "forgo" is forwent. So,036

you would say: "I forwent this position."037

It’s a bit formal or uncommon in modern038

usage, but grammatically correct.039

Above is a response from GPT-4o when asked what040

the past tense for “forgo” is. Similarly, Llama 3.2041

confidently replies that042

The past tense of "forgo" is "forwent". 043

Yet, most English speakers would find forwent in- 044

effable (Gorman, 2023) and unacceptable (Embick 045

and Marantz, 2008). Most English speakers are 046

actually unable to find the right, natural form for 047

the past tense of forgo (Gorman and Yang, 2019). 048

Similarly, beware functions exclusively as a posi- 049

tive imperative (e.g. beware the bear!), and BEGO 050

can only appear as the imperative begone! Words 051

such as these are instances of defective verbs or 052

morphological gaps in which expected forms are 053

missing—a problematic intrusion of morphological 054

idiosyncrasy (Baerman and Corbett, 2010). In other 055

words, a lexeme is defective if at least one of its 056

possible inflectional variants is ineffable (Gorman, 057

2023) or exhibits relative non-use (Sims, 2006). 058

In Latin, aiō ‘to speak’ lacks the first- and 059

second-person plural present forms. Another de- 060

fective verb is inquam ‘to say’, also restricted to 061

an incomplete subset of forms, such as the third 062

person singular in the present and perfect indicative 063

(e.g. inquit) (Oniga and Shifano, 2014). 064

While inflectional gaps are not a recent discov- 065

ery, they "remain poorly understood" (Baerman 066

and Corbett, 2010). Since NLP systems often as- 067

sume regular paradigms, accounting for defectivity 068

would improve the accuracy so as to not use or 069

suggest forms that do not exist, especially for less- 070

studied and morphologically rich languages where 071

inflectional gaps are more common. Gorman and 072

Yakubov (2024) applied UDTube to discriminate 073

defective from non-defective words in Russian and 074

Greek. While curated lists of defective verbs exist 075

for languages such as Russian and Greek, verified 076

resources remain scarce for many others, includ- 077

ing Latin and Italian. For scarce linguistic phe- 078

nomena in less-studied languages, Wikipedia and 079

Wiktionary often serve as widely accessible and 080

frequently utilized resources, consistently ranked 081

among the most popular websites globally, attract- 082
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ing over 4.5 billion monthly visitors. With exten-083

sive reach and usage, crowd-sourced content is a084

potentially valuable resource; projects like Uni-085

Morph (Kirov et al., 2018) have extracted morpho-086

logical data from Wiktionary. However, despite its087

many virtues, its crowdsourced nature has sparked088

controversy on trustworthiness and reliability.089

In this study, we conduct computational analy-090

ses of inflectional gaps by customizing UDTube091

(Yakubov, 2024)1, a scalable state-of-the-art neu-092

ral morphological analyzer trained with Universal093

Dependencies (a collection of corpora of morpho-094

logically annotated text in different languages), to095

incorporate mBERT (Devlin et al., 2019) as an en-096

coder. We apply this enhanced model to annotate097

large corpora of text in Latin (640MB, 390 million098

words) and Italian (8.3GB, 5 billion words). The099

resulting massive annotated data are then used to100

validate lists of defective verbs scraped and com-101

piled from Wiktionary’s Latin and Italian pages to102

verify which verbs are confirmed computationally103

to be defective or non-defective.104

Our findings indicate that nearly 80% of inflec-105

tional gaps in Italian and 70% in Latin listed in106

Wiktionary strongly align with our computational107

INE results while 4% of Italian and 7% of Latin108

lemmata labeled as defective in Wiktionary show109

a high tendency to actually be non-defective, thus110

suggesting a degree of reliability in Wiktionary’s111

linguistic data, despite coming from unreferenced,112

user-generated sources. The study also identifies113

multiple inaccuracies, particularly in Latin, and114

highlights the need for more rigorous expert verifi-115

cation in crowd-sourced linguistic resources.116

This study explores the potential and limitations117

of crowd-sourced content as a supplementary lin-118

guistic resource. By using a novel, scalable ap-119

proach for computationally analyzing morpholog-120

ical gaps, it advances the intersection of compu-121

tational methods and linguistics as it contributes122

to quality assurance of crowdsourced content and123

addresses gaps in linguistic knowledge.124

2 Data125

Universal Dependencies (UD) (Nivre et al., 2017):126

We utilize two of the largest available Latin and127

Italian treebanks—UD Latin ITTB and UD Italian128

VIT—to train our morphological analyzer.129

Common Crawl (CC-100) (Wenzek et al.,130

2020): From CC-100, we use an 8.3GB dataset131

1https://github.com/CUNY-CL/udtube

containing 5B tokens of Italian text and a 640MB 132

dataset with over 390M tokens of Latin text. 133

Wiktionary: We scrape and compile lists of 134

defective verbs and inflectional gaps from Latin and 135

Italian pages of Wikitionary. This study focuses on 136

Latin and Italian because of their reasonably large 137

number of inflectional gaps and their representation 138

in Wiktionary, which contains the most extensive 139

lists of morphological gaps for these languages. 140

3 Methodology 141

As shown in Figure 1, this study uses a computa- 142

tional approach to validate inflectional gaps: 143

Training UDTube with UD: As a neural mor- 144

phological analyzer, UDTube’s primary purpose is 145

to decompose words morphologically and identify 146

their morphological features. We trained UDTube 147

using the mBERT encoder, a multilingual BERT 148

model trained on 104 languages (Devlin et al., 149

2019), on the UD Italian and Latin treebanks. UD- 150

Tube has been demonstrated to have superior per- 151

formance in recent comparative studies (Yakubov, 152

2024), which show that it achieves high accuracy 153

in morphological annotations, outperforming the 154

popular UDPipe (Straka et al., 2016) in multiple 155

languages. Our tuned UDTube model has 98% and 156

96% accuracies in Features Morphological Anno- 157

tations in Latin and Italian, respectively. 158

In hyperparameter tuning, optimal hyperparame- 159

ters were determined using Weights and Biases, a 160

tool for tracking and visualizing experiments. This 161

step ensured that UDTube’s configuration was fine- 162

tuned for Latin and Italian datasets. 163

Annotating Large-Scale Text: The trained UD- 164

Tube model is used to annotate text from the Com- 165

mon Crawl corpora. The process involved: 166

• Text Preprocessing: The raw text was 167

cleaned and tokenized using UDPipe (Straka 168

et al., 2016) into words. 169

• Morphological Tagging: Each token was 170

analyzed and annotated with its lemma and 171

morphological features, using the trained UD- 172

Tube model. This produced a morphologically 173

tagged corpus in CoNLL-U format. 174

• Frequency Database: From the tagged data, 175

we generated a frequency database containing 176

the occurrence counts for each morphological 177

form of every lemma. 178
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Figure 1: Workflow for computational validation of morphological gaps, using UDTube

Validating Defective Forms: To verify the de-179

fective forms listed in Wiktionary, we applied the180

principle of Indirect Negative Evidence (Gorman181

and Yang, 2019; Boyd and Goldberg, 2011), a key182

mechanism in language acquisition by which learn-183

ers infer defectivity: if a certain morphological184

form is defective, then it should not occur or occur185

extremely infrequently in usage. We employ two186

models to quantify the likelihood of non-defectivity.187

The first is absolute frequency. If a possible word188

has a high absolute frequency, it is unlikely to be de-189

fective. The second is divergence from expected190

frequency. If the frequency of a possible inflected191

word is significantly higher than expected, assum-192

ing all else is equal, it is unlikely to be defective.193

For each attested inflected word w, there exist194

a corresponding lemma l and a morphosyntactic195

feature bundle f . Let pw, pl, and pf denote the196

probability of a word, lemma, and feature bundle,197

respectively, calculated from maximum likelihood198

estimation using corpus frequencies. Assuming in-199

dependence and all else equal, pw should be in pro-200

portion to pl · pf . To measure divergence from ex-201

pected frequency, how far a given inflected word202

has diverged from its expected probability, we use203

the log-odds ratio (Gorman and Yakubov, 2024).204

Log-odds ratio: Lw = log

(
pw

pl · pf

)
205

The log-odds ratio has been found to be the best206

unexpectedness predictor for acceptability judg-207

ment. A log-odds ratio of 1.9 or more is considered208

to indicate a large divergence (Chen et al., 2010).209

The reliability of Wiktionary’s crowd-sourced210

data was assessed by calculating the percentage211

of purported defective forms that aligned with212

our computational findings. The evaluation was213

grouped into true positives, which are cases where 214

the Wiktionary-listed defective form was confirmed 215

as absent or extremely rare in the corpus, and false 216

positives, which are cases where a supposedly de- 217

fective form was frequently attested in the corpus, 218

indicating an error in Wiktionary. For discrepan- 219

cies, we conducted manual reviews to determine 220

whether they arose from corpus limitations, UD- 221

Tube errors, or inaccuracies in Wiktionary. 222

4 Results 223

In evaluating defective lemmata listed in Wik- 224

tionary against corpus evidence, lemmata are clas- 225

sified into four groups: 226

Not Attested: No inflected form of the lemma 227

appears in the corpus, so we cannot confidently 228

verify whether it is defective or not. These lemmata 229

are excluded from our analysis. 230

Likely Defective: The lemma’s alleged defec- 231

tive form occurs ≤ 10 times in the corpus, indicat- 232

ing significant rarity, non-use, or absence. 233

On the Edge: The lemma’s alleged defective 234

form occurs 11-100 times in the corpus. 235

Attested but Not Defective: The lemma’s forms 236

occur frequently in the corpus, suggesting usage de- 237

spite being listed as inflectional gaps in Wiktionary. 238

Occurrences Latin Italian

Likely defective: ≤ 10 67.4% 79.2%
On the edge: 11 - 100 25.4% 17.0%
Likely not defective: > 100 7.2% 3.8%

Table 1: Validation of Wiktionary’s defective verbs

As shown in Table 1, Wiktionary’s list of de- 239

fective verbs in Latin is 1.8 times more likely to 240
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Log-Odds Ratio Latin Italian

> 1.9 6.3% 0.0%
> 1.5 12.2% 5.9%

Table 2: Verbs found to be likely non-defective due to
very high pw relative to pl · pf

contain errors compared to Italian. This may be due241

to (1) the larger number of contemporary Italian242

speakers, leading to a stronger collective under-243

standing of the language, and (2) Italian’s less com-244

plex inflectional system compared to Latin. Table 2245

shows the percentages of purported defective verbs246

that appear very frequently, relative to expected247

frequency. Based on the Log-Odds Ratio model248

and the threshold of large divergence (Chen et al.,249

2010; Cohen, 2013), approximately 6.3% of Latin250

lemmata labeled as defective in Wiktionary may251

actually be non-defective. Similarly, the absolute252

frequency measure indicates that approximately253

7% of Wiktionary-listed defective Latin verbs are254

highly likely to be non-defective.255

4.1 Latin Results256

For Latin, 1,190 defective lemmata are sourced257

from Wiktionary. Of these, 1,050 lemmata (88%)258

are attested in the corpus. Among the attested lem-259

mata, 67% exhibit defective behavior (i.e., some260

forms suggested by Wiktionary are verified to have261

extremely low frequencies). For example, discrepo262

‘to disagree’ is a defective lemma. Wiktionary263

claims that discrepo lacks a passive voice, and we264

found discrepo to occur only 3 times in the passive265

voice. However, excommunico ‘to excommunicate’266

is an example of Attested but Not Defective Lem-267

mata as it is claimed by Wiktionary to lack a perfect268

aspect but actually has a perfect form that occurs269

846 times. Examples of Not Attested Lemmata are270

astrifico, superfulgeo, and auroresco.271

4.2 Italian Results272

For Italian, 124 defective lemmata are obtained273

from Wiktionary, and 103 (83%) are attested in the274

corpus. Of the attested lemmata, 79% exhibit de-275

fective behavior. For example, vèrtere ‘to concern’276

occurs 6 times in the past participle form, below the277

threshold of 10, corroborating Wiktionary’s claim278

that vèrtere has no past participle form.279

Our system identifies potential candidates for280

errors in Wiktionary, such as consumere ‘to con-281

sume’, concernere ‘to concern’, and malandare ‘to282

be ruined’. In some respects, it is understandable 283

that the system flags these as unlikely to be defec- 284

tive even though they may actually be defective. 285

For example, some native speakers confuse con- 286

sumere with consumare ‘to consume’ (sometimes 287

mistakenly perceiving the word as a more formal 288

variant), despite the fact that consumere does not 289

exist in modern Italian and is instead an archaic 290

remnant from Latin. ludendo ‘playing’ is another 291

word detected by our model to be unlikely to be 292

defective. However, ludendo appears frequently in 293

the corpus due to code-switching with Latin. 294

5 Conclusion 295

This study presents a novel computational approach 296

to validate defectivity in a widely used crowd- 297

sourced linguistic resource. Our findings highlight 298

the potential and limitations of crowd-sourced lin- 299

guistic references while demonstrating the effec- 300

tiveness of scalable NLP models, such as UDTube, 301

in verifying morphological gaps in less-studied 302

languages. The results indicate that Wiktionary 303

is a reasonably reliable resource, with limitations. 304

This study hence illustrates the importance of com- 305

putational validation for crowd-sourced linguistic 306

data as the results show that some verbs marked 307

as defective in Wiktionary are, in fact, functional 308

and widely used. Moreover, the differences be- 309

tween Italian and Latin results suggest that linguis- 310

tic evolution and corpus representativeness may 311

impact the reliability of crowd-sourced morphologi- 312

cal knowledge. Latin exhibits more inconsistencies, 313

thus highlighting the need for careful interpretation 314

of crowd-sourced knowledge and corpus-based ev- 315

idence in the absence of native speakers. 316

Future research can expand upon this work by 317

extending the methodology to other languages to 318

assess the completeness and accuracy of crowd- 319

sourced resources. Beyond defective verbs, this 320

approach can also be applied to other linguistic fea- 321

tures, while integrating more diverse corpora, im- 322

proving neural morphological analyzers, and exper- 323

imenting with thresholds could enhance the ability 324

to distinguish rare but valid forms from true gaps. 325

By bridging computational methods with lin- 326

guistic inquiry, our novel empirical results demon- 327

strate how NLP can enhance the quality assurance 328

of crowdsourced linguistic resources. The study 329

also uniquely contributes to expanding linguistic 330

databases and our understanding of language struc- 331

ture across typologically diverse systems. 332
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6 Limitations333

Future work could explore whether models like334

XLM-RoBERTa provide more accurate results than335

mBERT for Latin and Italian. The corpora also336

have some limitations, particularly in Latin, as cer-337

tain verb forms may be underrepresented or entirely338

absent. Some rare or archaic forms may exist in339

texts outside the dataset, affecting the accuracy of340

frequency-based and statistical assessments. Ad-341

ditionally, context and pragmatics influence defec-342

tivity—some verbs classified as defective may still343

function within specific dialects, historical periods,344

or contexts. Furthermore, since no standardized345

thresholds exist for determining defectivity, our cri-346

teria remain somewhat arbitrary. These limitations347

suggest that while corpus analysis provides valu-348

able insights into the functional status of defective349

verbs, it should be supplemented with qualitative350

linguistic expertise and historical context.351

Another way that results may be impacted is352

the accuracy of UDTube. As expected from any353

models, UDTube is not perfect. Acknowledging354

that the annotation of morphological characteristics355

(FEATS) remains challenging, we chose UDTube356

due to its demonstrated superior performance in357

comparative studies (Yakubov, 2024). Our tuned358

UDTube model achieved 96% accuracy on the Ital-359

ian holdout test set and 98% accuracy on the Latin360

holdout test set. Future work may further mea-361

sure the performance of morphological analyzers362

in recent shared tasks, such as EvaLatin (Sprugnoli363

et al., 2022), to advance evaluation standards for364

morphological analysis. Additionally, as annotat-365

ing the corpora is a computationally intensive task,366

we used distributed computing to complete the tag-367

ging in a reasonable timespan. Along the way,368

some nodes failed to complete their task, leaving369

some parts of the corpora untagged. Some cases370

of the limitations addressed above may have been371

avoided had the remaining portion of the corpora372

been used, but this is likely insignificant.373
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