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Abstract

Understanding visually situated language re-001
quires interpreting complex layouts of textual002
and visual elements. Pre-processing tools,003
such as optical character recognition (OCR),004
can map document image inputs to textual005
tokens, then large language models (LLMs)006
can reason over text. However, such meth-007
ods have high computational and engineering008
complexity. Can small pretrained image-to-009
text models accurately understand visual docu-010
ments through similar recognition and reason-011
ing steps instead? We propose Rationale Dis-012
tillation (RD), which incorporates the outputs013
of OCR tools, LLMs, and larger multimodal014
models as intermediate “rationales”, and trains015
a small student model to predict both ratio-016
nales and answers. On three visual docu-017
ment understanding benchmarks representing018
infographics, scanned documents, and figures,019
our PIX2STRUCT (282M parameters) student020
model finetuned with RD outperforms the base021
model by 4-5% absolute accuracy with only022
1% higher computational cost.023

1 Introduction024

Information in the digital world is conveyed025

through text integrated with visual elements, such026

as complex layouts, figures, and illustrations. An-027

swering user questions based on such visual doc-028

uments requires models to recognize and connect029

text and layout to the user need.030

While pretrained image-to-text multimodal mod-031

els have demonstrated strong performance on vi-032

sual document understanding (VDU) by directly033

mapping pixel-level input document images to an-034

swers corresponding to user queries (Kim et al.,035

2022; Lee et al., 2023; Chen et al., 2023b,c), state-036

of-the-art approaches benefit from the use of ex-037

ternal tools. Tools include OCR systems (Chen038

et al., 2023b; Powalski et al., 2021; Huang et al.,039

2022), structured table source extraction (Liu et al.,040
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Figure 1: We synthesise the ability of recognizing and
summarizing text, deplotting structured plots, and pro-
gram generation into one small model, and perform ef-
ficient rationale-based visual document understanding.

2023a), and LLMs reasoning over extracted infor- 041

mation and the user query (Liu et al., 2023a; Perot 042

et al., 2023). Additional tools such as image cap- 043

tioning, object classification, and search engines 044

have been used for other multimodal tasks (Yang 045

et al., 2023; Zhang et al., 2023). However, the ac- 046

curacy gains from these external components come 047

at the cost of decreased computational efficiency 048

and increased engineering complexity. 049

In this work, we ask whether we can achieve 050

high accuracy and efficiency by teaching a smaller 051

model to learn from short rationales generated by 052

external tools and expensive LLMs (see Figure 1). 053

We use a small student image-to-text model to per- 054

form VDU tasks by decomposing them into ratio- 055

nale prediction and answer steps, predicting the 056

rationale and answer in sequence. The “rationale” 057

can be any intermediate textual information that 058

helps answer a question correctly: for instance, it 059

could be a subset of relevant text from the image 060

as well as layout, structured information, and rea- 061

soning (see Figure 2). 062
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OCR tool

Full OCR: Social Media 
Platform Cheat Sheet, 
Pinterest, Key differentiating 
trait : More of a niche 
platform , despite very  …

Instagram … You 
need to have lots 
of high-quality 
images and videos 
to support this 
platform.

LLM-
Summarizer

Fill in 
template

OCR: …
Q: At what height Death zone is 
located? 
A: 26,000 ft
Evidence: Insufficient oxygen to 
support human life 26,000 ft
(few-shot examples)

OCR: [ocr]
Q: [question]
A: [answer]
Evidence:A: Instagram

Q: Which platform requires 
lots of high quality images 
and videos? Evidence

Full OCR: In Mexico, image of 
U.S. president at record low, 
Confidence in the U.S. … Diff(5, 93)

LLM-
Programmer

Fill in 
template

OCR: …
Tab: Characteristic,Share | 
Yes,34.12% | No,65.88%
Q: What is the ratio of yes to no? 
A: 0.518
Program: Div(34.12%, 65.88%)
Execution: 34.12% / 65.88% = 0.518
(few-shot examples)

OCR: [ocr]
Tab: [table]
Q: [question]
A: [answer]
Program:

A: 88

Q: What is the difference 
between the No 
confidence and the 
Confidence value in 2017?

Program

Year Confidence No confidence
2007 28 67

… … …
2017 5 93

Google 
Cloud OCR

OCR tool

Google 
Cloud OCR

PaLM 2-L

PaLM 2-L

Structured 
Table:

(Annotated)

Structured 
Table

Year,Confid
ence,No 
confidence | 
2007,28,67 | 
… | 2017,5,93

Rationale Generation Rationales

Reformat to text string

Plot-to-Table

Figure 2: For training examples, we first generate the full OCR of each image with Google Cloud OCR. Depending
on the dataset, we either use LLM-Summarizer (few-shot prompted PaLM 2-L) to generate text evidence (top), or
use LLM-Programmer (also PaLM 2-L) to generate a program based on both the OCR and available structured
table source for the image (bottom).

The training data for VDU tasks of interest does063

not generally contain annotated “rationales.” It is064

also not known what types of sufficiently succinct065

rationales, even if available, would be useful for066

a small image-to-text model. We take inspiration067

from related works on chain-of-thought distilla-068

tion (Shridhar et al., 2023; Zhang et al., 2023) for069

text and multimodal tasks, borrowing techniques070

and adding novel components to address the spe-071

cific challenges within the visual document under-072

standing domain. We use chains of tools at training073

time to derive short rationales representing salient074

subtasks of the problem—recognizing text and lay-075

out, and deriving programs to encode numerical076

reasoning. To increase the quantity and validity of077

example rationales, and the student’s robustness to078

incorrect predictions, we design data augmentation079

schemes and DAGGER-style (Ross et al., 2011)080

loss functions, which improves the student’s ability081

to benefit from intermediate predictions.082

Our method takes advantage of task decomposi-083

tion and reasoning, but offers the following advan-084

tages over other tool-using models:085

• No OCR or other external tools used during086

inference, reducing engineering complexity.087

• Only a short, query-dependent rationale is pre-088

dicted versus longer structures typically ex- 089

tracted by external tools, saving computation. 090

• Computation is increased by only about 1% 091

(in FLOPS) compared to models that predict 092

the answer directly. 093

We conduct experiments on three VDU 094

benchmarks: InfoVQA (Mathew et al., 095

2022), DocVQA (Mathew et al., 2021), and 096

ChartQA (Masry et al., 2022). We show accuracy 097

improvements over models that predict answers 098

directly. For models based on PIX2STRUCT-Base 099

(282M parameters), improvements are 4.0 and 100

4.6 points in ANLS on InfographicVQA and 101

DocVQA respectively, and 3.3 / 7.7 points in 102

relaxed accuracy on ChartQA’s augmented and 103

human sets, with similar improvements for larger 104

PIX2STRUCT models (1.3B parameters). 105

2 Task definition 106

In VDU, a model is given an image I and user 107

question q, and predicts text answer a. We fo- 108

cus on training a single small image-to-text model 109

with parameters θ for this task. Prior work in 110

VDU trains such models by maximizing the train- 111

ing data log-likelihood according to an image-to- 112

text (or image+text-to-text) model that directly 113
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Pinterest, Twitter, Key 
differentiating trait. 
Fast-moving 

Rationale 
generation

Filter with 
PaLI-XGreat for businesses that 

involve planning , design , 
creation …You need to have lots of 

high-quality images and 
videos to support this …

Scoring methods: 
1. Greedy decoding with rationale generates the gold answer?
2. Rationale greatly increases the likelihood of the gold answer?

Rationale Augmentation and Filtering

Gold answers for 
training

1 None

1

Instagram

2

1 2

Cropped images

Tool set

Pinterest, Twitter, Key 
differentiating trait. 
Fast-moving Great for businesses that 

involve planning , design , 
creation …You need to have lots of 

high-quality images and 
videos to support this …

Instagram

A: Instagram

Q: Which platform 
requires lots of high 
quality images and 
videos?

Figure 3: We first crop along the longer edge of the image to create multiple smaller square images. We generate
rationales using the appropriate subset of tools (OCR, LLM-Summarizer, LLM-Programmer, Plot-to-Table) on
these images, then categorize the examples and rationales with Multimodal-Verifier (PaLI-X).

generates the text answer a given the input and114

makes predictions through greedy decoding, i.e.,115

â = arg max pθ(a | q, I) (Kim et al., 2022; Lee116

et al., 2023; Chen et al., 2023b; Wang et al., 2022).117

We assume that external tools such as OCR118

systems, LLMs, larger image-to-text models, or119

structured input image source information may be120

available at training time, but not inference time.121

We use such tools and metadata to derive ratio-122

nales r paired with training input-output examples123

(I, q, a), and train a small student image-to-text124

model to predict rationales r as an intermediate125

reasoning step, before predicting the answer a.126

3 Rationale Distillation127

We propose Rationale Distillation (RD), which dis-128

tills rationales from a predefined set of tools, and129

trains a student model to predict the relevant ratio-130

nales before predicting the answer.131

Rationales are sequences of text tokens of rel-132

evant information to arrive at the answer. We133

consider two kinds of rationales r: natural lan-134

guage text evidence derived from the output of135

an OCR system; and tabular representation of136

charts in the input image concatenated with sim-137

ple custom programs with predefined operations.138

The tools we leverage are: an OCR tool (Google139

Cloud OCR); Plot-to-Table, a converter that con-140

verts charts or plots to structured tables; a LLM-141

Summarizer (designed by us), which summarizes142

OCR text to evidences relevant to the question143

using a prompted PaLM 2-L model (Anil et al.,144

2023); a LLM-Programmer (also designed by us145

and based on PaLM 2-L), which generates sim-146

ple programs for numerical reasoning tasks; and a147

Multimodal-Verifier based on PaLI-X (Chen et al.,148

2023b), which verifies the quality of the rationales.149

We provide detailed descriptions of these tools in150

Appendix A. As these tools add heavy computation 151

(for LLMs) or engineering complexity (for OCR), 152

we depend on none of them at inference time. 153

In this section, we first discuss the process of gen- 154

erating the two types of rationales from tools (§3.1). 155

We then describe a data augmentation scheme for 156

increasing the number of examples with rationales, 157

and making student models more robust to poten- 158

tially noisy rationales (§3.2). Finally, we discuss 159

training and inference for student models to predict 160

the rationale and the answer (§3.3, 3.4). 161

3.1 Rationale generation from tools 162

InfoVQA and DocVQA require a strong ability to 163

recognize text, so we first use the OCR tool to ex- 164

tract the text from the image, then perform 5-shot 165

prompting with LLM-Summarizer to generate ques- 166

tion evidence (Figure 2, top). ChartQA focuses on 167

numerical reasoning on charts, so we extract the 168

full OCR text, obtain structured tables using Plot- 169

to-Table,1 and then prompt LLM-Programmer (us- 170

ing 8 in-context examples) to generate a program 171

to derive the answer. The concatenation of the 172

structured table and the program are then used as 173

the rationale (Figure 2, bottom). Detailed prompt 174

templates are in Appendix E. 175

3.2 Rationale augmentation and filtering 176

We aim to enable a small student model to reason 177

over visual documents ranging over diverse formats 178

and complexity. The expensive tools can typically 179

generate high-quality rationales from such data, 180

but it is a significant challenge for a small student 181

model to match the quality of these rationales from 182

a limited amount of training data. To overcome this 183

challenge, we devise a data augmentation approach 184

based on image cropping to greatly enlarge the 185

1We use provided ChartQA structured tables directly.

3



number of examples available for rationale predic-186

tion, and to teach the model to use variable quality187

rationales in generating the final response.188

Algorithm 1 Rationale Filtering

1: Input: image I; question q; answer a; ratio-
nale r; multimodal verifier with parameter φ.

2: Output: A tuple (the category of the rationale,
the assigned answer used for training).

3: if arg maxâ pφ(â | I, q, r) 6= a then
4: return “irrelevant”, “None”
5: end if
6: if [pφ(a | I, q, r)]λ ≥ pφ(a | I, q) then
7: return “useful”, a
8: else
9: return “relevant but not useful”, a

10: end if

Cropping-based augmentation. We crop the189

original image along the longer dimension, result-190

ing in multiple square images (Figure 3). To mini-191

mize the possibility that the most relevant segment192

does not fit within any crop, we use a sliding win-193

dow with adjacent croppings overlapping by half194

the image size (Algorithm 2, appendix). For an in-195

put image I , we obtain k cropped images i1, . . . , ik196

and generate corresponding rationales for them as197

detailed above. As an example, in the InfoVQA198

dataset we observe an average of k ≈ 4.199

Filtering relevant and useful examples. While200

cropping significantly increases the size of our201

training dataset, many of the images might not202

contain information pertaining to the answer, and203

we may not be able to extract reasonable rationales.204

Including such examples in our dataset can amplify205

noise and make the problem more challenging for206

the student. So we carefully filter the augmented207

data to extract examples which are useful for ratio-208

nale and/or answer prediction. We use a powerful209

Multimodal-Verifier (PaLI-X) with parameter φ to210

design two filters on VDU tasks (Algorithm 1).211

(1) The relevance filter checks if the cropped212

image ij contains information for answering the213

question by comparing greedy decoding with214

the rationale as input against the gold answer:215

arg maxâ pφ(â | ij , q, rj) = a, j ∈ {1..k} (row #3216

of Algorithm 1). For examples failing this filter,217

we replace the answer a with None in the training218

data, assuming the cropped image is insufficient to219

generate the answer. For instance, the first cropped220

image of Figure 3 does not contain the gold an-221

Task name Encoder input Decoder input Target output
QRA I - q, r, a
ASR I q, r̂ a
QRACI ij - q, rj , ā
ALRCI ij q, rj ā

Table 1: We compute loss on the target output tokens
for four student training tasks. Encoder input images
have questions q rendered as the header. Rationale r
(resp. rj) is generated by tools on image I (resp. ij).
Rationale r̂ is generated by students.

swer “Instagram” and the example falls within the 222

irrelevant category. We still use the rationale rj for 223

rationale prediction, since it could help distill the 224

tool into the student model. 225

(2) The rationale filter applies to examples that 226

pass the relevance filter, and checks if the proba- 227

bility of the gold answer is sufficiently increased 228

given the rationale (row #6 of Algorithm 1). We use 229

a factor λ = 2 to avoid small perturbation caused 230

by changing the format of the model prompt by 231

concatenating the rationale. For examples that pass 232

the relevance filter but not the rationale (row #9), 233

we regard the rationale rj as low-quality, and do 234

not use it for learning rationale prediction. For 235

instance, the second cropped image of Figure 3 236

contains the gold answer “Instagram”, but the tools 237

do not generate a useful rationale. 238

We classify (ij , rj) pairs into three categories 239

(rows #4,7,9 of Algorithm 1), which determine 240

their assigned answer ā = a or None and the way 241

their rationales are used in training. 242

Dataset balancing. Most examples fail the rele- 243

vance filter, and more than half of the ones that pass 244

fail the rationale filter. We subsample the examples 245

with label None (row #4) such that their number 246

nrow #4 ≤ nrow #9 − nrow #7. 247

3.3 Training student models 248

In Rationale Distillation, we perform multi-task 249

training for the student model, using tasks derived 250

from the original and augmented data annotated 251

with rationales. Tasks differ by their encoder and 252

decoder inputs and decoder outputs (Table 1). We 253

weight four tasks equally (i.e., 0.25 for each), and 254

train on a linear combination of them, with loss 255

defined over the target output. 256

Distilling the tools directly. This vanilla Ques- 257

tion, Rationale and Answer (QRA) distillation 258

setup teaches the model to take in the original im- 259

age and predict q (which can be read out from the 260
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Model Method Dev Test
InfoVQA DocVQA ChartQA InfoVQA DocVQA ChartQA

aug. human aug. human

Base
Ans-Only 36.8 72.3 75.9 34.3 38.2 72.1 81.5 30.3
QID 38.2 75.5 76.2 35.4 39.5 75.7 82.3 32.5

(282M) RD (Ours) 41.3 76.3 78.9 36.7 42.2 76.7 84.8 38.0
Oracle 48.1 82.5 84.7 43.1 - - - -

Large
Ans-Only 39.6 76.0 77.3 36.3 40.0 76.6 83.8 35.2
QID 41.0 77.8 78.5 37.8 41.9 77.9 85.0 35.9

(1.3B) RD (Ours) 43.5 79.2 81.6 39.3 44.3 79.0 88.6 40.6
Oracle 53.5 84.0 85.8 46.5 - - - -

(≥5B) SOTA - - - - 62.4† 88.6† 91.0‡ 67.6‡

Table 2: PIX2STRUCT-based results on three benchmarks. We show Rationale Distillation consistently outper-
forms the Ans-Only and QID baselines on both Base and Large models. Results marked by † are from Chen et al.
(2023c), and ones marked by ‡ are from Liu et al. (2023a).

image header), r ( the intermediate rationale gener-261

ated by the tools), and then by the answer a.262

Robustifying against student rationale errors.263

To help make the student model robust to its264

own mistakes, the Answer with Student Rationale265

(ASR) task provides question q and student gen-266

erated rationale r̂ as decoder input for the student267

model to predict the answer. To generate such268

student rationales r̂, we use a separately trained269

PIX2STRUCT-based student model, which learns270

to predict only rationales.271

We sample three student generated rationales272

for each input example and use them as the low-273

quality rationales r̂. Since the training loss for274

ASR is only applied to the answer prediction, the275

RD student is not encouraged to replicate these276

noisy rationales, but to be able to recover from277

potential errors and predict the gold answer. We278

note that other than the difference of a separate279

student model generating the rationale, this is akin280

to student-forcing or DAGGER style approaches to281

structured prediction (Ross et al., 2011).282

Leveraging cropped images. In Question, Ra-283

tionale and Answer on Cropped Images (QRACI),284

we use cropped images ij with rationales identi-285

fied as useful (row #7 of Algorithm 1) or irrelevant286

(row #4), to learn to predict those rationales and the287

original answer or None, respectively. Answer with288

Low-quality Rationale on Cropped Images (AL-289

RCI) is similar to ASR, taking cropped images as290

encoder input and providing low-quality rationales291

(row #9) in the decoder input.292

3.4 Model architecture and inference details293

PIX2STRUCT is an encoder-decoder model using294

a Transformer image encoder for an input image,295

and a Transformer-based decoder generating text. 296

Following Lee et al. (2023), we render the question 297

q as the header of the image I for visual document 298

understanding tasks and do not provide the ques- 299

tion through a textual input channel. We take <s> 300

and <answer> as separators, and use the following 301

encoding format for the decoder sequence: [ques- 302

tion] <s> [rationale] <answer> [answer]. As the 303

decoder sequence length of PIX2STRUCT is 128 304

tokens,2 we trim the sequence before [answer] to 305

108 tokens and leave 20 tokens for the answer. 306

If the rationale has programs, like in ChartQA, 307

we put both the structured table and the program 308

in the [rationale] slot, using the format [rationale] 309

= [table] <program> [program]. As the structured 310

table is usually long, we trim the sequence before 311

[program] to 64, leaving 44 tokens for the program. 312

During inference, we evaluate only on the origi- 313

nal, non-cropped images with greedy decoding. To 314

avoid generating answer None, we force the model 315

to decode non-None after the answer token. 316

Note that student model’s intermediate predic- 317

tions are relatively short. The overall floating-point 318

operations (FLOPs) compared to a baseline model 319

that directly generates answers are increased by 320

less than 1% (see Appendix D for a derivation). 321

4 Experimental results 322

We study the impact of rationale distillation across 323

three benchmarks, analyze the contribution of each 324

component of our approach, and the extent to which 325

a single student model can match the capabilities 326

of the external tools and LLMs it learns from. 327

2Defined using PIX2STRUCT’s tokenizer.
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4.1 Dataset metrics328

InfoVQA and DocVQA use the average normalized329

Levenshtein similarity (ANLS) score as the eval-330

uation measure. ChartQA uses relaxed accuracy331

(RA) and includes an easier augmented evaluation332

set and a harder human-generated evaluation set.333

4.2 Baselines334

PIX2STRUCT We compare with the original335

PIX2STRUCT fine-tuning approach for both Base336

and Large models, where the model takes in an337

image I with the question rendered as a header as338

encoder input and directly predicts a.339

QID Fine-tuning tasks QRA and QRACI predict340

the question as part of the decoder output. To detect341

improvements due to reading out the question as342

an intermediate step, we compare to the question-343

in-decoder (QID) setup, where the PIX2STRUCT344

model takes in I in the encoder input and predicts345

the sequence q, a separated by <answer>.346

Oracle To establish an upper bound on perfor-347

mance of the student model if it was able to condi-348

tion on the tool-generated high-quality rationales,349

we also compare to an oracle method on the devel-350

opment set. We use the tool generated rationale351

r during evaluation to get an oracle measure that352

uses information about the gold answer a.353

We also describe other existing VDU approaches354

and compare RD to them in Table 8 (Appendix B).355

4.3 Main results356

Table 2 evaluates our rationale distillation (RD)357

method against baselines.358

Overall trends. Overall, RD shows consistent359

improvements on InfoVQA (4.0 and 4.3 points),360

DocVQA (4.6 and 2.4 points) and ChartQA-361

human (7.7 and 5.4 points) test sets for both base362

and large model variants (respectively) over the363

PIX2STRUCT baseline. We also see that including364

the question in the decoder brings benefits across365

all datasets and variants. Next, we discuss the366

value of rationale distillation in comparison to this367

stronger QID baseline.368

Textual rationales. Table 2 shows consistent im-369

provements due to OCR and LLM-Summarizer ra-370

tionales compared to the QID baseline. RD records371

improvements of 2.7 and 2.4 points on InfoVQA372

and 1.0 and 1.1 points on DocVQA for base and373

large variants respectively for the test set.374

Method Dev Set
InfoVQA DocVQA ChartQA

aug. human
RD 41.3 76.3 78.9 36.7
RD+Voting 41.7 76.6 79.4 37.0

Table 3: RD on PIX2STRUCT-Base with voting during
inference. Decoding with voting shows small but con-
sistent improvements across datasets.

Table and program rationales. On ChartQA, 375

we use rationales including Plot-to-Table (under- 376

lying tables for charts), as well as programs de- 377

rived by LLM-Programmer (based on this table and 378

OCR). Using such rationales results in improve- 379

ments of 2.5 and 3.6 points respectively on base 380

and large variants on the augmented set over the 381

QID baseline. We see even larger improvements: 382

5.3 and 4.7 points for base and large models, respec- 383

tively, on the harder human eval set which requires 384

more complex mathematical reasoning. 385

Accuracy and efficiency trade-off. We show 386

that efficiency and accuracy can be improved at 387

the same time. The performance of the Base model 388

with RD is better than that of the Large model 389

with Ans-Only; the inference FLOPs of the former 390

(∼2.65E+12) are also lower than those of the latter 391

(∼4.63E+12; Appendix D shows a derivation). 392

On the other hand, PIX2STRUCT Large with RD 393

still shows gaps compared to the SOTA methods — 394

PaLI-3 with OCR (Chen et al., 2023c) on InfoVQA 395

and DocVQA, and a tool use case with deplotting 396

and prompted LLM (Liu et al., 2023a). It is worth 397

noting that these methods use more than 10 times 398

the FLOPs of the PIX2STRUCT Large model and 399

also use more data. 400

4.4 Analysis 401

Using Base-sized models, we analyze the impact of 402

the inference method and compare RD to pipelines 403

where external tools and LLMs can be called at 404

inference time. We also ablate the impact of the dif- 405

ferent tasks designed to drive student model learn- 406

ing and examine the types of questions that benefit 407

most from Rationale Distillation. 408

Top-n voting in inference. We can naturally ap- 409

ply top-n voting during inference, which is simi- 410

lar to making predictions using self-consistency in 411

chain-of-thought (Wang et al., 2023c). We sim- 412

ply perform beam search decoding with a beam 413

size of n = 5 and aggregate the probabilities of 414

the distinct answers appearing in these hypotheses. 415
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# Task InfoVQA Dev Set
1 QRA 36.7
2 QID 38.2
3 QRA and ASR 40.1
4 QRA, ASR and QRACI 41.0
5 QRA, ASR and ALRCI 40.5
6 All 4 tasks 41.3

Table 4: We conduct ablation study of different stu-
dent training task combinations on the InfoVQA dev
set: Question, Rationale, Answer (QRA), Answer with
Provided Rationale (APR) and analoguous tasks on
Cropped Images (CI). We show the importance of both
training to predict the gold rationales and training to
predict the answer based on the noisy rationales (row
# 3), as well as the usefulness of image cropping aug-
mentation (row # 6).

We choose the answer (that is not None) with the416

highest aggregate probability as the final prediction.417

From Table 3, we see that this leads to small but418

consistent improvements across datasets, albeit at419

an increased computation cost.420

How much does each of the tasks aid the stu-421

dent in predicting helpful rationales? In Ta-422

ble 4, we tease apart the contribution of each train-423

ing task. First, we see that a model which uses stan-424

dard supervised training with QRA (i.e., predicting425

the question, rationale and answer) performs worse426

than the QID baseline. This result suggests that it427

is important to make the student model robust to its428

own errors and expose it to rationales with varying429

degrees of relevance to the question.430

Augmenting QRA with ASR (training with pre-431

dicted rationales) results in a gain of about 1.9432

points absolute (row #3). The additional image,433

rationale and answer examples obtained through434

image cropping and verifier categorization bring435

further improvements of 1.2 points (row #6).436

What is the usefulness of the rationale gener-437

ated by the student in comparison to external438

tools? On InfoVQA, we analyze the usefulness439

of the student-generated rationale in comparison440

to evidence from the OCR tool and several ways441

to sub-select fragments of similar length from it442

including LLM-Summarizer without access to gold443

answer (based on PaLM 2-L) (Figure 4). The sys-444

tems are shown (from left to right) in order of in-445

creasing computation costs and engineering com-446

plexity. All methods except QID are evaluated447

with PIX2STRUCT-Base trained with RD, using448

corresponding rationales as decoder input during449

inference.450

Source of Evidence
30

35

40

45

50

55

R
el

ax
ed

 A
cc

ur
ac

y

38.2

41.3 41.0
39.8

45.4
44.2

45.9

QID
Same Student (RD)
Another Student
First 50 Tokens

TF-IDF
BERT
PaLM 2-L

Figure 4: We analyze the usefulness of student gen-
erated rationales. The systems are shown in order of
increasing engineering complexity. All red bars use a
pipeline with Google Cloud OCR during inference. RD
trades off between accuracy and efficiency/complexity.

Since OCR outputs can be very long, we experi- 451

ment with different methods for selecting 50-token 452

segments. The simplest variant truncates the OCR 453

output to the first segment of 50 tokens which re- 454

sults in a small gain (1.6 points) over QID. More 455

complex methods which select segments based on 456

TF-IDF (7.2 points) or BERT-embedding based (6 457

points) similarity to the question result in larger 458

gains. Finally, the rightmost red bar shows the per- 459

formance with rationales from few-shot prompted 460

PaLM 2-L. For this experiment, we modified the 461

prompting template for PaLM 2-L, to generate ra- 462

tionales from the OCR without being given the 463

answer. Specifically, we ask PaLM 2-L to predict 464

the evidence first, and the answer next and use only 465

the evidence (and not the answer) from PaLM 2-L 466

as student decoder input. This variant performs 467

the best with a 7.7 point improvement over QID. 468

Overall, these results indicate a significant room 469

for improvement in rationale prediction for student 470

models. We also see that an external OCR tool 471

would still provide benefits at the cost of added 472

computation by the OCR system and, since OCR 473

is relatively efficient, the more significant cost of 474

increased engineering complexity and potential ser- 475

vice fees for production solutions. 476

What if we use an external calculator on the 477

generated programs? Using a calculator – an 478

additional but computationally inexpensive tool – 479

could further enhance the capabilities of our mod- 480

els. For valid programs generated by student mod- 481

els, we use a calculator to carry out computations 482

7



Method Answer type Evidence Operation
Image Question Multiple Non Table/ Textual Visual Figure Map Comparison Arithmetic Counting
span span spans span List object

Ans-Only 41.5 43.8 16.6 30.1 33.5 49.7 23.8 36.3 32.6 23.4 40.4 18.9
RD+Voting 46.6 46.7 18.8 30.4 40.6 57.7 28.0 37.9 36.5 28.1 41.2 17.7

Table 5: Breakdown ANLS score on different types of questions and answers from InfoVQA test set. RD benefits
questions related to text or table evidence most.

dictated by the programs, and take the output of the483

calculator to replace model output. For invalid pro-484

grams, we keep using the model generated answer485

prediction. We observe that on ChartQA, the cal-486

culator use, when combined with voting, leads to487

further improvements of 0.4 RA on the augmented488

set and 3.3 RA on the human set.489

Breakdown analysis of the improvement. The490

InfoVQA leaderboard provides a breakdown of491

model performance over subsets categorized by an-492

swer type, evidence type, and question operations.493

We compare the performance of Ans-Only mod-494

els (ANLS 38.2) and RD+Voting (ANLS 42.2) in495

Table 5. We observe large improvements when an-496

swers are text spans in the image or in the question.497

The former type indicates the helpfulness of the498

intermediate rationales; the latter suggests the help-499

fulness of decoding the question before answering.500

We see a 7.1 points gain when the evidence501

comes from a table or list, 8 points when the evi-502

dence comes from text, which implies the student503

can extract better rationales from such parts of the504

images, in comparison to parts with more complex505

layouts such as figures and maps.506

We did not use programs as rationales for In-507

foVQA, and we do not see large improvement on508

arithmetic and counting questions. Using programs509

as parts of the rationales in this and other types of510

tasks is a promising direction for future work.511

5 Related work512

Using tools to augment the input in a prediction513

problem can be seen as using additional reasoning514

steps, i.e., calling a tool with a set of arguments515

and integrating its result with the rest of the context.516

Much prior work on VDU has relied on calling517

OCR (Tang et al., 2023; Appalaraju et al., 2021;518

Huang et al., 2022), object detector (Kim et al.,519

2023), or de-plotting tools (Liu et al., 2023a). Such520

works have not attempted to recognize text or struc-521

tured data as an intermediate reasoning step using522

the same small model.523

On the other hand, the specific structure of524

reasoning chains through prompting LLMs has 525

been shown to have significant impact (Wei et al., 526

2022; Zhou et al., 2023; Khot et al., 2023; Yao 527

et al., 2023). Distilling these text rationales from 528

large teacher models has been shown successful by 529

chain-of-thought distillation works on NLP bench- 530

marks (Shridhar et al., 2023; Li et al., 2023) and 531

ScienceQA (Zhang et al., 2023; Wang et al., 2023a). 532

Toolformer (Schick et al., 2023) trains smaller lan- 533

guage models to call tools. Generic multimodal 534

tool use solutions based on LLMs have also been 535

proposed (Yang et al., 2023). However, these works 536

do not replicate the results of tool output and re- 537

place them for efficiency. 538

We marry the powerful ideas of taking interme- 539

diate reasoning steps from tools for accuracy, and 540

distilling to small student models for efficiency, as 541

we have proposed in RD.3 542

6 Conclusions 543

We showed that the visual document understand- 544

ing ability of small image-to-text models can be 545

improved by our proposed Rationale Distillation. 546

In RD, we obtain rationales for training examples 547

using external tools and LLMs, and train small 548

end-to-end student models to predict rationales as 549

intermediate reasoning steps. We demonstrated the 550

importance of designing student training tasks that 551

make the model robust to irrelevant rationales. 552

RD leads to substantial improvements via textual 553

evidence distillation on the text-heavy InfoVQA 554

& DocVQA datasets, and via Plot-to-Table and 555

program distillation on the numerical reasoning- 556

focused ChartQA dataset. Analysis shows the 557

gains transfer to stronger models such as MATCHA 558

(Appendix B) and larger PIX2STRUCT models. 559

Marginalizing over rationales and using a cheap 560

calculator tool at inference time bring additional 561

consistent benefits. Controlled experiments show 562

that RD offers a tradeoff between performance 563

and computational cost/engineering complexity, in 564

comparison to systems relying on tool pipelines. 565

3We overview more related works in Appendix C.
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Limitations566

Our study shows RD can teach small models to567

successfully generate and utilize two types of ra-568

tionales: summarized OCR evidence, and struc-569

tured table concatenated with a simple program.570

A broader set of tools, such as object detection,571

image segmentation and captioning tools, can be572

further explored as rationales to enhance the ability573

of visual document understanding.574

To use resources sparingly, we evaluate on the575

PIX2STRUCT series of models up to a size of576

1.3B parameters (including the stronger MATCHA577

model; see Appendix B). In the future, RD could578

also be evaluated on other more powerful pre-579

trained models for visual document understanding,580

such as PaLI-3 (Chen et al., 2023c) or ERNIE-581

Layout (Peng et al., 2022).582

We focus on single-page visual document under-583

standing, and have not explored the potential of584

RD on multi-page images. Multi-page image prob-585

lems may have longer-distance dependencies, and586

require student models to generate more complex587

rationales as the intermediate reasoning steps.588

We inherit the ethical concerns of existing LLMs589

and multimodal models, such as privacy consid-590

erations and potential misuse. Here we use pub-591

lic peer-reviewed datasets to evaluate our method.592

For use in deployed applications, the data for RD593

should be constructed with careful data curation.594

Privacy-sensitive documents which contain per-595

sonal information, should be excluded from the596

training data to prevent potential privacy breaches597

and unintended consequences.598
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A Implementation details848

A.1 Description of used tools849

OCR For all datasets, we begin with calling an850

off-the-shelf external OCR tool (Google Cloud851

OCR), which takes the image as input and out-852

puts the full text recognized in the image together853

with location information (see Figure 2).854

LLM-Summarizer OCR outputs can be quite855

long for some images, and not all text in the input856

image is directly relevant to a given question. To857

minimize computation spent on intermediate ratio-858

nale prediction steps, we employ another powerful859

tool — a prompted large language model PaLM860

2-L (Anil et al., 2023), to generate a significantly861

shorter span of text (less than 100 tokens), given862

the question, answer, and the full image OCR text863

(see Figure 2 top for an example). We sample a864

single evidence with temperature of 0.1 to obtain865

these rationales from PaLM 2-L.866

Plot-to-Table In addition to relevant text on the867

screen, some visual document domains and types868

of problems can benefit from other types of inter-869

mediate structure. An example is understanding870

charts and figures, whose underlying structured871

source data is not well captured by OCR systems.872

Such structured source data is available in some873

datasets, e.g., ChartQA provides structured data ta-874

bles extracted by ChartOCR (Luo et al., 2021); but875

they can also be inferred for unannotated images876

through tools like DePlot (Liu et al., 2023a).877

LLM-Programmer For problems involving nu-878

merical reasoning, we use a prompted LLM, PaLM879

2-L, to generate a simple program capturing com-880

mon numerical reasoning patterns corresponding881

to user queries, given the question, answer, the full882

image OCR text and the structured table (see Fig-883

ure 2 lower half for an example). The programs884

are limited to the following formats: Div(a,b);885

Mul(a,b); Avg(a list of numbers); Sum(a886

list of numbers); Diff(a,b); Greater(a,b);887

Less(a,b); Find(str). All programs except888

Find(str) have execution steps in the prompt tem-889

plates, which explain how to connect the programs890

to arithmetic and comparison operations. The last891

program type is applicable if numerical reasoning892

of the other types is not needed, and has no oper-893

ation involved. Note that the program rationale is894

not executed by default, but is only used to guide895

the model towards the correct answer.896

Multimodal-Verifier To determine the helpful- 897

ness of the rationale generated by other tools and 898

the relevance of image augmentations, we employ 899

a multi-task trained, large multimodal model PaLI- 900

X 55B (Chen et al., 2023b). We construct the text 901

encoder input in the following format: 902

[rationale] Answer in en: [question] 903

The verifier takes in the image I as input to the 904

vision encoder, the question q and the rationale 905

r as input to the text encoder. We use the log- 906

probability of the gold answer (with and without 907

conditioning on the rationale), and the correctness 908

of the predicted answer (through greedy decoding), 909

to define two measures of rationale helpfulness. 910

A.2 Algorithm for rationale augmentation 911

Here we list the detailed algorithm for rationale 912

augmentation described in §3.2. 913

Algorithm 2 Rationale Augmentation via Image
Cropping

1: Input: image I; question q; answer a; tools
for rationale generation.

2: Output: a set of cropped images, and a corre-
sponding set of rationales.

3: Initialize the counter j ← 0, the cropped image
set I ← ∅ and the rationale setR ← ∅.

4: Get the height h and the width w of the image
I .

5: if h ≥ w then
6: while wj < h do
7: start← wj/2
8: end← min(wj/2 + w, h)
9: image ij ← crop [start, end] on the

height of I .
10: Get rationales rj for ij , q, a from tools.
11: I ← I ∪ ij ;R ← R∪ rj ; j ← j + 1.
12: end while
13: else
14: while hj < w do
15: start← hj/2
16: end← min(hj/2 + h,w)
17: image ij ← crop [start, end] on the

width of I .
18: Get rationales rj for ij , q, a from tools.
19: I ← I ∪ ij ;R ← R∪ rj ; j ← j + 1.
20: end while
21: end if
22: return I,R
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A.3 Student rationale generation for ASR914

For student rationale generation, we cannot directly915

use the student trained on the whole training set,916

as it is likely to remember and replicate the tool-917

generated rationale but this would not be represen-918

tative of its behavior on unseen data.919

On InfoVQA and DocVQA, we split the training920

data of into 3 folds. We train 3 student models,921

each takes in 2 folds as the train data and gener-922

ates student rationale for the remaining fold. On923

ChartQA, to avoid the distribution shift from the924

augmented set and human set, we split both aug-925

mented set and the human set into 3 holds, in total926

6 folds. We train 6 student models, each takes in927

5 folds for training and generates student rationale928

for the remaining fold.929

Here, the student models are only trained to gen-930

erate the question and the rationale, not the answer.931

The output format of the student models is932

[question] <s> [rationale]933

For each example, we sample 3 rationales to create934

the ASR training set.935

A.4 Hyper-parameters936

Following the setup in Lee et al. (2023), for937

PIX2STRUCT-Base, we use an input sequence938

length of 6155 patches for InfoVQA, and 4096939

patches for DocVQA and ChartQA. We train with940

a batch size of 128 for InfoVQA, and 256 for941

DocVQA and ChartQA, on 32 v3-Google Cloud942

TPUs.943

For PIX2STRUCT-Large, we use an input se-944

quence length of 3072 patches and train with a945

batch size of 64 for all datasets, , on 64 v3-Google946

Cloud TPUs.947

We train all the model with 10k steps, optimizing948

using Adafactor (Shazeer and Stern, 2018). The949

learning rate schedule uses a linear warmup of 1k950

steps to 0.01, followed by cosine decay to 0. On951

InfoVQA and DocVQA, we select the model with952

the best ANLS score on the dev set for evaluation.953

On ChartQA, we select the model with the best RA954

on the dev augmented set for test evaluation. We955

report all the results under a single-run setup.956

A.5 Scientific Artifacts and Licenses957

We evaluate on three public datasets, InfoVQA,958

DocVQA and ChartQA, in our experiments. In-959

foVQA and DocVQA data is shared for non-960

commercial, research and educational purposes,961

Dataset Domain Train Dev Test
InfoVQA Documents 23,946 2,801 3,288
DocVQA Documents 39,463 5,349 5,188
ChartQA-human Illustrations 7,398 960 1,250
ChartQA-aug. 20,901 960 1,250

Table 6: Statistics of the datasets we evaluate on.

Method ChartQA Dev Set ChartQA Test Set
aug. human aug. human

Ans-Only 83.5 40.4 88.5 36.6
QID 84.6 40.2 89.7 37.5
RD 86.0 40.9 90.8 42.1

Table 7: We initialize the student model with MATCHA,
which has stronger numerical reasoning skills. RD also
improves MATCHA for ChartQA.

which aligns with our use. ChartQA is under GNU 962

General Public License v3.0. The questions in all 963

three datasets are in English. We put the statistics 964

of our evaluated datasets in Table 6. 965

We finetune public models PIX2STRUCT and 966

MATCHA. They are under Apache License 2.0. 967

B Additional experimental analysis 968

B.1 Model ablations 969

We show that RD also benefits stronger pretrained 970

model such as (Liu et al., 2023b), while decoupling 971

rationale and answer prediction is harmful. 972

What if we use a stronger pretrained model 973

tailored to math reasoning as in ChartQA? 974

We initialize our student model parameters 975

with MATCHA (Liu et al., 2023b) instead of 976

PIX2STRUCT before finetuning with RD on 977

ChartQA (Table 7). MATCHA is based on 978

PIX2STRUCT-Base but has stronger numerical rea- 979

soning and other abilities obtained through addi- 980

tional pretraining on relevant data. We see that 981

RD leads to consistent improvements over stronger 982

MATCHA models specialized for this domain. 983

Decoupling rationale and answer prediction. 984

RD uses the same student model (with a single set 985

of parameters θ) to predict rationales and answers. 986

In Figure 4, “Another Student” refers to using a 987

student model, with a separate set of parameters, 988

only responsible for rationale prediction. While 989

training separate models for predicting different 990

intermediate steps has been shown beneficial for 991

ScienceQA (Zhang et al., 2023), this configuration 992

results in slightly worse performance on InfoVQA 993

dev set. Moreover, it also adds engineering com- 994

plexity, storage, and compute. 995
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Selecting appropriate rationales is important.996

Instead of using a simple customized program, we997

construct the rationale for ChartQA by structured998

table concatenated with text evidence. The text999

evidence describes information in the figure that is1000

relevant to the question and is predicted by PaLM1001

2-L given the question, answer, structured table,1002

and OCR, but does not specify a program that can1003

be executed to obtain the answer. For example,1004

for the input in the lower half of Figure 2, the text1005

evidence generated by PaLM 2-L in this setting is1006

“No confidence value in 2017 is 5, confidence value1007

in 2017 is 93”. The same RD training on evidence-1008

based rationales achieves 83.4 / 33.0 RA on the1009

ChartQA’s augmented and human test sets, which1010

is 1.4 / 5.0 points lower than the program-based1011

rationales.1012

B.2 Comparison to other approaches1013

We make an additional comparison to other ap-1014

proaches, which may have different setups, such1015

as the use of tools or LLMs at inference time, or1016

the use of additional pretraining, in Table 8. We1017

show that except the powerful pretrained model1018

PaLI-3 (5B parameters), RD is better than other1019

approaches under the setup of pixel-level image-1020

to-text model without the use of external tools at1021

inference time.1022

UniChart (Masry et al., 2023) is pretrained on1023

chart-specific objectives, but on a larger corpus1024

than MATCHA. The pretraining data is augmented1025

by knowledge distillation from LLMs. With-1026

out further pretraining, RD shows better perfor-1027

mance on ChartQA, initialized with MATCHA.1028

DUBLIN (Aggarwal et al., 2023) proposes pretrain-1029

ing objectives at four different levels: language, im-1030

age, document structure, and question-answering.1031

It demonstrates high performance on InfoVQA and1032

DocVQA, at the cost of sacrificing the ability to1033

understand charts. In addition, UReader (Ye et al.,1034

2023) designs a shape-adaptive cropping module1035

to process high-resolution images. It is jointly fine-1036

tuned on multiple VDU tasks with low-rank adap-1037

tation approach. Cream (Kim et al., 2023) utilizes1038

contrastive learning to align the visual representa-1039

tion of the image and text representation of OCR1040

and objects (generated from tools). We show that1041

RD is better than or close to Cream even under the1042

setup where Cream uses tools in inference.1043

UDOP (Tang et al., 2023) uses external OCR1044

tool for text layout information at training and in-1045

ference time. It is also pretrained on the IIT-CDIP1046

scanned documents corpus, achieving great perfor- 1047

mance gains on InfoVQA and DocVQA. 1048

B.3 Qualitative analysis 1049

We randomly select 5 examples in the dev set of 1050

InfoVQA to illustrate that tool generated rationales 1051

extract relevant information from the visual context, 1052

which are helpful to answer the question (Table 9). 1053

We also randomly select 20 examples from the 1054

dev set of InfoVQA for a qualitatively analysis of 1055

student generated rationales (Table 11). The first 1056

five examples are for the same inputs as the tool- 1057

generated rationale examples. We observe that for 1058

3 examples out of 5, the student generated ratio- 1059

nales match the tool generated ones. In the table, 1060

we list the student generated and TF-IDF extracted 1061

rationales, along with the question and the ground 1062

truth answer. We compute the TF-IDF weight for 1063

each OCR block in the image, and measure the co- 1064

sine similarity of the question to these OCR blocks. 1065

Starting from the closest OCR block to the ques- 1066

tion, we gradually add more OCR blocks to the 1067

final TF-IDF string until it reaches 50 tokens under 1068

PIX2STRUCT tokenizer. Note that this process is 1069

also applied to the TF-IDF and BERT embedding 1070

analysis in Figure 4. 1071

For more than 50% of the student generated ratio- 1072

nales, answers can be inferred from them without 1073

looking at the images. Also, 90% of the student 1074

generated rationales are relevant to the answer. It 1075

is possible for the student model to generate an 1076

irrelevant rationale, such as in the last row of Ta- 1077

ble 11, the student rationale (27 % fake or empty 1078

28 % inactive 43% good) is irrelevant to the ques- 1079

tion (Who uses the twitterid @Ev?) as well as the 1080

answer (twitter co-founder evan williams). This 1081

observation verifies the importance of robustifying 1082

against student rationale errors during training. 1083

C Extended related works 1084

Here we summarize related research in text only 1085

and visual language understanding, focusing on 1086

methods using intermediate reasoning steps. 1087

Tool use in visual language understanding Us- 1088

ing tools to augment the input in a prediction prob- 1089

lem can be seen as using additional reasoning steps 1090

of specific type, i.e., calling a tool with a set of argu- 1091

ments and integrating its result with the rest of the 1092

context. Much prior work on visual document un- 1093

derstanding has relied on an OCR component (Tang 1094

et al., 2023; Appalaraju et al., 2021). 1095
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Model Tool-use Multi-dataset Prompt LLM InfoVQA DocVQA ChartQA
in inference fine-tuning in inference

Donut 7 7 7 21.7 67.5 41.8
PIX2STRUCT 7 7 7 40.0 76.6 59.5
MATCHA 7 7 7 37.2 74.2 64.2
UniChart 7 7 7 - - 66.3
DUBLIN 7 7 7 43.0 80.7 35.2
UReader 7 3 7 42.2 65.4 59.3
Cream-Vicuna7B (w/o tools) 7 3 3 22.1 41.1 50.0
RD (best model) 7 7 7 44.3 79.0 66.5
PaLI-3 (w/o OCR) 7 7 7 57.8 87.6 70.0
Cream-Vicuna7B (w/ tools) 3 3 3 43.5 79.5 63.0
UDOP 3 7 7 47.4 84.7 60.7
PaLI-3 (w/ OCR) 3 7 7 62.4 88.6 69.5
DePlot 3 7 3 - - 79.3

Table 8: We compare the best model of RD (PIX2STRUCT-Large on InfoVQA and DocVQA, MATCHA on
ChartQA) with other existing approaches, some of them (bottom part) have different setups. We show that ex-
cept the powerful pretrained model PaLI-3, RD is better than other approaches under the same setup. Red is the
best model and blue is the second best.

Question Tool Generated Rationales GT Answer
What is the cost of a cup of coffee in
Luanda and Tokyo, taken together?

Cost of a Cup Of Coffee ( USD ), Cost of a Cup Of Coffee
( USD ), $ 3.80, $ 6.65, $ 3.12, $ 8.29, $

$10.45

What are the points to be kept in mind
while reading?

When you read you have to remember a lot of things, like:
Characters Main plot Sub-plots.

characters, main
plot, sub-plots

What will the diastolic reading be if
you have High blood pressure stage 2?

High Blood Pressure (Hypertension) Stage 2, 140 or higher,
or, 90 or higher, Hypertensive Crisis, Higher than 180, (Call
your doctor immediately), and/or, Higher than

90 or higher

Which country has the lowest count of
critical care beds, China, India, or UK?

China, 3.6, India, 2.3. india

What is the meaning of the symbol
"Hearts in Hearts" in Doodles?

Hearts in Hearts, Shy person. shy person

Table 9: We show five randomly selected examples with tool generated rationales. The rationales are helpful to
answer the question.

PaLI-X (Chen et al., 2023b) and the smaller1096

PaLI-3 model (Chen et al., 2023c), which are1097

image-and-text encoders paired with text decoders,1098

achieve strong results both with and without addi-1099

tional OCR input. Since OCR extractions can be1100

very long, e.g., InfoVQA has images with OCR1101

more than 1k tokens, the recognized text often1102

needs to be truncated to a given maximal token1103

length given pretrained model assumed token limits1104

and efficiency considerations. Other architectures1105

are heavily centered on the recognized document1106

text, with examples being TILT (Powalski et al.,1107

2021) and LayoutLM (Huang et al., 2022).1108

In addition to OCR, de-plotting has been used as1109

a pre-processing step to either augment or entirely1110

replace the input image representation (Liu et al.,1111

2023a). Both object detection and OCR are used1112

as an auxiliary input by Cream (Kim et al., 2023)1113

to augment the vision feature.1114

Such works have not attempted to recognize text1115

or structured data as an intermediate reasoning step1116

using the same small model, as we have proposed 1117

in RD. 1118

Tool use and chain-of-thought distillation Dis- 1119

tilling text rationales from large teacher models 1120

has been shown successful by chain-of-thought 1121

distillation works (Shridhar et al., 2023; Li et al., 1122

2023; Wang et al., 2023b) on NLP benchmarks, 1123

such as CommonsenceQA (Talmor et al., 2019) 1124

and QuaRel (Tafjord et al., 2018). 1125

MMCoT (Zhang et al., 2023) and T-Sci (Wang 1126

et al., 2023a) have utilized annotated or decom- 1127

posed reasoning chains for improving vision- 1128

language reasoning on ScienceQA, which is not 1129

representative of the visual document understand- 1130

ing challenges we focus on (e.g. text-only models 1131

can reach accuracy of over 79% on this benchmark). 1132

In addition, these works only distill using our QRA 1133

task, which we show is insufficient to teach the stu- 1134

dent model to produce high-quality rationales and 1135

be robust to potential errors. We also use a single 1136

small model instead of two different models for ra- 1137
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Method FLOPs
PIX2STRUCT-Base, Ans-only 2.62E+12
PIX2STRUCT-Base, RD 2.65E+12

PIX2STRUCT-Large, Ans-only 4.63E+12
PIX2STRUCT-Large, RD 4.72E+12

PaLI-3, w/o OCR 4.81E+13

Table 10: FLOPs of evaluated approaches. RD only in-
crease the FLOPs of Base model by around 1%, Large
model by 2%, and uses less than 10% the FLOPs of the
SOTA model.

tionale and answer generation, reducing complexity1138

and engineering cost, and focus on short rationales1139

for efficiency. Finally, we use a broader set of tools1140

instead of just one LLM chain-of-thought tool.1141

Toolformer (Schick et al., 2023) trains smaller1142

language models to call tools. Generic multimodal1143

tool use solutions based on LLMs have also been1144

proposed (Yang et al., 2023). However, these works1145

do not replicate the results of tool output and re-1146

place them for efficiency.1147

Other related work on text-only models with1148

intermediate reasoning steps Intermediate rea-1149

soning in text-only models has been successful1150

through prompting large language models to per-1151

form a chain-of-thought (Wei et al., 2022). More1152

traditionally in NLP, smaller models have been1153

shown to be able to successfully learn to generate1154

semantic parses before predicting final answers, in-1155

cluding when such parses are not directly annotated1156

in training data (Yih et al., 2016). Decomposing1157

intermediate questions is also known to help small1158

models on multistep text question answering (Zhu1159

et al., 2023). Marginalizing over multiple interme-1160

diate rationale possibilities has brought consistent1161

gains (Wang et al., 2023c).1162

The specific structure of reasoning chains (which1163

can be guided by tailored prompting strategies for1164

LLMs) used has been shown to have significant1165

impact (Zhou et al., 2023; Khot et al., 2023; Yao1166

et al., 2023). In addition to text as intermediate pre-1167

dictions, generating programs has also been shown1168

useful (Chen et al., 2023a).1169

D Detailed FLOPs analysis1170

We show that RD only increases the FLOPs of the1171

Base model on InfoVQA by around 1%, those of1172

the Large model by around 2%, and uses around1173

10% the FLOPs of the SOTA model, as listed in1174

Table 10.1175

We only consider the computation of transformer1176

blocks of the encoder and the decoder, and ignore 1177

the small cost in the last linear layer for token 1178

generation. Most of the computation cost is from 1179

the attention and feed-forward layers, and we ig- 1180

nore the activation and normalization layers. No- 1181

tice that matrix multiplication of with dimension 1182

[N,P ]× [P,M ] uses FLOPs of NM(2P − 1); for 1183

simplicity, we use 2NMP to approximate. 1184

For each self-attention layer, we suppose an in- 1185

put sequence length of dq, a hidden size of dh. 1186

The query, key, value matrix computation takes 1187

6dqd
2
h, the multiplication of these three matrices 1188

takes 4d2qdh, and the linear transformation towards 1189

the output takes 2dqd
2
h. The total is 8dqd

2
h+4d2qdh. 1190

For each cross-attention layer, we suppose a 1191

query input sequence length of dq, and a key-value 1192

input token sequence of dk. The query, key, value 1193

matrix computation takes 2dqd
2
h + 4dkd

2
h, the mul- 1194

tiplication of these three matrices takes 4dqdkdh, 1195

and the linear transformation towards the output 1196

takes 2dqd
2
h. The total is 4dqd

2
h+4dkd

2
h+4dqdkdh. 1197

For one feed-forward layer, suppose the se- 1198

quence length from the attention layer is dq and 1199

the hidden size from the attention layer is dh and 1200

the feed-forward size is df , the total computation 1201

is 6dqdfdh if gated activation is used, otherwise 1202

4dqdfdh. 1203

Now we derive the formula of FLOPs for 1204

encoder-decoder models. We use de and dd to de- 1205

note the encoder sequence length, and the whole 1206

decoder sequence length, respectively. Given the 1207

models we discuss here all have same hidden di- 1208

mension for the encoder and the decoder, we use dh 1209

to denote the hidden size and df to denote the feed- 1210

forward size. For simplicity, we assume a batch 1211

size of 1. The computation cost of each encoder 1212

layer, denoted with FCE, is 1213

FCE(de, dh, df ) = 8ded
2
h + 4d2edh + 4dedfdh 1214

+ 2[[Gated]]dedfdh, 1215

where [[Gated]] is the indicator function on whether 1216

the model uses gated activation. Similarly, with- 1217

out caching the past attention matrices, the com- 1218

putation cost of each decoder layer, denoted with 1219

FCDexact, is 1220

FCDexact(de, dd, dh, df ) = 4ded
2
h +

dd∑
t=1

4dht
2 1221

+ (12d2h + 4dedh + 4dfdh + 2[[Gated]]dfdh)t. 1222

Notice the query, key, value matrices from the 1223
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encoder output only have to be constructed once1224

through the decoding time steps.1225

Instead, if we consider KV-caching and reusing1226

the past attention matrices in the decoding (Pope1227

et al., 2023), we can achieve the following at step1228

t:1229

• reuse the first t − 1 rows of the query, key,1230

value matrices;1231

• reduce the matrix multiplication cost by a fac-1232

tor of t with block matrix computation;1233

• for both self-attention and cross-attention, we1234

only have to care about the last row of the1235

output matrix.1236

Given the decoding with caching, we reduce1237

the computation cost of each decoder layer to1238

FCDapprox, written as1239

FCDapprox(de, dd, dh, df ) = 4ded
2
h +

dd∑
t=1

4dht1240

+ (12d2h + 4dedh + 4dfdh + 2[[Gated]]dfdh).1241

This formula matches the one provided by Elbayad1242

et al. (2020). For aN -layer encoder-decoder model,1243

the total computation cost is N(FCE + FCDapprox)1244

and N(FCE + FCDexact) with and without caching,1245

respectively.1246

Based on the formula derived above, we start1247

to compute FLOPs for specific models. Taking1248

InfoVQA as an example, the student generated ra-1249

tionales have 41.8 tokens on average, the questions1250

have 15.3 tokens on average and the answers have1251

5.0 tokens on average.1252

PIX2STRUCT-Base The model has N = 12,1253

dh = 768, df = 2048 and uses gated activation.1254

For InfoVQA, we have de = 6155, dd = 5 for1255

answer-only generation, and dd = 62 for RD gen-1256

eration (including the question, rationale, and the1257

answer). Without caching, the total FLOPs com-1258

putation is 2.63E+12 for answer-only generation,1259

and 3.46E+12 for RD generation, resulting in a1260

∼ 30% increase of computation. With caching, the1261

total FLOPs computation is 2.62E+12 for answer-1262

only generation, and 2.65E+12 for RD generation,1263

resulting in a only ∼ 1% increase of computation.1264

PIX2STRUCT-Large The model has N = 18,1265

dh = 1536, df = 3968 and uses gated activa-1266

tion. Similarly, for InfoVQA, we have de = 3072,1267

dd = 5 for answer-only generation, and dd = 621268

for RD generation. With caching, the total FLOPs1269

computation is 4.63E+12 for answer-only genera-1270

tion, and 4.72E+12 for RD generation, resulting in 1271

a only ∼ 2% increase of computation. 1272

PaLI-3 We also estimate FLOPs for PaLI- 1273

3 (Chen et al., 2023c), which is constructed by a 2B 1274

ViT-G/14 vision encoder and a 3B UL2 language 1275

encoder-decoder. 1276

The vision encoder has N = 48, dh = 1536, 1277

df = 8192, and does not use gated activation. For 1278

evaluating on InfoVQA, the model uses the resolu- 1279

tion of 1064×1064, which has de = 5776 patches. 1280

The FCE formula gives the computation cost of 1281

2.90E+13. 1282

The language encoder-decoder has N = 24, 1283

dh = 1024, df = 16384, and uses gated activation. 1284

We consider the extra text tokens (15 on average) 1285

from the question but not the ones from the OCR 1286

input. Hence, we have de ≥ 5791 and dd = 5. 1287

With caching, the total computation cost of the 1288

UL2 language transformer is at least 1.91E+13. 1289

Combing two parts, the 5B PaLI-3 model uses 1290

FLOPs of at least 4.81E+13 on the setup of 1291

the InfoVQA task, which is 10 times more than 1292

PIX2STRUCT-Large with the RD generation. 1293

E Prompt templates 1294

We list the prompt templates for rationale genera- 1295

tion on InfoVQA, DocVQA and ChartQA in Fig. 5, 1296

Fig. 6 and Fig. 7, respectively. The former two use 1297

5-shot prompting for LLM-Summarizer and the 1298

last uses 8-shot prompting for LLM-Programmer. 1299
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Question Student Generated TF-IDF GT Answer

What is the cost of
a cup of coffee in
Luanda and Tokyo,
taken together?

1, LUANDA, Angola, 4,799,432, $
7,000, $ 3.80, $ 4.93, $ 17.90, $ 0.55, 2,
TOKYO, Japan, 12,369,000, $ 4.436,

Cost of Monthly, Cost of a, Rent Lux-
ury Cup Of Coffee, 2 Bedroom ( USD
), ( USD ), This new found excess
wealth has attracted many, Auxury re-
tailers, hotels and restaurants to full
indulgences

$10.45

What are the points to
be kept in mind while
reading?

READING, LISTENING, DRINK-
ING TEA, TO MUSIC, OR COFFEE,
WALKING, 68 %, 61 %, 54 %, 42 %,
68 %, 61 %, 54 %, 42 %, Reduces
stress, Just 6 minutes of reading :, 68
%, 61 %, 54 %

READING, Alters your, state of mind,
Reading develops theory of mind ,
which leads to better social connec-
tions ., Just 6 minutes of reading :,
Why?, • It helps

characters,
main plot,
sub-plots

What will the dias-
tolic reading be if you
have High blood pres-
sure stage 2?

High Blood Pressure, 140 or higher,
or, 90 or higher, 2 TRACK LEV-
ELS, American Heart Association.,
Check. Change. Control., Health
care providers can take blood pres-
sure readings and provide recommen-
dations. Check. Change. Control.
helps you track your progress in reduc-
ing blood pressure., Check., Change.,

High Blood Pressure ( Hypertension
) Stage 1, High Blood Pressure ( Hy-
pertension ) Stage 2, Elevated Blood
Pressure, BLOOD PRESSURE CATE-
GORY,

90 or higher

Which country has
the lowest count of
critical care beds,
China, India, or UK?

China, 3.6, India, 2.3 India O, China, The Countries With
The Most Critical Care Beds Per
Capita, Total number of critical care
beds per 100,000 inhabitants in se-
lected countries *, Sources : National

india

What is the meaning
of the symbol "Hearts
in Hearts" in Doo-
dles?

Hearth in Hearts Shy person Hearts in Hearts, Shy person, Hearts
Romantic person, Hearts with Arrow
Daydreamer , idealistic person, What
Do Your Doodles Mean?, Doodles can
be a window into your inner thoughts

shy person

What was the number
of factory workers in
the confederate states
during the American
Civil War?

111K, 70K, 9K, 21K, 9K, 1.7K, 9K,
Factories, Factory workers, Miles of
Railroad, MILITARY

Factory workers, X, CIVIL WAR,
BORDER STATES CONFEDERACY,
Prisoners of War, African American :,
Native, 178,975 American

111k

How many countries
are hosting the 2015
ICC Cricket World
Cup?

2 COUNTRIES Australia and New
Zealand - hosting the World Cup 2015

COUNTRIES Australia and New
Zealand - hosting the World Cup 2015,
3, Teams participating in the World
Cup, ICC CRICKET WORLD CUP,
2015, AUSTRALIA

2

Which of these coun-
tries is least corrupt -
Great Britain, China
or Mexico?

GREAT BRITAIN, $ 37,500, RUSSIA
$ 18,000, MEXICO $ 35,950, GREAT
BRITAIN, $ 37,500

CHINA GREAT 2.6 % BRITAIN, 2.5
%, MEXICO, 35.9 % CHINA S, COR-
RUPTION INDEX, ( OUT OF 100

great britain

How many points did
Shaq score in 2000?

49 %, 47 %, 47 %, 13, 22 25 32 33 34
42 44 52, On Tuesday night, Shaquille
O’Neal’s number 34 will become the
9th retired number raised to the rafters
at STAPLES Center. Here’s a unique
look at the intriguing

POINTS, POINTS, 2000/2001,
1999/2000, fff, 2001, 2002

2,344

How many countries
have number of criti-
cal care beds less than
5?

United States, Germany, Italy, France,
South Korea, Spain, Japan, United
Kingdom, United States, 34.7, 29.2,
12.5, 11.6, 10.6, 9.7, Japan, 7.3, 6.6,
6.6, China, 3.6, India, 2.3

The Countries With The Most Critical
Care Beds Per Capita, Total number of
critical care beds per 100,000 inhabi-
tants in selected countries *, Sources
: National Center for Biotechnology
Information, Inten

2

What percentage of
women find video ads
really annoying?

80 %, find video ads really annoying 80 %, find video ads really annoying,
% women who watch online video, Ma-
jority of women watch online video in
the afternoon or evening, 47 % watch
video for up to 10 minutes a

80%
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In 2009, how many
pedestrian men died?

In 2009, 157 Pedestrian Deaths,
http://www.nj.gov/njsp/info/
fatalace/2009_fatal_crash.pdf,
MALE :, 112, FEMALE :, 45,
MALEP: 45,

Pedestrian Deaths in Southern New Jer-
sey Look Both Ways Before You Cross,
In 2009 , 157 Pedestrian Deaths, Be-
tween 2007 and 2009 the highest

112

What percentage
of clothing and
consumer electronic
products of men
photographed by
mobile shoppers,
taken together?

22 %, 22 %, 32 %, 18 %, 4 %, 5
%, 13 %, 2 %, 20 %, 30 %, PROD-
UCTS PHOTOGRAPHED BY MO-
BILE SHOPPERS, 15 %, At work, 25
%, 12 %, In the

PRODUCTS PHOTOGRAPHED BY
MOBILE SHOPPERS, Consumer
Clothing electronics, MEN, WHERE
MEN AND WOMEN DO, THEIR
MOBILE SHOPPING, TYPES

44%

What is the value of
New York Knicks?

NEW YORK KNICKS $ 3.30B NEW YORK KNICKS $ 3.30B, NEW
YORK METS $ 2.00B, NEW YORK
GIANTS $ 3.10B, NEW YORK
YANKE

$3.30b

How much more
is the value of
Barcelona FC when
compared to Real
Madrid ($bn)?

BARCELONA FC $ 3.64B, NEW
YORK KNICKS $ 3.30B, LOS AN-
GELES LAKERS $ 3.00B, CHICAGO
BULLS $ 2.60B, GOLDEN STATE
WARRIORS $ 2.60B, CHICAGO
BULLS $ 2.50B, BRO

REAL MADRID, $ 3.58B,
BARCELONA FC, $ 3.64B, A
mountain of sponsorship and adver-
tising cash keeps Man U king of the
soccer castle, though Barcelona

0.06

Which is the second
last tip for staying
healthy?

Don’t touch your, face, Avoid close
contact with someone who’s, sick,
Clean and disinfect surfaces and ob-
jects people frequently touch

Tips for staying healthy, ON, What to
do if you feel sick, Stay home, Most
people with COVID - 19 have mild to
moderate symptoms and can recover at
home. Rest up and prevent germs from
spreading by staying home

wear a cloth
face mask
in public

What percent of
adults in age group
65+, buy their food
based on the ’avail-
ability of nutritious
food’?

33 %, 28 %, 21 %, 32 %, 11 %, 17 %,
15 %, Making it easier for the 50+ to
eat more nutritious foods, i, 56 %, Help
find information on fruits & vegetables,
Source : AARP Foundation : Food
Insecurity

Food Availability, AARP®<unk>,
FOUNDATION, A recent AARP Foun-
dation survey of 1,000 low - income
adults age 50+ reveals that, in the past
12 months, two in

15%

Who provides state-
ments for the presen-
tencing investigation
report?

ANALYSIS OF LEGAL HISTORY,
ANALYSIS OF LEGAL HISTORY,
OI, Snapshot of the DV Criminal His-
tory including, Domestic Incident Re-
port ( DIR ) history, How many arrests
in DV related crimes? Convictions?, •
Stalking history, • Protective orders?, •
Level of compliance if under supervi-
sion before?, • Current release status, •
Jail days credited, Domestic Incident
Report ( DIR ) history, •

THINGS TO INCLUDE WHEN CRE-
ATING A PRESENTENCING INVES-
TIGATION REPORT, • Arrest Report
/ DIR • Depositions Summary of Wit-
ness Statements, Review Police report

arresting of-
ficer, victim

What happened first;
Gaza conflict or Scot-
tish independence?

GAZA CONFLICT August 1 : 64K
Peak Shares

GAZA CONFLICT August 1 84K
Peak Shares SCOTTISH INDE-
PENDENCE September 14 35K
Peak Shares, CRIMEAN INDEPEN-
DENCE March 17

gaza con-
flict

Who uses the twitter
id @Ev?

27 % fake or empty 28 % inactive 43
% good

Twitter co - founder Evan Williams
@Ev, WHOLESALERS, IN DARK
CORNERS OF THE INTERNET ,
THEY PLY TOOLS TO OVERRIDE
TWITTER’S RULES, THE

twitter
co-founder
evan
williams

Table 11: We show 20 random selected examples with student generated or TF-IDF extracted rationales. The first
5 examples are the same as in Table 9, where 60% of student generated rationales match the tool generated ones.
For more than 50% of the student generated rationales, answers can be inferred from them without looking at the
images. 90% of the student generated rationales are relevant to the answer, others are irrelevant.
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Please extract the relevant evidence of the QA from the OCR string for the last examples. The evidence should be within 50 tokens.
                                                                                                                                  
OCR string from image: H, EVOLUTION OF THE SKATEBOARD, 1940, 1959 1960 1964 1970, 1975, 1980, 1990, 2000, SIDEWALK 
SURFBOARDS The first skateboards started with wooden boxes , or boards , which kids added roller skate wheels to in the late 40's and early 
50's ., ROLLER DERBY SKATEBOARD The Roller Derby Skate Company was the company who coined the name skateboard . They were the 
first company to mass produce the Roller Derby skateboard . Their factory was in La Mirada , CA. By 1959 , people could purchase . the boards 
nationwide at Roller Derby arenas ., NASH SHARK In the 1960's , another company by the name of NASH came out with their own 
skateboards , and they called it the Shark . Today it's known as the Nash Shark Skateboard ., GANDS FIBERFLEX PINTAIL In 1964 , the G & S 
FiberFlex Pintail was born . It was made by surfers for surfers . G & S stand for Larry Gordan and Floyd Smith . In the 60's, these guys became 
one of the largest and most succesful skateboard companies ., BANANA BOARD In the mid 1970's , a new board hit the streets . It was called 
the Banana board . The Banana boards are skinny , flexible boards made out of polypropylene that have ribs on the underside for structural 
support ., ROAD RIDER CRUSIER In 1975 Road Rider came out with the first ever skateboard that had precision bearings made just for 
skateboards . This would bring an end to decades of loose ball bearings ., OLD SCHOOL FISHTAIL In the 1980's , skateboards changed for vert 
skaters . The ideal board to ride vert was the Fishtail deck . People still skated street with these short nosed , wide vert , soft wheeled boards ,, 
POP SICKLE, POP SICKLE, In the 1990's . skateboarding started focusing more on street skateboarding . Most boards are 7 1/4 to 8 in and 
30-32 inches long with a largely symmetrical shape with a relatively narrow width ., The board hasn't changed much from the 90's til now , but 
the concave may be a little deeper . However , people are starting to ride their own custom shaped boards more and more !
Question: when was nash shark introduced?
Answer: 1960
Evidence: NASH SHARK. In the 1960's, another company by the name of NASH came out with their own skateboards, and they called it t
he Shark. Today it's known as the Nash Shark Skateboard.

… (omit two examples)

OCR string from image: State, Government, Chad Foust FIVE, [ great ], Reasons to hire me as Art Director , PRESENTATION, [ reason : five ], +, 
TENT, years experience, 2001, 2002, 2003, 2004 2005, 01 02 03 04 05, creating beautiful presentation design, for, Community Groups, Direct 
Marketing Sales ( B2B ), 2006, 2007, 2008, 2009, 2010, 2011, 07 06, 08, 09, 10, ww, Real Estate Ventures, Non - Profit Sector, Youth Camps O, 
[ reason : four ], Motion Graphics, +, FIVE years DIRECTING creative teams, Lower Thirds, Loremipsum dolor sit amet , consectetur ad pisicing 
elit , sed do eiusmod tempor incidic, 28, 28, 34, videographers, photographers, 19, 21, set, designers, dancers, musicians, graphic designers ,, 
singers / vocalists, tech personnel, dramatists, [ reason : three ], 3xtensive public speaking , PRESENTATION , & performance 3xperience ., in 
small teams of 11, MEDIUM GROUPS OF 350, 3, AND, LARGE CROWDS UP TO, multiple software, [ reason : one ], [ reason : two ], 
proficiencies, 2.898, Yours of profession, experience, Prezi | 1 Keynote 12 ProPresenter | 2 InDesign 2 MediaShout | 3 Illustrator13 After 
Effects 13 Flash 4, Dreamweaver 6 Photoshop 8 PowerPoint 10 ( and many more ), M, T, T, M, W, W, Th, I OFFER YOU 133 %, Some give 110 %, 
Th, T1ME, >> to make, Whatever it takes, the company, successful ,, the client, satisfied , and, the, competition weep ., Integrated skill , 
knowledge , and demonstrated leadership across >> multiple creative, 3XPERTISE disciplines . 3NTHUSIASM, BONUS QUALIFICATIONS : 
Video editing and motion graphics ✓ Web design , XHTML , interactive experience, Strong writing skills ✓ Infographic design ✓ Flash , 
animation * sorry , I'm a terrible photographer, Excitement , Energy , Excellence , Initiative, Chad Foust Art Director & Designer 
design@chadfoust.com 734.775.2427, © Copyright 2011 Chad Foust / colordrive.net / chadfoust.com
Question: Which is the second biggest category of creative teams Chad Foust has directed?
Answer: dramatists
Evidence: videographers, photographers, set designers, dancers, musicians, graphic designers, singers / vocalists, tech personnel, dramatists.

OCR string from image: וייד, DIY GIFT IDEAS, Tea Wreaths Stripped Umbrellas, This unique wreath is perfect for any tea - lover you know . 
What you'll need, Two pieces of 12x12ish cardboard, Clothes, pin, Ribbons for hanging, Patterned paper, Hot glue, Turn a blah umbrella into a 
stylish accessory in no time . What you'll need, An umbrella, Painter's tape, Foam brush, Paint, Leather Pouch A one - of - a - kind gift that only 
costs $ 15 to make . What you'll need, A pouch template Fabric Scissors, Ruler, Pencil, Ball Head, Screw Studs, Sewing Machine / Thread, Pin 
Shears, Permanent Paint Marker, Collegiate Scarf Forget the college bookstore - you won't even need to leave home to make this spirited gift . 
What you'll need, Bull - dog clips, A Scarf, Patch of your choice, Shower Curtain Instagram Cards, Hand - embroided shower curtain will turn 
any bathroom into a fun and relaxing oasis . What you'll need, Shower Curtain Medium Gauge Yarn, Ruler, Pencil, Disappearing Ink Marker, 
Scissors, Print special memories you've captured on your Instagram and celebrate cards . What you'll need, Large Yarn Needle with Sharp 
Point, Photos of your choice, Graph Paper, Printer, Fabric, These key - chains inexpensive stocking stuffers . What you'll need, Fabric, Scraps 
Medium Weight Iron on Infefacing, Key Rings, Pinking Shears Small Piece of One - sided iron on interfacing Twill tape or grosgrain ribbon, 
Buttons , felt , for embellishing Thread , sewing stuff, Tie Dye T - Shirts, CUSTOM T - SHIRTS, 1. CHOOSE A COLOR PALETTE , SUCH AS 
BRIGHT COLORS OR EARTHY MUTED TONES , TO TRANSFORM YOUR PLAIN WHITE TEE ., Custom T - Shirts, 2. BE READY TO DYE WITH 
RUBBER DISH WASHING GLOVES TO PROTECT YOUR HANDS , A BIG ROD OR SPOON TO STIR WITH , RUBBER BANDS OR STRING TO 
TIE CLOTHING WITH , AND A BIG HEAT - RESISTANT TUB TO DO THE DYING IN ., 3. BUY INEXPENSIVE ONE - STEP DYE BRANDS AT 
MANY GROCERY , FABRIC AND CRAFT STORES ., 4. COLOR YOUR FABRIC ALL AT ONCE BY MIXING THE DYE IN VERY HOT WATER IN 
YOUR TUB AND SUBMERSING YOUR T - SHIRT UNTIL YOU GET A COLOR TWO SHADES DARKER THAN YOU WANT THE FABRIC WILL 
BE A LIGHTER COLOR WHEN DRY , THEN RINSE IN COLD WATER UNTIL THE WATER SQUEEZED OUT IS CLEAR ., DIRECT TO 
GARMENT INK JET DIGITAL PRINTING IS FANTASTIC AND COST EFFECTIVE, 2222, 5. DYE YOUR SHIRT A LIGHT COLOR , ADD MORE 
TIES , AND THEN DYE A DARKER COLOR FOR A MULTI - COLORED LOOK ., Sources :, DRAW PAINT T - SHIRTS, DRAW , WRITE , AND 
DOODLE DIRECTLY ON YOUR SHIRT WITH SPECIALLY FORMULATED FABRIC MARKERS ., 
http://newlyweds.about.com/od/Anniversaries/tp/Diy-Gifts-For-Your-Spouse.html
 http://kojo-designs.com/2010/03/kojotutorial-tea-tea-tea-kitchen-wreath/ http://www.styleoholic.com/diy-fashionable-striped-umbre
lla/#sthash.BDh5Kjrs.dpuf, http://www.designlovefest.com/page/4/?s=No+sew, http://www.craftinessisnotoptional.com/2011/06/scrap-yo
ur-stash-guest-post-living-with.html http://www.huffingtonpost.com/2013/12/14/45-diy-gift-ideas_n_4442662.html?utm_hp_ref=diy-gift
-ideas http://www.ehow.com/way_5306117_diy-custom-tshirts.html#ixzz20iQG6KUR, http://www.coastalprintworks.com, Coastal 
Printworks Museum Quality Screenprinting Coastal Printworks.com
Question: which t-shirt has a smiley drawn on it?
Answer: paint t-shirts
Evidence: DRAW PAINT T-SHIRTS. DRAW, WRITE, DOODLE DIRECTLY ON YOUR SHIRT WITH SPECIALLY FORMULATED FABRIC 
MARKERS.

OCR string from image: [[ocr]]
Question: [[query]]
Answer: [[answer]]
Evidence:

Figure 5: InfoVQA prompt template.
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Please extract one or two sentences within 50 tokens from the OCR string as the evidence to answer the question.                  
                                                                                                                                  
OCR string: B & W, BROWN & WILLIAMSON TOBACCO CORPORATION RESEARCH & DEVELOPMENT, TO :, R. H. Honeycutt, CC :, T.F. 
Riehl, FROM :,C. J. Cook, DATE :, May 8 , 1995, SUBJECT :, Review of Existing Brainstorming Ideas / 483, INTERNAL CORRESPONDENCE, 
The major function of the Product Innovation Group is to develop marketable novel products that would be profitable to manufacture and 
sell . Novel is defined as : of a new kind , or different from anything seen or known before . Innovation is defined as : something new or 
different introduced ; act of innovating ; introduction of new things or methods . The products may incorporate the latest technologies , 
materials and know - how available to give then a unique taste or look ., The first task of the Product Innovation Group was to assemble , 
review and categorize a list of existing brainstorming ideas . Ideas were grouped into two major categories labeled appearance and taste / 
aroma . These categories are used for novel products that may differ from a visual and / or taste / aroma point of view compared to 
conventional cigarettes . Other categories include a combination of the above , filters , packaging and brand extensions ., Appearance, This 
category is used for novel cigarette constructions that yield visually different products with minimal changes in smoke chemistry, • Two 
cigarettes in one . Multi - plug to build your own cigarette . Switchable menthol or non menthol cigarette.                                                                                                          
Question: Who is in cc in this letter?                                                                                            
Answer: T.F. Riehl                                                                                                                
Evidence: TO :, R. H. Honeycutt, CC :, T.F. Riehl, FROM :, C. J. Cook.

OCR string: :, Confidential RJRT PR APPROVAL, DATE :, SUBJECT :, 1/8/93 · Lu glas PROPOSED RELEASE DATE :, FOR RELEASE TO : 
CONTACT : P. CARTER, for response, ROUTE TO I, Home, Peggy Carter, Maura Payne, David Fishel Tom Griscom Diane Barrows, Ed 
Blackmer, Tow Rucker, Initial, Ace, out, OB7, tus ., TYR, Return to Peggy Carter , PR , 16 Reynolds Building, Date, 1/8/93, Source : https://ww
w.industrydocuments.ucsf.edu/docs/xnbl0037, 51142 3977                                                                            
Question: what is the date mentioned in this letter?                                                                              
Answer: 1/8/93                                                                                                                    
Evidence: DATE :, SUBJECT :, 1/8/93 · Lu glas, Date, 1/8/93                                                                       
                                                                                                                                  
OCR string: DOMESTIC PRODUCT DEVELOPMENT ( cont'd . ), Project Marlboro, - POL 0330 -1.6 tar / puff - 80mm has been produced and 
currently is in C.I. for analytical ., - POL 0331 - 1.6 tar / puff - 84mm was produced 6/1/90 . Samples have been submitted to C.I., - Marlboro 
Double Batch - RL & RCB was produced 6/4/90 . Samples have been submitted for analytical testing ., - POL 3634 - RL Evaporator Upgrade - 
Scheduling for primary at the M / C has been completed . Fabrication is scheduled for the week of 6/18/90 in Semiworks ., Marlboro Menthol, 
Marlboro Menthol 80mm and 83mm were subjectively smoked by the Richmond Panel . After further review of the data and specifications , 
another model of the 83mm with zero ventilation will be made at Semiworks within the next 2-3 weeks ., Bucks, Bucks K.S. Lights and Full 
Flavor with various aftercut modifications were smoked by the Richmond Panel . Particular models were selected from the group and POL 
testing will be done on these prototypes ., Miscellaneous, Additional tipping papers of Marlboro Lights have been received and currently are 
being analyzed for lip release coatings . Cigarettes will be produced and submitted to O / C Panel for evaluation of lip release ., 3 :, Source : 
https://www.industrydocuments.ucsf.edu/docs/khxj0037, 2022155853                                                                                                                            
Question: what mm Marlboro Menthol were subjectively smoked by the Richmond Panel                                                 
Answer: 80mm and 83mm                                                                                                             
Evidence: Marlboro Menthol, Marlboro Menthol 80mm and 83mm were subjectively smoked by the Richmond Panel . 

OCR string: SFE - GC were also demonstrated in quantitative measurements of phenolics in woodsmoke analysis . W. T. Foreman ( U.S. 
Geological Survey , CO ) extracted the C. , cartridge with SFE to recover pesticides in high yield ., DETERMINATION OF POLAR VOLATILE 
ORGANICS ( PVOC ) IN AMBIENT AIR, The polar compounds are those containing hetero - atoms such as nitrogen , sulfur and oxygen . The 
single most difficult problem in developing protocols for analyzing polar compounds at trace level in air is probably moisture . Sampling of 
sidestream smoke components shared similar difficulty . The moisture in the ambient air clogged up the cryogenic trap and prevented sample 
enrichment . The evaporation of water vapor in the source of the mass spectrometer interfered with the high vacuum and the detection of co 
- eluting compounds . The present EPA TO - 14 method requires the use of Naphion dryer to eliminate water . Unfortunately , the Naphion 
tube is also permeable to many polar compounds such carbonyls and alcohols . Method TO - 14 with canister sampling is only for nonpolar 
organic compounds , e.g. aromatics and hydrocarbons ., Source : https://www.industrydocuments.ucsf.edu/docs/qhxj0037, 2022155945
Question: Which hetero-atoms  does polar compounds contain?
Answer: nitrogen, sulfur and oxygen.
Evidence: The polar compounds are those containing hetero - atoms such as nitrogen , sulfur and oxygen .

OCR string: CUT TOBACCO :, BLEND :, MT - 768 D BST391 BW - 6071, BEST PROTOTYPE , 327391, LBS AT 12.5 %, SOLID LBS, LBS AT 
TARGET, STRIPS : FLUE CURED ., 3.681.7, 3,221.5, 3,790.0 @ 15.0 %, BURLEY .., 1,996.3, ( 1,746.8 ), + CASING ( S ), 2,159.0, 2,540.0 @ 15.0 
%, ORIENTAL .., 1,243.4, 1,088.0, 1,280.0 @ 15.0 %, RECONSTITUTED ., 2,321.7, 2,031.5, 2,390.0 @ 15.0 %, TOTAL STRIPS .., 9,243.1, 
8,500.0, 10,000.0 @ 15.0 %, Source : https://www.industrydocuments.ucsf.edu/docs/lycj0037
Question: What is the LBS AT TARGET of TOTAL STRIPS?
Answer: 10,000.0 @ 15.0 %
Evidence: TOTAL STRIPS .., 9,243.1, 8,500.0, 10,000.0 @ 15.0 %

OCR string: [[ocr]]
Question: [[query]]
Answer: [[answer]]
Evidence:

Figure 6: DocVQA prompt template.
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Please generate the program as the intermediate step to answer the question based on the OCRs and tables. The tables show the layout of the 
plot, but the numbers may be inaccurate or incomplete. Please check if these numbers appear in the OCR; if not, please ignore them in the tables.    
                                                                                                                                  
The only available functions of the programs are                                                                                  
Div(a,b); Mul(a,b); Avg(a list of numbers); Sum(a list of numbers); Diff(a,b); Greater(a,b); Less(a,b); Find(str).                
 
OCR: Public Expects Political Division to Persist Level of nation's political division in five years will be ..., Don't, know, More, Same, 36 %, 41 %, 
Less, 5 % 17 %, Survey conducted Dec. 3-7 , 2014 . PEW RESEARCH CENTER                                       
Table: Entity,Value | loss,517 | Same,41 | More,36 | Less,17                                                                      
Question: What is the difference in value between Same and sum of More and Less?                                                  
Answer: 12                                                                                                                        
Program: Diff(41, Sum(36, 17))                                                                                                    
Execution: Diff(41,(36+17))=Diff(41-53)=|41-53|=12                                                                                
                                                                                                                                  
OCR: T - Series, YouTube Movies, Music, Cocomelon - Nursey Rhymes, PewDiePie, SET India, Gaming, 89.2, Kids Diana Show, 79.1, WWE, Sports, 
Additional Information, 0, 77.6, 75, 25, 25, 50, 75, 115, 112, 110, 105, 100, 137, 125, 183, 150, 175, 200, 225, Number of subscribers in millions, *, 
155, 59, © Statista 2021, Show source                                                               
Table: Characteristic,Number of subscribers in millions | T-Series,183.0 | YouTube Movies,137.0 | Music,115.0 | Cocomelon - Nursey 
Rhymes,112.0 | PewDiePie,110.0 | SET India,105.0 | Gaming,89.2 | Kids Diana Show,79.1 | WWE,77.6 | Sports,75.0                   
Question: What's the average number of subscribers of the most 3 popular Youtube channels?                                        
Answer: 145                                                                                                                       
Program: Avg(183.0, 137.0, 115.0)                                                                                                 
Execution: (183.0+137.0+115.0)/3=145.0                                                                                            
                                                                                                                                  
OCR: Overwhelming Majority of Russians Say Breakup of USSR Was Bad for Russia Do you think the dissolution of the Soviet Union was a good 
thing or bad thing for Russia ?, Good, thing, 17 %, Don't, Bad, know, 14 %, thing, 69 %, Source : Spring 2015 Global Attitudes survey ., Q34 ., PEW 
RESEARCH CENTER                                                                                         
Table: Entity,Value |  Bad thing,69 | Good thing,17 | Don't know,14                                                               
Question: What is the percentage of Don't know in the chart?                                                                      
Answer:  14                                                                                                                       
Program: Find(percentage of Don't know)

OCR: In Canada , only a quarter of the public has confidence, in Trump Among Canadians ..., 100 %, Favorable view of the U.S., 72 a 63, 59, 59, 40, 
88, 83, 81, 76, 68, 68, 65, 64, 43, 55, 39, 28 Confidence in U.S. president, 25, 22, 0 2002, 2006, 2010, 2014, 2018, Bush, Obama, Trump, Source : 
Spring 2018 Global Attitudes Survey . Q17a & Q35a ., PEW RESEARCH CENTER                        
Table: Year,Confidence in U.S. president,view of the U.S. Favorable | 2002,59,72 | 2006,40,59 | 2010,88,68 | 2014,81,64 | 2018,25,39                                                                                                                                
Question: Is the average of highest and lowest value of green bar greater than 80?                                                
Answer: No                                                                                                                        
Program: Greater(Avg(72, 39),80)                                                                                                  
Execution: Greater((72+39)/2,80)=Greater(55.5,80)=55.5>80? No                                                                     
                                                                                                                                  
OCR: Pakistanis Say It's Important to Educate Both Girls and Boys Education is more important for ..., Boys and girls equally 86 %, 7 % 5 %, 2 %, 
Don't, Boys, Girls, know, Source : Spring 2014 Global Attitudes, survey ., PEW RESEARCH CENTER                    
Table: Entity,Value | Boys and girls equally,86 | Girls,5 | Boys Girls,75 | Don't know,2                                          
Question: Take sum of three smallest segment, multiply it 5, is the result greater than largest segment?                          
Answer: No                                                                                                                        
Program: Greater(Mul(Sum(7, 5, 2), 5), 86)                                                                                        
Execution: Greater(Mul(7+5+2,5),86)=Greater(Mul(14,5),86)=Greater(14*5,86)=Greater(70,86)=70>86? No                               
                                                                                                                                  
OCR: Americans Give China Mostly Negative Ratings, U.S. views of China, 80 %, 43, 52, 35, 0, 2005, Unfavorable, 55, 54, 51, 52, 50, 49, 42, 42, 40, 
40, 39 39, 38, 36, 36, 37, 38, 35, 29, 2007, 2009, Source : Spring 2015 Global Attitudes survey . Q12b ., PEW RESEARCH CENTER, Favorable, 
2011, 2013, 2015                                                                                        
Table: Year,Favorable,Unfavorable | 2005,0,35 | 2007,5250,39 | 2009,50,38 | 2011,49,36 | 2013,35,52 | 2015,38,54                  
Question: How many values are below 40 in Unfavorable graph?                                                                      
Answer: 6                                                                                                                         
Program: Find(count of values below 40 in Unfavorable graph)

OCR: How often people interact with people of other races , ethnicities varies widely, % who say they race or ethnicity, interact with people of a 
different, Never / Rarely, Occasionally /, Frequently, India, 27 %, 66 %, South Africa, 34, 66, Venezuela, 40, 60, Lebanon, 40, 57, Colombia, 46, 53, 
Jordan, 48, 51, Kenya, 48, 51, Tunisia, 59, 40, Philippines, 61, 38, Vietnam, 64, 33, Mexico, 69, 30, Note : Don't know responses not shown . Source 
: Mobile Technology and Its Social Impact Survey 2018 ., Q38b ., " Attitudes Toward Diversity in 11 Emerging Economies ", PEW RESEARCH 
CENTER
Table: Entity,Never/Rarely,Occasionally) Frequently | Mexico,69,30.0 | Philippines,61,38.0 | Kenya,48,nan | Jordan,48,51.0 | Colombia,46,53.0 | 
Lebanon,40,nan | Venezuela,40,60.0 | South Africa,34,66.0 | India,27,66.0
Question: Is the median of the green bar smaller than the median of the blue bar?
Answer: No
Program: Less(51, 48)
Execution: 51<48? No

OCR: ·, No 65.88 %, -, *, Yes 34.12 %, <, 99, di, Additional Information, © Statista 2021, Show source
Table: Characteristic,Share of respondents | Yes,34.12% | No,65.88%
Question: What is the ratio of yes to no?
Answer: 0.518
Program: Div(34.12%, 65.88%)
Execution: 34.12%/65.88%=0.518

OCR: [[ocr]]
Table: [[table]]
Question: [[query]]
Answer: [[answer]]
Program:

Figure 7: ChartQA prompt template.
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