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ABSTRACT

We consider multiple agents competing to acquire stakes in some costly divisible
resource (e.g. shares of a financial asset, compute resources, or commodities) over
time. We propose a novel game-theoretic model for this problem that generalizes
settings studied in diverse literatures, and analyze it under different assumptions
on agent information. Given complete-information, we establish the existence
and uniqueness of a pure Nash equilibrium (NE) in this generalized setting. This
is shown to be efficiently computable but has worst-case unbounded price of an-
archy. Alternatively, under partial-information with a common prior, we establish
the existence and uniqueness of a Bayesian Nash equilibrium (BNE), which is also
efficiently computable. Finally, we propose a more realistic learning setting for
the game, where agents have partial information but no common prior. Instead,
they must learn how to act given online contextual feedback from interactions
in stochastically sampled game instances. We provide sufficient conditions on
agents doing simultaneous no-regret learning for convergence to Bayesian coarse-
correlated equilibrium (BCCE) or last-iterate convergence to the BNE. In each
setting, we provide detailed simulations, which empirically validates our theory
and provides new insights into strategic behavior of resource acquisition.

1 INTRODUCTION

Consider multiple traders attempting to acquire a position in a stock ahead of an earnings release,
under the belief that its price will rise afterward. If each trader were acting in isolation, they might
follow a classical optimal execution strategy — such as that of |Almgren & Chriss|(2000) — to min-
imize their trading costs. However, if multiple traders are pursuing their strategies simultaneously,
their aggregate activity influences prices and liquidity. This interaction transforms the problem from
one of individual optimization into one of understanding the intra-agent strategic behavior, where
each agent’s decisions affect the market environment faced by others.

This challenge of acquiring costly resources in competitive, dynamically priced environments ex-
tends well beyond financial markets. For instance, a firm training a large machine learning model
may need to secure substantial cloud computing resources within a given time frame. Here too, spot
prices are shaped by aggregate demand across many users, requiring firms to account not only for
their own scheduling and budget constraints but also for how their actions interact with others (Shas-
tr1 & Irwinl 2018). Further, agents in many such environments may only have partial or incomplete
knowledge of other market participants or the market itself.

While recent works have attempted to capture these strategic perspectives, they do so with several
limitations. |Chriss| (2024bjczal) all consider a complete-information setting, which is unrealistic in
all but very limited scenarios. |Chriss| (2025); [Kearns & Shi| (2025) more recently consider some
extensions to deal with this, but these also have major limitations, requiring shared common priors
over uncertain information or repeated play of fixed game instances respectively. Furthermore, all
of these works: (1) require agents to acquire a fixed target position, thereby ruling out more general
action constraints; (2) do not allow for custom objectives that agents may wish to optimize alongside
acquisition costs; and most importantly (3) do not address the computational and learning challenges
that arise when agents act under incomplete information without common priors. In addition, these
works are all finance-specific. The broad scope and practical relevance of this problem thus necessi-
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tates a general game-theoretic framework that can gracefully accommodate diverse applications and
practical limitations of real-world markets, which is the foundational premise of our work.

1.1 OUR CONTRIBUTION

* In Section [2] we propose a novel model for this problem, which generalizes and improves on
past settings, by allowing for convex constraints, concave idiosyncratic utility functions, and
unknown or incomplete information available to the agents.

* In Section |3| we characterize the complete-information equilibria properties of this game. Even
within our very general model, the game still has a unique, pure NE that is efficiently computable.
We also show that in the worst-case, the price of anarchy of this game is unbounded.

¢ In Section ff] we consider the partial-information Bayesian setting: each agent only observes
their own private information (their “type”), but all agents have common knowledge of the prior
distribution over agent types and game parameters. We extend the complete-information results
here, establishing the uniqueness and efficient computability of the Bayesian NE (BNE).

* In Section[5|we further extend our model to a more realistic learning-based setting, where agents
only observe their own type, but do not have any knowledge of the prior distribution over types
and game parameters. Instead, they learn from repeated interaction, where they iteratively de-
cide their strategy conditioned on their realized type. This naturally models learning to acquire
resources in competition, given contextual information. We establish sufficient conditions un-
der which agents engaging in simultaneous no-regret learning either convergence to a Bayesian
coarse-correlated equilibrium (BCCE) on average over rounds, or to the BNE in the final round.

* For each setting, we provide simulations showcasing the respective algorithms.

1.2 RELATED WORK

The most relevant related work to our setting is the recent line of work on optimal position building
under competition in (Chriss| (2024bicza; 2025)); Kearns & Shi| (2025)) that we discussed above. Our
work can be seen as a generalization of these, for both financial and non-financial applications. We
provide a detailed discussion of how our setting relates to and subsumes the settings in these works
in Appendix [A.2] To the best of our knowledge, there is no existing work that have considered
strategic aspects of resource application in on-financial settings, although researchers have noted
noted the relevance of such considerations, e.g. in compute markets [Shastri & Irwin|(2018)).

More broadly, our model captures standard notions of market impact in finance, of which there is a
large literature (see e.g. Webster| (2023)); ILi et al.| (2024) and citations therein for a recent detailed
overview). These works broadly consider how prices change in response to trading (both theoreti-
cally and empirically from real markets). In this literature, market impact is often decomposed into
permanent and temporary impact (Almgren & Chriss, 2000; Bacry et al., |2015; Moro et al.| 2009)),
which is the same approach that we take. There are also some more flexible models such as the
propagator model (Bouchaud et al.| [2003} |Gatheral & Schied, 2013;|Obizhaeva & Wang, [2013)) that
allow for transient impacts in between these extremes; we do not consider these, but such extensions
would be an interesting direction for future work.

Our work also relates to the literature on learning in games more broadly. Of particular note, our
setting in Section[3]is very similar in spirit to the setting of [Hartline et al.| (2015), who provide a gen-
eral framework for no-regret learning in repeated Bayesian games. Although our model is slightly
outside their framework (as it allows continuous market types), and has some specific structure that
we can leverage (strongly monotone) our Theorem[d]is very motivated by their theory.

Our strategic setup is conceptually related to resource allocation — or more generally, congestion —
games, where agents share resources, and the cost of any resource depends on its demand (Rosen-
thall, |1973). In contrast to this setting, our work studies behavior under time-varying prices, which
endogenously adjusts based on supply and demand. Lastly, while we study competitive resource
acquisition in a market setting, a non-market variant has long been studied in the context of fair
division (Moulin, |2004) for both divisible and indivisible goods. Recent literature here has extended
this problem to an online setting (see|Aleksandrov & Walsh|(2020) for a survey), and often incorpo-
rates learning and predictions (Banerjee et al.| 2023)), spiritually motivating our model in Section E}
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2 MODEL

Preliminaries: = We consider a market consisting of n strategic agents looking to trade (buy/sell)
some costly, divisible resource (stock, bond, compute time, etc.) over a period of 71" rounds. In the
simplest setting, each strategic agent i’s action is a T-dimensional vector h;, where h; ; denotes how
much they purchased at time ¢ € [T]. Note that h; is a signed vector, and we conventionally denote
positive values as buying and negative values as selling throughout. We assume that each agent has
some set of convex constraints on their allowable actions, which we represent by a feasible set of
trajectories G; C RT. For example, if agent i wants to procure at most V; equity shares without
short selling or over-buying, they could represent their constraints via G; = {h; : 0 < Zle hiip <
V; Vt € [T]}. We also assume that each agent has some idiosyncratic utility function on their
strategy, which can capture (1) the utility of their final position and/or any preferences on their
acquisition schedule. For an agent i, we represent this via a concave function f; : RT — R (with
the same units as priceﬂ For example, if agent ¢ wishes to impose a concave utility function ¢; on
their final position and penalize selling, their idiosyncratic utility could be fi(h;) = ¢;(1"h;) —
¢ ZZ;I |hi ¢ [I{hi+ < O} with ¢ > 0, which is clearly concave. If an agent has a private valuation
r; for the asset, they could use ¢;(x) = r;z. In settings like compute markets or optimal trade
execution, where the agents’ goal is to acquire a fixed target position as cheaply as possible, one can
set f; = 0 and include a hard constraint on 1" h; in G;. Lastly, and inspired by the seminal work
of Kyle| (1985), we allow the market to contain a non-strategic (possibly random) exogenous agent,
which captures all non-strategic trade flow. Following our convention, the exogenous agent’s action
is given by a signed vector s € R” where positive values indicate buying.

Price Model: Core to understanding how agents strategically interact in acquiring costly resources
is how their demand/supply levels influence resource prices. We assume the following dynamic
model for determining resource prices from agents’ trading schedules:

Assumption 1 (Price Dynamics). All agents pay the same price p, for each share of the resource at
time t, where p, is determined from the total trading schedule of all agents up to and including time
t according to the following equations:

pe=pi +8 (Z hie + St> iopE =Pt (Z hie + St) ) ey

i=1 i=1
where po = py’ is the initial price, and o, B > 0 are some problem parameters.

The dynamic process for p;’ can be seen as a discretization of the Walrasian price dynamics from
general equilibrium theory, which posits that prices evolve from an imbalance of supply and demand:
dp: = o(demand; — supply,)dt, where « is a sensitivity factor (Walker, [1987). The additional
B8 (Z?:l hit + s¢) term in p; accounts for additional costs imposed by market makers who provide
liquidity to balance supply and demand, causing temporary deviations from the Walrasian price
process (3 controls the strengths of this impact). This also maps to how prices are modeled within
the theory of optimal trade execution, with a and S corresponding to permanent and temporary
impact coefficients, respectively (Almgren & Chriss| [2000). We discuss in detail in Appendix [A.T]

Game Payoff Structure: We model the total utility for each agent according to their personal
utility f;, minus the total cost they incur buying and selling. Formally:

Definition 1 (Game Payoffs). Let the price parameters py, «, and [, and exogenous action s,
be given. In addition, let h_; denote the trading schedules of all strategic agents other than i,
and p(hi,h_;, po,A) € RT denote the sequence of prices under Assumption |l| for h;, h_;, and
A= (f1,-.-, [n,P0,, B, 8). Then, the overall utility for agent i is:

ui(hish_i,A) = fi(h;) — p(hi,h_;,\) " h; . (2)

We note that these payoff (utility) functions, along with the constraint sets G; for each agent 4, fully
define the strategic game for fixed game parameters. In addition, we note that these payoff functions

I'This allows general concave utility on final position, which corresponds to diminishing marginal utility
and is a natural restriction in economics and game theory. See (Mas-Colell et al.||1995; |Debreul |1959)).



Under review as a conference paper at ICLR 2026

can easily be shown to be equivalent the linear/quadratic cost cost-function considered in |Chriss
(2024bic)), in the case where f; = 0 for all i; we provide details of this in Appendix

Bayesian Game Extension: In addition to considering fixed instances of the strategic resource
acquisition game, as defined above (which we analyze in detail in Section [3]) we also consider a
Bayesian game extension, where there is uncertainty in the game parameters, and each agent only
observes some private information that may be correlated with these. This is needed for the partial-
information settings we consider in Section @ and Section 5]

Definition 2 (Bayesian Game). The Bayesian extension of our game is formalized by the following:

1. Market Type: We define the market type as X = (f1,..., fn, o, @, B, 8), as in Deﬁnition

2. Agent Type: We let 0; denote the type of agent i, which is the set of all information known to
them prior to acting. ©; denotes the possible type space for agent i, where |©;| = k; < oc.

3. Agent Constraints: Alayer types 0; fully determines their constraints, which we denote G;(0;).

4. Distribution over game instances: Letting T = (61,...,0,,) denote a full game instance,
there exists a joint probability distribution P(01, . .., 0,, X) over the components of T.

5. Agent Strategy: In this extended model, the strategy for agent i is a function h; : ©; — RT,
which determines how they would behave under each possible type.

6. Feasible Strategy Sets: We let H; denote the set of feasible strategies for each agent i, which we
formally define as H; = {h : h(0) € G;(0) V0 € ©,}.

7. Agent Utility: Each agent 1 defines their utility given strategy h; and opponent strategies h_; as
the expected utility over I ~ P, which is given by Eg, g . x~p[ui(h;(0;); h_;(6—;), A)].

It is trivial to verify that the goal of all agents maximizing their overall expected utility is equivalent
to each agent maximizing their conditional expected utility given their private information, given
by Eg_, a~pje, [wi(hi(0;); A_;(6_;), A)]. In this model, the only requirement of the agent types 0;
is that they specify the agent’s constraints G;(6;). Other that this, the information specified by the
type may be generic; it may either completely determine, be partially correlated with, or completely
uninformative of any given component in A. In particular, we do not generally assume that 6;
specifies f;, since we allow for idiosyncratic utilities to depend on uncertain market valuations. In
addition, the structure of agent types may be generic, but in practice we may often think of them
as defined by some structured set of features that the respective agent uses to decide their trading
schedule. Finally, we note that the types for different agents may have very different strengths of
correlation with other agent types and components of A, which allows for information asymmetry.

3 COMPLETE INFORMATION SETTING

In the complete information setting, the market type A and agent constraints Gy, ..., G,, are ob-
served by all n strategic agents. Therefore, it is unnecessary to consider agent types or the distri-
bution P, so we instead just analyze an arbitrary fixed game instance Z defined by G, ..., Gy, A
Recall from Section [2| that for fixed game instances, we let h; denote a fixed trading schedule (i.e.
h; € RT) rather than a function of agent types.

Complete information games are routinely studied in game theoretic models, since: (1) they provide
clearer intuitions on the strategic dynamics of the problem; and (2) they are the basis for common
solution concepts, namely Nash Equilibria (NE) and Price of Anarchy (PoA) (Roughgarden, 2010):

Definition 3. For a complete information instance Z, the strategies (h{!, ..., h%?) are a Pure Nash
Equilibrium if and only if: for all buyers i and any strategy h}: u;(h;%; R, X) > u;(h}; h%%, X).

Definition 4. For a complete information instance Z, let NE(Z) denote the set of all NE strategies,

and let welf(hy, ..., Ry, X) = Y0 ui(hi;h_i, X) denote the welfare function. The Price of

o : welf(hy....hiy N)
Anarchy ratio is then defined as: SUpp, ¢, ... b, G, heaeNE(T) Wl R R )

4
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Informally, the NE are the set of strategies such that no agent has any incentive to unilaterally deviate,
and the PoA characterizes the ratio of the best obtainable welfare if agents were to cooperate to the
worst obtainable welfare obtainable from NE. We begin with an explicit expression of agent utility,
which we show to be strictly concave, allowing us to characterize the above notions. We provide
details and derivation of the lemma in Appendix

Lemma 1. By unrolling the auto-regressive price definition in Equation (1), the utility of agent i in
instance I for joint strategy (hq, ..., hy,) is strictly concave in their strategy, and is given by:

ui(hizh_i, ) = fi(h;) — %hiTth - Z(Ahj)Thi — sAh; —po(17h;),
J#i

where (Q and A are n X n matrices defined in terms of a and 3, and Q is symmetric and strictly PD.

Our definitions and statements so far have been framed with respect to pure (deterministic) strate-
gies. In general, strategic agents may use mixed (randomized) strategies, which begs the following
question: could mixed strategies appear in NE? In the following lemma (proof in Appendix [B),
we answer this question in the negative by characterizing an agent’s best response — their optimal
strategy for a fixed set of others’ strategies — as being pure.

Lemma 2. For any fixed game instance L, the best response of any agent i is always unique and
deterministic, even when others are playing some mixed (possibly correlated) strategies.

Next, we turn to the first of our two central results in this section, regarding characterization and
computation of the NE, which we address via the following theorem. The proof is technical and
stems from casting the equilibrium conditions as a variational inequality, and then proving that the
operator for this variational inequality is strongly monotone. This proprety immediately implies
uniqueness of the NE, and gives us an efficient gradient-based algorithm algorithm for computing
it. We formalize these results below, with the proof and full algorithm details given in Appendix [B]

Theorem 1. For every fixed game instance I, there is a unique pure NE. In addition, the extra-
gradient algorithm (Korpelevich, |1976) converges linearly to this equilibirum.

Finally, we turn to the question of characterizing the PoA, which we show in general is unbounded.
The proof is based on an explicit counterexample, whose intuition is as follows: consider two agents
with differing valuation on their final position, where one agent wants to buy and other wants to sell.
If they coordinate, they can can provide liquidity to each other, which eliminates trading frictions
and allows them to trade a large quantity and obtain high welfare. However, if they agreed to do this,
each would have an incentive to cheat by providing less liquidity to the other; by doing so, the trade
imbalance would move the price favorably for them, which they could profit from. Because of this,
the NE involves both agents trading almost nothing, and achieving very low welfare. We provide
full details in Appendix

Theorem 2. For any constants o, 3,T, and any & > 0, there exists an instance L of the complete
information game with PoA ratio at least £. Therefore, the PoA is unbounded.

3.1 EMPIRICAL SIMULATIONS OF EQUILIBRIUM

To further understand the agents’ behavior in equilibrium, we empirically compute the NE for a
simple, yet practically motivated setting. Consider 5 strategic agents with a linear final position
utility f;(h;) = r; Zt h; . for some reserve price r;, and constraints —V; < 1Th; < V; (i.e. final
position must be in range [—V, V]). We randomly sample the actions s; of the exogenous agent
using i.i.d. zero-mean random variables. In Figure |1/ we plot the cumulative positions (Zle hi)
of each agent ¢, for three different sets of problem parameters, where we fix a = 0.1 and vary
B € {0.1,1,10}. We observe that, as [ increases, the total volume traded decreases, which is
unsurprising since 3 corresponds to trading frictions. More interestingly, we note a phase transition.
For small 3, the NE approaches a pair of block trades — a first at time 0 where all agents purchase
an identical quantity of the resource, and a second at time 7" where all agents buy or sell to reach
some final position. For large /3, the NE approaches all agents trading at a constant rate, with some
interpolation between these for intermediate 5.
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Figure 1: Cumulative position over time for agents in NE, for fixed e and varying 8. The initial price
is po = 2, the reserve prices are (4, 5, 6, 7, 8) and the constraint values are V' = (10, 15, 20, 25, 30).

4  PARTIAL INFORMATION SETTING WITH COMMON KNOWLEDGE OF PRIOR

We now consider the partial-information setting: all agents have common knowledge of the joint
distribution P of agent and market types, but each agent only observes their own private information
via their type 6;. For this setting, we only consider characterization and computation of equilibria,
since the unbounded PoA for complete information settings automatically carries over here. As
discussed in Section [2] we think of the strategy of each agent as an ex-ante mapping from each
possible type 6; to a feasible trading schedule in G;(6;), which we denote by the function h; € H;.
Game play in this Bayesian setting operates via the following sequence of events: (1) each agent
decides their ex-ante strategy h;; (2) a game instance Z ~ P is sampled and the corresponding type
information 6; is privately revealed to each agent; and (3) each agent executes their strategy h;(6;).
This setting can be formally studied within the Bayesian game theory framework, using the standard
equilibrium notion as follows:

Definition 5 (Bayesian Nash Equilibrium). For a Bayesian instance, the strategies (hi?,... h¢)
are in a Bayesian Nash Equilibrium (BNE) if for all agents i, all k], € H;, and all §; € ©;, we have:
Eo_; a~pio; [ui(hi®(0:); RZ(0-:), )] = Eo_, x~pjo, [ui(hi(0:); RZ(0-:), A)].

As in Section[3] this equilibrium is defined in terms of pure strategies (deterministic trading schedule
for each type). The following lemma, which generalizes Lemma [2] to the Bayesian game setting,
ensures that this restriction does not restrict the BNE (proof details in Appendix [C).

Lemma 3. For any Bayesian instance, the best response of any agent i is always unique and de-
terministic (meaning trading schedule h;(0;) for every type 0; is deterministic), even if others are
playing some mixed (possibly correlated) set of strategies for each type.

We now present the central result in this setting. Theorem|[3|generalizes the result of Theorem|[T]to the
Bayesian game setting, namely that there is a unique and efficiently computable equilibrium. Similar
to the complete information setting, this follows by casting the equilibrium problem as a variational
inequality, which we show is strongly monotone; this implies uniqueness of the BNE, and gives an
efficient gradient based algorithm for computing it. We provide full details in Appendix[C]

Theorem 3. For every Bayesian game instance (given by distribution P), there is a unique pure
BNE, and the extra-gradient algorithm (Korpelevich||1976) converges linearly to this BNE.

4.1 EMPIRICAL SIMULATIONS OF EQUILIBRIUM

We simulate the BNE for a similar scenario as in Section [3.1] where agents’ have linear utility and
inequality constraints on their final positions. We use 2 agents here, each with 3 possible types, and
the type 6; determines the final position bounds V; and expected reserve price r; for each agent. We
set s = 0 in this simulation. As before, we fix & = 0.1, and vary f3; in each case, /3 is continuously
distributed within some bounded range. We provide full details in Appendix

We see similar phase transition dynamics as we vary § from small to large as we observed in the
complete information setting. However, in this case, since the cumulative positions in each agent’s
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Figure 2: Cumulative position over time for agents under the BNE. Types are distributed uniformly
and correspond to the constraint V. The type conditioned expected reserves are (3, 5, 7) for agent 1,
and (6, 8, 10) for agent 2. py = 0, @ = 0.1 and the conditional 3 distribution lies in the given range.

strategy are type-dependent, the strategies do not consistently overlap during early time steps. That
is, the partial information induces a richer, type-dependent dynamic. However, we do observe over-
lap in trade execution between some pairs of types for the two agents, which is interesting and
warrants exploration in future work.

5 PARTIAL INFORMATION SETTING WITH NO PRIOR VIA ONLINE LEARNING

We now move to a more realistic setting, where agents neither have complete information, nor
any a priori knowledge of the prior P. Instead, in this setting agents must learn via interaction.
Specifically, we consider a mode of repeated game play that occurs over R € N7 rounds, where
in each round r the game play follows the sequence of events for Bayesian game play described in
Section and the ex-ante strategy h that each agent ¢ selects in round 7 is chosen adaptive to their
feedback following rounds 1 through r — 1. The feedback that each agent observes after each round
is formalized by the following assumption:

Assumption 2 (End of Round Feedback). Let hi and 0] denote the ex-ante strategy and sampled
type for each agent i in round v, and let A" denote the sampled market type. Then, at the end of
round r, each agent observes the cost function c; : H; — R as feedback, given by

ci(hi) = —ui(hi(07); R, (07;), A7) .

This feedback is the cost (negative utility) that the agent would have received if they had commited to
a different strategy in that round, letting the strategies of all other agents and game instance be fixed.
Although technically ¢} could be written in a slightly simpler way with domain G;(67) rather than
‘H;, the latter is more convenient as it ensures that ¢ is defined on the same domain for all r € [R)].
In many applications, the cost function ¢; could be inferred by performing some regressions on
observed market data to compute the sequence of aggregate outside demands ki hj+ + s; along
with « and (3. Finally, although we assume that agents observe the full cost function ¢}, in practice
many algorithms only require the gradient Vhir(gir)cg(h;"), so in practice this assumption could be
loosened. In particular, this is the case for the algorithm of [Jordan et al.| (2024) discussed below.

To obtain concrete guarantees, we impose some boundedness regularity conditions, which are re-
strictions on the constraint sets, distribution over exogenous actions, and idiosyncratic utilities.

Assumption 3 (Boundedness). We assume that there exists some finite, fixed values B, S, U, and
U’, such that for all agents i € [n] and strategies h; € H.;, the following bounds hold almost surely:
(1) [Ri(0:)ll2 < B; (2) [|sll2 < S5 (3) | fi(hi(0:))| < U; and (4) |V fi(hi(0:))]|2 < U".

Next, we define an (unobserved) population loss for each agent ¢ in any given round r, as follows:

Definition 6 (Population Loss). Let h] denote the ex-ante strategies of agent i in round r for all i.
Then, the expected loss for each agent i in round r is a function ¢} : H; — R given by:

é: (hl) = ]E9i797i7>\~P[_ui (hz(ez)a h’:(9—b)7 A)} .
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In other words, ¢} (h;) = Ez.p|c} (h;)] for all h; € H;; likewise for its derivatives. Therefore, the
observed losses c; or their gradients can be interpreted as unbiased stochastic estimates of the popu-
lation losses ¢ or their gradients respectively. It is easy to see that if A} minimizes /] for every agent
1 simultaneously in some round r, then the agents are in BNE. Therefore, this intuitively suggests
that we could apply existing theory and algorithms for online convex optimization with stochastic
feedback to establish convergence to equilibrium. We proceed by formalizing this intuition.

First, we define some additional central concepts:

Definition 7 (Regret). Fix a agent i € [n] and a sequence of loss functions xT : H; — R for
r € [R). For any sequence of strategies h} for r € [R], we define their (average) regret as

1 1

R R
t(hi,...,hi5xt . oxF) = = "(hT) — min — " (hy
regre( i » 15 X 7Xz) R;Xz( z) hrjlé%iR;XZ( )

Definition 8 (¢-BCCE). Let 0 € A(H1 X ... X Hy,) be a joint distribution over strategy profiles.
Then, o is an e-approximate Bayesian coarse correlated equilibrium (e-BCCE) if and only if for all
agents i, 0; € ©;, and h); € H,;:

Ehi b im0 p|o; (i (Ri(05), R_i(0—5), N)] > En_ o0, amplo; [wi(h(0:), h_i(0_;),X)] — €

Regret measures how much we could decrease our average loss by if, retrospectively, we swapped
from the actual sequence of chosen strategies to some fixed alternative strategy. No-regret algorithms
are well studied in the online learning literature; these are algorithms that ensure that the average
regret converges to zero under arbitrarily (possibly adversarially) chosen loss functions. On the other
hand, approximate BCCE is a weaker equilibrium notion than BNE, in two respects: (1) it allows
for correlation between the strategies in equilibrium; and (2) it allows for e-sub-optimality of the
chosen strategies (in conditional expectation given 6,).

Although no-regret algorithms and BCCE may seem like unrelated ideas at first, they are deeply
connected since multiple agents simultaneously following no-regret dynamics with a fixed game
objective will induce an approximate coarse correlated equilibrium (CCE) in the game. Although
we are considering Bayesian games and BCCE rather than CCE, similar reasoning gives us the
following theorem (proof in Appendix D).

Theorem 4. Suppose every agent i € [n] selects their strategy hl at each round r via some on-
line algorithm Alg;, with the following properties: (1) Alg; selects strategy h} at round i only
using unbiased stochastic cost-function observations XNf for some true sequence of cost functions
Xi; € C;, where C; is a set containing all population losses U] almost surely; (2) it ensures that
regret(hl,...,hEx}, ... xF) < € (R) for some €;(R) that is independent of the cost functions
X\ € C;, which could be adversarially chosen. In addition, let ot € A(Hy x ... x H,,) denote the
uniform distribution over (hY, ... h') across rounds. Then, o is an e-BCCE, for some ¢ that is

bounded by ;"r((i)) foralli € [n],6; € ©,.

We make a few comments on this theorem. First, we note that it is very general, and establishes
convergence to equilbria for agents who simultaneously engage in no-regret learning using any
stochstic-feedback no regret-learning algorithm with thier observed costs ¢;, and the algorithms
could be different for each agent. Second, the restriction of losses in the theorem statements to some
sets C; is necessary since adversarial no-regret will generally be impossible without some bounds on
the allowed stochastic/true losses. In general, the constants involved in the regrets ¢;(R) obtainable
by a given algorithm may depend on C;, the choice of which in practice will depend on the bounds
we can place on ¢} and ¢7. Finally, the dependence of the result on the worst-case 1/ Pr(6;) arises
from bounding the conditional sub-optimality in the definition of BCCE uniformly over all i and 6;.
For any given i, §;, we can bound this sub-optimality by ¢;(R)/ Pr(6;), so the presence of rarely-
occurring types don’t cause sub-optimality conditional on common types to suffer, and the average
sub-optimality over all types is bounded by ¢;(R) (see proof for details).

Although the guarantees from Theorem [] are slightly weak in that they only ensure approximate
convergence to a BCCE for the average-iterate strategy, not for the final iterate A, ... hf, we can
do better if all agents apply a doubly optimal algorithm (Jordan et al., 2024), which is an algorithm
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Comparison of Last Iterate & BNE Strategies
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Figure 3: Comparison of Algorithm (over 500 rounds) to exact BNE strategies: (left) we plot the
last-iterate strategies returned by Algorithm [2] (solid lines) along with the true BNE (dashed lines)
for all agents and types; and (right) we show the convergence in mean-squared error between the
strategies from Algorithm@] and the BNE over the 500 rounds.

that ensures no-regret, as well as last-iterate convergence to a NE if applied by all agents in a strongly
monotone game with stochastic gradient feedback. The specific algorithm proposed by Jordan et al.
(2024) that obtains this property is online gradient descent (OGD) (Zinkevich, 2003)) with a specific
stochastic scheme for reducing learning rates. We provide details of this algorithm (Algorithm
and its theoretical guarantees in Appendix [D.2] The following theorem establishes that, if all agents
independently follow this algorithm, their joint strategy profile converges to the BNE.

Theorem 5. Suppose all agents use Algorithm 2| to decide their strategy in each round r. Then,
letting k = max;c[n) |O;l, the final iterate strategies hE ... hE are an e-approximate BNE, for
some ¢ that satisfies the following in expectation over the algorithm’s randomness:

poly(n, T, k, v, 3, po, B, S,U’) log®?(R)
Ele] =0 -
MmN e (n),0,€0; Pr(ez) \/E

Even though this result only establishes convergence to BNE if all agents follow it, by the doubly
optimal property discussed above it is no-regret. Thus, the algorithm is also robust to possibly ad-
versarial environments. Compared with the extra-gradient algorithm (which we previously showed
can efficiently compute the BNE), the benefits of Algorithm[2]are two-fold: (1) each agent’s learning
procedure is prior-independent, since to update their strategies they only need gradient information
about their realized cost; and (2) the procedure is fully decentralized, since agents can run their
learning algorithms independently using only the information privately revealed to them. As with
Theorem 4] our result depends on the worst-case 1/ Pr(6;), but the same comments we made there
apply about how this is not a major theoretical limitation. We finally note that the above concept
of double optimality is very new, and it is possible that other decentralized algorithms could obtain
similar guarantees, but this is a question for future research.

5.1 SIMULATIONS

We conclude with an empirical investigation on convergence to equilibrium in actual implementa-
tion, simulating repeated play as described in Section [5] where all agents follow Algorithm 2] We
use the same Bayesian game instance as in Section[d.1] with 2 agents, each having 3 possible types.
We provide full details of this simulation setting in Appendix

We show the results of this simulation in Figure[3] On the left we directly compare the final iterate
strategies from online learning with the BNE. We see that these almost exactly overlap, with only
very minor discrepancies, which can be explained by noise in the observed market parameters. On
the right we plot the convergence of the agent strategies during online learning to the BNE strategies
in terms of mean-squared error (MSE); we see that the MSE very rapidly approaches 0, even faster
than guaranteed by our theory. Overall, these results are a strong empirical validation of Theorem [5]
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STATEMENT ON USAGE OF LLMS

We used LLM tools for the purpose of checking language use in writing our paper, as well as a tool
for suggesting relevant existing results when conducting our research (in particular, for exploring
existing results related to uniqueness of Nash Equilibria, for which it suggested reading literature /
existing results on variational inequalities.) However, all proofs were derived and written completely
by the authors, and the paper was written completely by the authors (outside of the usage of LLMs
for language checking as mentioned above.)

A ADDITIONAL MODEL DISCUSSION

A.1 DERIVATION OF PRICE MODEL

First, we discuss in more detail how our price dynamics in Assumption [T] relate to Walrasian price
dynamics. As mentioned in Section [2| this model positions that (mean) prices evolve according to
the continuous time differential equation

dp; = a(demand; — supply, )dt,
for some price-sensitivity factor . Given this, the dynamic model for pi’ can be viewed as a

discretization of this process. In addition, allowing for noise in s, this turns it into a discretization
of the corresponding stochastic differential equation
dp; = a(demand; — supply, )dt + odW;,

for some noise process dWW; (e.g. Brownian motion). The actual price that traders must pay differs
from this Walrasian process by amount 3(Y_.", h;; + s;). We can interpret this difference as a
temporary (instantaneous) price adjustment from p;” driven by the imbalance of supply and demand;
when supply and demand are not balanced, the difference must be met by market makers, who
provide liquidity. These market makers require some spread from p;’ in order to account for the
risk they take by providing liquidity. For example, if demand outstrips supply at time ¢, the market
makers will balance this by selling an equal amount at a slight premium; hence, the instantaneous
market price p; will be slightly higher than pi’. We implicitly assume as part of Assumption [I] that
this difference is linear in the imbalance 2?:1 hi+ + s¢, with coefficient 3.

Alternatively, this model can also be justified from the literature on market impact. For example, the
seminal model of |/Almgren & Chriss|(2000), which is the basis for much of the classical theory on
(non-strategic) optimal trade execution, posits almost exactly the same model for price impact from
trade execution over time, except that they consider a slightly more general offset based on supply
and demand imbalance of the kind 1/1(22;1 hi+ + s¢), for some concave function ¢ : R — R™.
Therefore, our price model is equivalent to theirs in the case of 1)(z) = Sx. We note that empirical
research (see e.g. |Almgren et al.| (2005))) suggests power-law models of the kind ¢)(x) = Sz with
~ &2 3/5 to be well supported by real data. Such a model would be more challenging to study under
strategic interaction, as it could break strong monotonicity without some additional assumptions on
fi and/or G;; we leave the investigation of alternative price models like this to future work.

A.2 RELATION OF MODEL TO EXISTING MODELS

Here, we make some concrete comparisons of our model with the models used in the recent lines of
work on position building under competition |Chriss| (2024bjca; 2025)); Kearns & Shi| (2025)).

Relation to Existing Discrete Time Model First, consider the special case of our model with no
idiosyncratic utilities (f; = 0 for all 7), and no exogenous actions (s = 0). In this case, we can
re-formulate the objective for each agent as minimizing a cost function ¢;(h;, h_;) given by the
negative of the utility u;, which if we unroll the autoregressive price definitions like in the proof of
Lemmal[I] we can easily verify is given by

T t n T n T
ci(hish_;) =« Z hit Z Z hji+ B Z hit Z hji+ Z hi tpo
=1 =1 =1 =1

1=1 j=1
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Now, assume further that the constraints (G; contains a constraint of the kind Zthl his = V; for
some fixed V;. Then, the third term above can be ignored, as it is always equal to poV; for any
feasible h; € G;. Given this, and with some slight re-arranging of terms, we have that the cost
structure is given by

T n

T n
ci(hizh—;) = « Z hi Z Tji—1+ (+ B) Z hi ¢ Z hje
=1 j=1 =1 j=1
where we define ,
Tip = Z hig
=1

as the cumulative position acquired by agent 7 over the first ¢ time steps. This corresponds exactly to
the kind of cost structure assumed in |[Kearns & Shif(2025)), who considered a discrete time version
of optimal position building, with cost function

T n T n
Cgs(hzy h*l) =K Z hi,t Z Tjt—1 + Z hi,t Z hj,t .
t=1 j=1 t=1 j=1

Following terminology for literature on optimal position building, they denote first term as the
permanent-impact cost, and the second term as the temporary-impact cost, with permanent-impact
coefficient s, and unit temporary-impact coefficient (which is completely general up to normaliza-
tion of cost). Therefore, if we normalize our cost by o 4+ (3, we see that under the above model
restrictions it recovers theirs with k = a/(a + ).

Although our model may seem less general given the above reduction, as they allow for any x > 0
but ours only allows x € [0, 1], we argue that this restriction does not have much or any material
impact in practice. First, as discussed in [Kearns & Shi| (2025), if they decompose their cost into
zero-sum and potential (i.e. congestion game-style cost) components, the coefficient in front of
potential cost becomes negative when « > 2. This implies that agents are rewarded rather than
punished from congestion of their trading schedule, which therefore encourages agents to behave
as aggressively as their constraints will allow (this is reflected e.g. in the unstable dynamics they
observe when agents play no-regret with x > 2). Given this, we would probably wish to restrict to
K < 2 in such a discrete model in practice. Second, and perhaps more importantly, to the extent
that their model is justified as a discretization of the continuous time model discussed below, the
convergence of this discretization as we make it more and more fine-grained only works if we let
the ratio of temporary-impact-coefficient to permanent-impact-coefficient (i.e. ) tend towards zero
as T — oo. Therefore, no matter the target  value in the continuous-time cost cN¢ defined below,
the corresponding # in the discrete-time cost cX5 that approximates this will be less than 1 if the
discretization is sufficiently fine-grained.

Relation to Existing Continuous Time Model The works by |Chriss|(2024bzcza;2025) consider a
continuous-time version of this problem, where the strategies h; are functions over some continuous
time range (which they normalize to be [0, 1] without loss of generality). In this setting, we assume
the strategies are defined by functions h; : [0,1] — R, where h;(t) is their instantaneous trading
rate at time ¢. We also define x; implicitly in terms of h; as the total accumulated position up to
time ¢, which is mathematically given by

Then, the assumed cost structure is

n

CNC iy —;) = K 1 7 . €T 7 j )
Nlhih) = | () Yl + | > ho

1
0 =

which is the continuous-time analogue of the cost structure based on decomposition into permanent-
impact cost and temporary-impact cost mentioned aboveE]

*In reality, historically this continuous time model was the original one and the above discrete time version
was introduced later, but we present in opposite order since our model is discrete-time.
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Now, suppose we are given a problem instance of this continuous time model, with « given, and

time normalized into range [0,1]. We can approximate this arbitrarily well with a discrete time

model as T" — oo, by letting the discrete time grid correspond to {%, %, ... 1} in continuous time.

Specifically, we can do this as follows: suppose we are given collection of continuous-time strategies
¢, ..., hy, and define

t
x$(t) = /0 hé(l)dl (for continuous ¢ € [0, 1])

’ T
hiw =wx;y —x;y—1  (fordiscrete t € [T1).

T .
Tip = xF <) (for discrete ¢ € [T7])

Then, our discrete-time cost structure in terms of these stragegy vectors h; will be given by

P (hih_;) = a zT: hit z": Tji-1+ (a+ B) XT: hit z": hi.t
t=1 j=1 t=1 j=1
T _ n _
=% () - (T} Sl )
T _ n _
D)y {wf(é) ()} {7 =)}

1t Yy = Lot v
+(O‘+5)2Thi( T )ZThﬂ( T )

t=1 Jj=1

where the final line follows from the mean-value theorem, where ; ; € (0, 1) for all 4, t. Therefore,
if we consider a sequence of discrete problem instances with « = x and 5 = T', we get

i i) = oS () ()

+ler;o(“f)!;21h6( ””)fo( )

I
N
O\H
>
=0
=
1
8
<0
=
&
+
\
P~
)

where first equality plugs in the above result with « = x and 8§ = 7T, and the second follows
from product of limits and the definition of the Riemann integral. Therefore, under appropriate re-
normalization of the ratio 5/« as we make the discrete-time approximation more fine-grained, our
model can approximate the existing continuous time cost structure considered in Chriss| (2024bcaj
2025) arbitrarily well if we let T' — oco. Therefore, our model on the above restriction on idiosyn-
cratic utilities, constraints, and exogenous actions subsumes theirs up to a vanishing discretization
error.
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B PROOFS FOR SECTION

PROOF OF LEMMA

We first unroll the auto-regressive nature of the Walrasian price dynamic p;°. Observe that the
following holds:

quj:poJ"aZth‘f'asl ;
J

pé‘]:p0+a2hj71+a51 +aZhj72+oz52;
J J

The execution price an agent pays is also influenced by the temporary impact. Combining this with

the above, we can write the net cost an agent ¢ faces as follows: w;(hy, ..., h,, A)
T t T n
zh”po—azzhmm—a zhi,xzhj,ﬁsf)—ﬂzhi,t(zhwst)
t=1 ¢=1 =1¢=1 j#i t=1 j=1
T t—1
~o3 (M D) Y
t=1 =1 t=1

quadralic terms

T t

—a) hii) Y hie- ﬁZthhn—aZthw 5Zhw8t 2 ol
t=1 {=1 j#i t=1 VE) t=1
linear terms o< other agent linear term o exogenous agent

Focusing on the quadratic terms, it suffices to compute the Hessian, denoted by (). Note that (), ; =
2a + 2. As for the off-diagonal values, these are composed entirely of «v. Indeed, for any t1 # to,
we have that ()4, ;, = a. Next, we consider the linear terms that are proportional to other agents.
We wish to express it in the following form: >, (Ah; (0 ))Thi(0;). For a given t, consider the
first of the two linear terms proportional to others. For any j, observe that h; ;(6;) is multiplied by
ahj1(6,),. -athy, 1(6;). As for the second term, it multiplies h; .(6;) with 5h;(6;). Hence, we
conclude that A is a lower-triangular matrix, whose diagonals are o + [ and the remaining values
are . As for the linear term with respect to the exogenous agent, it follows a similar pattern, and
we can express it as (As)” h;. We thus have the following expression for the matrices @ and A:

o ifi <j 0 ifi <j
Qij: 2c0 + 203 ifi=j ;Aij: a+p ifi=7 ;
a ife>7 e ife>7

Since @ is a symmetric matrix that can be written as Q = aJ + (a + 283)I where J is the all 1s
matrix and I the identity matrix. Observe that for any x, we have that:

2T Qx = (a428) (2T Iz)+a(zT Jz) = (a+28) (T z)+a(zT Jz) = (a+26)|x||§+a(2mi> >0

i=1

where the strict inequality holds since the parameters «, 3 are non-negative and & # 0. In other
words, the () matrix is positive definite and thus the utility of each agent, in terms of their own
strategy, is a strictly concave function.

PROOF OF LEMMA [2]

Proof. Consider an agent ¢ and suppose all other agents are playing a mixed and possibly correlated
strategy, denoted by o_;. Buyer ¢ can choose to best-respond with a mixed strategy of their own,
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denoted p; (h). Without loss of generality, we set pg = 0 and observe that:

br(o-1) g max | _p(h»(fz-(hi)—sAhi— | oth-oin th+Z<Ahj>Thi1dhi)dhi

PEA(G;) h_; i
= arg max/ p(hi)| fi(hi) — hZTQhZ- — sAh; — (/ o(h_;) Z(Ahj)Tdh—i) hz} dh;
PEA(G;) Jh; L h_; i

T
v

—argmax [ plho)| ilhs) — T Qhy — o7 s - sAhl} dh,
peEA(G;) Jh; L

= arg max [ fi(h;) —hTQh — v h; — sAhi]
h;eG;

where the last equality follows from the linearity of expectation. The resulting maximization ex-

pression has a sole quadratic term: hY Qh,;. From Lemmawe know () is a PD matrix. Thus, the

best-response optimization, to both pure or mixed strategies of others, is strictly concave, and there

is a unique solution.

Interestingly, this result implies that in the complete information setting, any coarse correlated equi-
librium (CCE) must also be a Nash. Indeed, for any o to be a CCE, each agent’s strategy must be
pure (otherwise there is a deviating pure strategy that is a best response for any mixed strategy of
others). A CCE with pure strategy is the same as Nash.

B.1 PROOF OF THEOREM[I]

Proof. Uniqueness: From [2| we know that each agent’s best response is a concave optimization
problem over a convex region G;. In this proof, we shall express the agent’s objective from a cost
minimization perspective — i.e. ¢;(h;;h_;,A) = —u;(h;;h_;; A). As such, the best response
objective will be convex. Formally (again setting po = 0 for ease of exposition):

1
bri(h_;) = argmin ~h] Qh; + Y _(Ah;)"h; + sAh; — fi(h;) := argmin c;(hs; h_;, \)
h;,€G; 2 i h;,€G;

At a best response for agent 4, h}, it must be that for all Vh,; € G; : (Vp,ci(hi;h_;), (h; —h})) >
0; otherwise, the agent could move in that direction and decrease their net cost. This is a standard
equivalence between a convex optimization and variational inequalities (see Rockafellar & Wets
(2009)). At a Nash Equilibrium, each buyer 7 must be playing their best response, given the strategies
of other agents. Thus, we are looking for a set of trajectories (h]?, ..., h¢?) such that:

Vi, ¥(hy, ... hy) € Ry % -+ x Ry ¢ (Vh,ci(hS9 ALY, (hy — hET) > 0 3)

Indeed, any tuple (h{?, ..., h&?) that satisfies the above must be a Nash Equilibrium. Observe that
c; 1s the sum of a quadratic function and a convex term. The gradient of ¢; is then as follows:

Vhci(hi;h i) = Qh; + Y Ahj+ As — Vh, fi(h:)
J#i

Ignoring the Vp, fi(h;) term, the gradient is a linear function of all agent strategies. Denoting
x = [hy,...,h,]T as the concatenation of agent strategies and s as a constant (since this is not
from a strategic agent), the variational inequality that characterizes the Nash Equilibrium can thus
written with an operator F'(z) = Max+b— [Vy, fi(h1),...Vh, fi(hy,)]. Thatis, a set of strategies
x = [h{?,... h]is a Nash Equilibrium if and only if, forallz € Ry X..., X R,,: (F(x°9), (x—
x°?)) > 0. We note the following:

Definition 9 (Rockafellar & Wets|(2009)). An operator F is called strongly monotone on a set X if
and only if there exists a scaler c such that:

(F(z) — F(a'),(z —2)) > clle —&'||*, Ve, z2€ X
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From Rockafellar & Wets| (2009)), we note that a variational inequality with a strongly monotone
operator has a unique solution. Here, this implies a unique Nash Equilibrium. For our operator F":

n

(F(a) = F(2), (@ —2) = (M(z — '), (@ — @) = > (Vh,fi(hi) = Y, fi(hi), (hi = h})

i=1

As such, it suffices to show that for positive c: (M (z — '), (x — ')) > c||x — 2’||? and for all
it =(Vn, fi(hi) = Vi fi(R)), (h; — R})) > 0. It is known that for convex functions, their gradient
is a monotone operatof. Thus, f; being concave (and thus — f; is convex) and the desired condition
immediately holds. As such, it suffices to prove the strong monotonicity of the linear operator M
and show that for any x: (Mx,z) = T Mx > c||z||>. The matrix M is given by the following
block matrix:

QeRT*T AecRTXT . AeRTXT
o AeRT*XT QeRT*T .. AcRTXT A
= ) ) . . 4)
.T><T .T><T ' .T><T
AeR AeR ... Q€eR

We first note that while our matrix M may not symmetric, we can always write it as the sum of

a symmetric component M, = (M + M7) and a skew-symmetric component M, = (M —
MT). By definition, M’ = —Mj,. This means that for any = where s = 7 Mz: s = s7 =
(2" Myx)T = —x” Myx = —s. Thus, 27 Mjx = 0 and it suffices to only consider the symmetric

component M for the strong monotonicity condition. Now suppose M is a positive definite matrix.
Then we can always diagonalize it as PAPT, where A is a diagonal matrix of positive eigenvalues
and PPT = PTP = I. Then we can also express any & = Py for some y. Then under this PD
condition, we have:

' Mz = y" PTPAPT Py = yT Ay
> Amin(Ms)(PTx)T(PTm) = )\min(Ms)mTPPTx = /\mm(Ms)”xHQ

In other words, if M, is positive definite, we can choose ¢ = Apin(M;) > 0 and satisfy the
conditions of strong monotonicity. The matrix M is an n x n block matrix with ) on the diagonal
and all other elements being A; = %(A + AT). This can be succinctly represented using the
Kronecker product (recall J,, is an n x n all 1s matrix):

Ms :In®(Q_As)+Jn®As (5)

Note that the all 1s matrix is positive-definite with one eigenvalue of (n—1) and all other eigenvalues
0. Therefore, we can write A;, = U7 J,U, where A, = diag(n,0,...0). Let P = U ® I, and
note that PP = (UT ® I7)(U ® Ir) = UTU ® It = I,7, where we use the mixed product
property of Kronecker products. We shall be using P to diagonalize (in the block sense) the matrix
M. Specifically, observe that due to the mixed product rule:

PTM.,P=PT (I, ®Q — A,)P + PT(J, ® A,)P
=UT@Ir) 1, ®Q—A)(U®Ir)+ (U" @ Ir)(J, ® As)(U @ Ir)
= (UTLU® I (Q — A)Irp) + (UTJ,U @ I A7)
= (I, ®(Q—As)) + (A, ® Ay)

The first summand is a block diagonal matrix with () — A; in each entry, and the second summand
is also block diagonal with nAj in the first entry and O elsewhere. Therefore, P” Mg P results in
a block diagonal matrix diag(Qs + (n — 1)Ag, A, ..., Q — A,). The eigenvalues of M, are the
eigenvalues of this block diagonal matrix, which in turn are the eigenvalues of each matrix in the
diagonal. Thus, we need to show that @ + (n — 1) A, and @ — A, both have positive eigenvalues.
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Note that Q = (a + 28)I7 + oy and A, = ($ + 8)Ir + $Jr. Thus, for any x € R”:

T 2
2T (Q — Azt =27 {(g +b)Ir + gJT}w = (¢ +bz"z+ ;‘(th) >0

t=1

2" (Q+ (n—1)A)z" =27 [(n + (5 +0)Ir+(n+ 1)§JT]w

T 2
=(n+1)(§+b)z"z+ (n+ 1)3‘(2@) >0
t=1
as long as either « > 0 or § > 0. Since these diagonal matrices are positive definite, they have
positive eigenvalues, implying M has positive eigenvalues, implying strong monotonicity of the
simultaneous best response operator, implying uniqueness of the equilibrium.

Linear Convergence:

Algorithm 1: Extra-Gradient Algorithm
Input: Game Instance Z, Variational Operator F', step-size n
Randomly Initialize a feasible joint strategy g = (h1,...,hy,)
while ||z, — x,._1|| < e do

Z,y1/2 = Projg, «q, (zr —nF(z,))

Lri1 = ProjG1 X G, (zr — nF($T+1/2))

Theorem 3.4 of \Wadia et al.[(2024)) states that for any c-strongly monotone and L-Lipshcitz operator,
the extragradient algorithm (Algorithm with step-size n = 3(crT) converges to the fixed point at

a linear rate of 1 — ;5. We have shown above that our given operator is ¢ = A5, (M) strongly
monotone. As for Lipschitzness, note that our operator can be decomposed as: F(x) = Mx +
b— J(x), where J(x) = [Vh, f1,-- -, Vh, fn]T. Lipschitz constants for the sum of two maps add;
thus, it suffices to solve for the Lipschitz constants for the linear operator M, L, and the gradient

operator J, L ;.

Any linear operator is lipschitz — in fact, the Lipschitz constant is just the 2-norm of the matrix M.

For any matrix, the following is always true: ||M||2 < /||M||1||M]||s0, where || M]||; is the largest
absolute column sum and || M| is the largest absolute row sum. In our specific matrix M, observe

that:
M|y = [[M||ec = (2042B)+HT-1) o+ (n—1)[(T-1)ata+p] = (n"T+1)a+(n+1)3 = [[M]|2

Thus, Ly, = (nT + 1)a+ (n+ 1) is a suitable bound for the M operator Lipschitz constant. Sec-
ondly, for any 4, observe that since f; is concave, the operator Vy,. f; is L; = sup,, Anaz(—Vh, fi)
lipschitz. Further, observe that:

1 (@)~ (")[|* = ZHVh fi(hi) Vh;fi(hé)HQSmiaxLiZHhi—héHz=mngiIIw—w’H2
i=1

Therefore, L; = max;L; and the overall Lipschitz constant is L; + Ly =

max; Sup, Amaz(—Va, fi) + (0T + Da+ (n+ 1)5. O

B.2 PROOF OF THEOREM[Z]

Proof. Suppose there are n = 2 agents and we have some constant values of «, 5 — one can assume,
without loss of generality, that @ = § = 1@ Let the final position utility for both agents be given by
the following linear function: u;(h;) = r; Et i,t» where 7; can be interpreted as the reserve/fair-
market price as perceived by agent i. Further, the two have box constraints on their cumulative
position: V,~ < >, h;; < V;*. We shall assume the exogenous agent is not present —i.e. s = 0.

3Insofar as o, 3 are constants and not scaling with respect to the ¢ all results will hold.
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For a positive constant z, let the initial price po = = and the reserve prices for the agents be (r; =
x,r9 = x —¢), where £ > 0. We first consider the equilibrium of this game without any constraints.
Then each agent’s best response is given by:

1
bry (hy) = arg max{ — ithth — (AhQ)Thl} (6)
hi
1
bry(hy) = arg max{ —e1Thy — §h2TQh2 — (Ahl)Thg} @)
ho

Observe that at the equilibrium of this unconstrained game, the gradient of both agents’ best re-
sponses must be 0. Since this is a quadratic function, the gradient is linear, and the equilibrium can
be uniquely specified by the following system of linear equalities:

Gd -

Matrix M € R2T*2T zeR2T

Recall that the matrices (), A are specified using only the terms c, 3. In lemma [2] we noted that
@ is a positive-definite matrix and thus invertible. The matrix A is a lower triangular matrix with
« + [ on the diagonals and is thus also invertible (insofar as & > 0 or 5 > 0). As such, the matrix
M above is invertible and the unconstrained equilibrium strategy is given by M ~!z. Note that this
does not depend on the value of z. Further, if V,© < —||M~'z||; and V;" > |[M~'z||;, then
this unconstrained equilibrium is also an equilibrium in the original constrained game. As for the
strategy itself, let m;; denote the values of —M ~1 and note that m;; can be seen as a scaler with
respect to €. Then we have that:

2T 2T
hlt =& E my,j and hgt =€ E MT4¢,5 (8)
j=T j=T

Given that the value of the final position is simply the product of the total amount bought and the
reserve, the utility of buyer 1 (with reserve x) is:

T 2T t
uiq:xsZme Z{mee(m+aezz mT]+mT+T] +B€th]+mq~+t7]

t=1j=T t=1 Lj=T r=1j=T
> hit price p¢
T 2T t
2
g E mt,ﬁ( E E (M +mryqrj) Jrﬂg mtj+mT+tj)>’®( )
t=1j=T r=1j=T

where the absolute value in the second line follows, since ut111ty at equilibrium will always be non-
negative (the agents not trading would get utility O, so utility at equilibrium must be at least 0). A
similar analysis leads us to show that the utility of the second agent (with reserve = — ¢) is also
bounded by ©(g?), allowing us to conclude that the welfare at equilibrium is O(?). Formally'

T 2T T 2T t
e 2
R 3 STINE 3 SITIVE (5 3) SRR +ﬂz (me + mrses)

t=1j=T t=1j=T r=1j=T

We now turn to characterizing the optimal welfare of this instance. For some § > 0 (to be specified
later), consider the following trajectories for each buyer (recall positive values mean buying):

h; =[z,2,0,...,0] and ho=[-2z—4§ —x—4,0,...,0] 9)

Insofar as ViJr > 2z and V;” < —2x — 4, the trajectories above are feasible. Under this strategy, it
suffices to consider the prices at rounds ¢ = 1, 2, for which we have that: p; = x — ad — 89 and
p2 =« — 2ad — 4. Then the utilities for each buyer is given by:

up =x -2z —z(x —ad — B6) — z(z — 2a0 — B0) = 3adz + 2B0x
us = (z—¢e)(—2z—9) + (x+0)(x — ad — Bd) + (z + ) (x — 2ad — 59)
= 2ex + 20e — 3adx — 3ad? — 280z — 2362
— u"" + ulP" > 2ex + 206 — 3% — 2862 = 2xe + 206 — (3 + 2)5>
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This gives a concave quadratic (in the unspecified parameter §) lower bound on the optimal utility.
Maximizing it means choosing a § such that the gradient is 0:

opt 2¢2 g2 g2

>2 — =2 =
+ul” > x€+3a+2,8 30 128 xe + O(xe)

3a+28
From here, it is evident that for any constants «, $ and z, we can construct an € > 0 parametrized
instance Z. with box constraints V;~ < min(—||M ~'z||, =22 —24) and V;" > max(||M ~1z||,27)

€ opt
= — = P
3a+ 28 “

with the aforementioned § = 3ai2 7 such that:
Uppt (Z2) Q(e) (1)
PoA(Z.) = =2 > =Q(=) 200 ase—0 10
@) = 0..@) = o) : (10)
O

C PROOFS AND DETAILS FOR SECTION [4]

C.1 PROOF OF LEMMA[3]

Proof. In the most general sense, observe that agent i’s best response for a realized type 6; allows
them to play a mixed strategy over all valid strategies: p;(h;|0;), where h; is a vector in R” since
the probability is already conditioned on 6;. Suppose the remaining agents are playing some mixed,
possibly correlated strategy o_,;, where o_;(h_;|0_;) denotes the probability that the remaining
agents play strategy h_; € R_; when their joint type realization is some 6_;. We can then express
agent i’s best response problem as follows (we use G; to denote G;(6;):

bri(6;,0_;) = argmax /pi(hi§9i)2/ P(efi,S,Oé,ﬁllgi)/ o_i(h_i|0_i)ui(hi;h_i, )
h; 0_; s,

pi(hi|0:)EA(G;) —i
The linearity of the integral and the fact that |, n, Pi(R1]0;)dh; = 1 means that a maximum must
exists at a vertex/pure strategy. If multiple pure strategies are optimal, then any linear combination
(a mixed strategy) would also be a best-response. However, if there is a unique pure strategy maxi-
mizing this, then it means any mixed strategy must be strictly sub-optimal. In other words, it suffices
to show that the pure-strategy best-response is unique even when others’ play mixed and correlated
strategies. This pure best-response problem is given by:

br;(0;,0;) :argmaXZ/P(H_i,)\wi)/ o_i(h—i|0_i)u;(hi;h_;, X)
hicGi g Ja h

—1

_argmaxZ/P(G,“)\wi)/ o_i(h_|6_;) {fi(hi)—hiTth—ZthAhi—thi}
0_; /A

h;€G; h_; G£i

— argmax /f LB)d(f) = BE QR
i€

h;€G;
_ {Z/ p(a,i,s,mmei)/ ai(hi|9i)2h;A+sB] hi
0_, s,

hi A1

wT (")

= argmax f{ (h;) — h] Qh; — w” (-)h;
h;€G;

where p(f;) is any finite non-negative measure on the function space F', and f* is the result of the
integral. The concavity of the function class F' and non-negativity of measure x ensure that f* is
concave Rockafellar & Wets (2009). Next, we note that w? (-) is a T' dimensional vector that does
not depend on the h;. Thus, the objective faced by buyer i is strictly concave (since () is a PD matrix
— see Lemma[2)) and there is a unique solution. This immediately implies that a mixed strategy will
always be a sub-optimal best-response. [
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C.2 PROOF OF THEOREM[3]

Proof. As in Theorem |1} we express the results from a minimization perspective. That is, each
agent’s best-response for type realization 0; is: argming, .o, Eg_, ajg,[ci(Pi, h_s, A)], where
ci(hiyh_;;A) = —u;(h;,h_;,X). Also from [I} we note that the necessary and sufficient con-
ditions for an n agent BNE with & discrete types and pure strategies for each type, can be interpreted
as follows:

Vi € [n],VGz S [k‘],Vh/ € H;: E97i7>\[ci(h$q(9i), hiqi(a_i), )\) — Ci(h/, hiqi(g_i),)\)] <0

Since expected utility is a smooth function, as in the Nash setting, the simultaneous conditions can
be expressed as a variational inequality of the cost derivatives: there can exist no feasible direction
at equilibrium at which cost is decreasing. Importantly, this characterization is exact even if the
derivatives are scaled by a distinct constant. Formally, a set of strategies are at a BNE if and only if
the following holds for any choice of v;, — we will choose 7; , = P(0;), the marginal probability of
an agent 4 being of type 0; € [k] —recall h;(0;) € G;(0;) is the strategy used upon realization 6;:

Vi € [n],V&z S [k],Vh’(&l) S Gz : <"y7;7973vhi(9i) )\[Cz(h (9 ) heq (0 ) )\)], (h’(@,)—hfq(él)» > 0

With our choice of scaling +; ¢, and switching the order of gradients and expectation, we have that
for any i, Oi, /Viﬁivhi(&)Ee—i)\[ci (hfq(ei)7 he—qi(efi)v A)]

( /Qagh P(6_;,Alb;)

+Z/ [ZAaﬁh +Ba5$} P(0_i, A|0;) — Vi, 0, /fz i ))dﬂ(fi|9i)>

J#i
:p(ei){ Qo5 P(a, B10; )] )+ P(6 ZZ/ Aaphi(0;) > /P (07,0 (i ;) A|6;)
a,B Jj#i 6; 0 (i ?°
a,B,s fieF
bi.e, I, (Ri(6:))
=P<ei>[/ Qa,5P(a, B10;) } D)+ > P(0;,6,) [/ A pP(a ﬁlW)] i(6;)
@B j#i 0
Qf, veRTxT A:,ei,j,ejeRTXT

+bie, — Pi(0:) - Vi, (9,) [0, (Ri(0:))

where in the last transition, we use the fact that:

We note that 11( f;]0;) is a finite non-negative measure on the function space I, and £, is the result
of the functional integral. The concavity of the function class F' and non-negativity of measure p
ensure that fi*Gi is a concave function Rockafellar & Wets|(2009). Next, let £, = H?:l k; and define

x=[hi1,....h1 4, - Rn1,.. Ak ] € R™» denote a complete strategy profile (strategy for
each agent for each type). At a high-level, our goal is to show that this operator, denoted by F,
is strictly monotone, which implies the uniqueness of the solution to the equilibrium variational
inequality. That is, we want to show that for all z, (F(z) — F(x'), (x — x')) > m||x — ='||?.

We can write this operator as follows: F'(x) = Myayesz+b— J(x), where b € R*T has b; 5, € RT
as index (i, 0;). Observe that this vector is a constant with respect to the agent strategies. Similarly,
J(z) € R*T, where at index i, §;, we have P(0:)Vh,0,)fi9,(hi(0:)) € RT. As for the Miyyes €

RF»TXkpT \e can write this as an n x n block matrix, where each block (i € [n],j € [n]) is a
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kT x k;T matrix), defined as follows:

P(6; = 1)Q; 0 0

3 0 P(0; = 2)Q; 5 0

Mg;yes = : : :

0 0 P(0; = k)Qf
P(0;=1,0; =1)A;, ;, P(0;=1,0;,=2)A%, ,, ... Pl:i=10;=Fk)A:
M~ PO; =2,0; =1)A7, ., P(0;=2,0; =2)A7, ;5 P0; =2,0; = k;j) Al 5 1
bayes : . .

P(0; = ki, 0; = 1)A;:k,j,1 P0; = k,0; = 2)A;<,k,j,2 o P(Oi=Fki,0; = kj)A;'k,k,j,k

Observe that each [, is a concave function. Since for all convex functions, their gradient is a

monotone operator, it is immediate that —(.J(x) — J(x’)) > 0. And since b is a constant, it suffices
to show that the matrix M is positive definite. That is, we want to show that x” Mz > m/||z||>.
Observe that:

" Mysyes® = Z > PO:)R] (0:)Q; o, hi(0:) + > > Pij(0:,0,)h] (6:)Ai, 5.0, hi(6;)

=1 6, 25 0,0,
= ZZ/ Y (0:)Qa,shi(0:) Y P(6;,6_i, v, B)

i=1 6; @.p 0_,;

+Z Z/ i (0:)Aa,gh;(6;) Z P(0;65,0_¢ o, B)

#4619 O—i.5)
72/ Gaﬂ[Zh )Qa,shi(8:) + > AT (6:)Aa shi(8;)
J#i
=Eg.ap [Z 2} 9. Qa,pzip, + Z ZZQiAa,BZj,Qj] = Eo.0.5(z6 Mo s26]
=1 i#j

where z; 9, = >, 1[0; = {]h;({) is a random vector of length 7" and for a realization 6 € [k]",
zo = [21,0,,-- - nmgn]T is a concatenation of these n random vectors (of size nT'). Further, M,, g is
a random matrix which, for any realization of «, 3, is the same as the M matrix used in the complete
information setting. From Theorem [I] we also note that for any «, 3, the symmetric component of

M, g, denoted M 8 is positive definite; thus, by choosing ¢ = )\mm(M 27 ﬁ) ensures the strong
monotonicity COIldlthIl on the operator M, g. Thus, for any z¢ and any realization realization of
(v, B), there exists a ¢, g such that 2z} M, sze > ca.sl|ze||?, when zg # 0.

To determine a uniform bound on ¢ across the randomness of (8, a, ), let each agent’s type realiza-
tion #; = ¢ occur with non-zero probabilityﬂ Then letting P,,,;,, = min; ¢ P(6; = ¢) be the smallest
probability, and ¢, = ming g Amin (M, i, B) the smallest eigenvalue possible in the distribution
support of «, 3:

2" Mysyes® = Eo,0,5(26 Ma,gze) = ) / P(8,a, B)casl 26|l
9‘za7ﬁ0

Zcmmzzp HZzB ||2—Cmmpmm||x||2

i=1 4=1 m

We recall from Theorem |I|that for any c-strongly monotone and L-Lipshictz operator F', the extra
gradient algorithm converges linearly to the unique solution of the variational inequality. We have

“Note that if a type realization occurs with probability 0, it can be removed from the support without loss of
generality.
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already shown the operator to be c-strongly monotone. Further, since the operator is of the form
Myayes +b— J (x), it suffices to show Lipschitzness of each term. The linear operator Mypayes is
always Lipschitz, with the constant depending on the norm of this matrix. Since each f € F'is
smooth, J(x) is composed of the gradient of some smooth concave function. Therefore, this is also
Lipschitz, with the constant depending on the Hessian of this function. O

C.3 EXPERIMENTAL SETUP

Our experimental setting for the Bayesian Simulations is as follows. There are 2 agents and 3
possible types for each agent. The type of an agent ¢, 6; is a positive real number that is equal to
the constraint. That is, an agent i of type 6; has a constraint —6; < 17h;(6;) < 6,. We have
61 € [10,15,20] and 03 € [20,25,30]. The joint type distribution P(6;,62) is uniform over the 9
possible outcomes.

Each agent’s idiosyncratic utility f; is a linear function: f;(h;(6;)) = r;1Th;(6;). The linearity
of this function means it suffices to consider E[r;|6;]. For agent 1, the type conditioned expected
reserves are (3,5, 7), and for agent 2, we set (6, 8, 10).

Lastly, the variational inequality characterizing the BNE has linear dependence on the o, 5. As such,
it suffices to consider the expected value of these market parameters, conditioned on the joint type
realization. We set E[a|01, 02] = 0.1 and E[3|61, 02] = 55561 4 02), where we have ¢ = 1, 10, 100
for the left, middle and right panel. These numbers were chosen to ensure the /3 values were in a
comparable range to those used in the experiments for Section 3] This exact setup, with ¢ = 10, is
used for the online learning experiments for Section [5}

D PROOFS AND DETAILS FOR SECTION [3]

In what follows we primarily use the cost notation ¢;(-) (recall that ¢;(h;(6;); h—;(0—;),\) =
—u;i(hi(0;); h—i(0—;), A)).

D.1 PROOF OF THEOREM 4]

Proposition 1. Ler P be a joint distribution over game instances I. Let 0 € A(Hy X -+ X H,,) be
a distribution over strategy profiles. Suppose o satisfies for all i, for all 0;, for all h}(6;):

Ehno Boanp [ci(hi(0i), h_i(0-:),A) = ci(hj(0;),h_i(0_:),A)] <e.

Then, o is an approximate Bayesian coarse correlated equilibrium, satisfying for all i, for all 6;, for
all h(0;):
€

Notice that when o is a singleton distribution, this corresponds to an approximate Bayesian Nash
equilibrium.

Eh~o Bo_, anp o, [Ci(Ri(0i), h_i(0-i),A) = ci(h;(0:), h_i(0_:),N)] <

Pro}(l)f.h We show the contrapositive. Suppose for some agent 4, there is a type 6} and action h}(6})
such that

Ehno Bo_, anp o [ci(hi(07), h_i(0-:),X) — ci( i (07), h_i(0_:), X)] >

Pr(])
For each 6;, define

h;k (01) € arg I’I’ILIH Eno E97i7)\,\,p | 6; [Ci(hi, h,i(ﬁ,i), )\)] .

By optimality of h}(6!),
En~o By, a~pio;[ci(h] (0), h—i(0-:), )] < EnwoBo_, avpo;[ci(hi(0]), hoi(0-:), A)] .
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Thus,

Eno Bo_, anp o [ci(hi(07), h_i(0-i),X) — ci(h; (0;), h_i(0_:),\)] >

Pr(0])’
Now consider the gain by a unilateral deviation to h(6;) for all 6;:

Eh~o Boa~r [ci(hi(0:), h—i(0—;), X) — ci(h; (0;), h—i(0—;), A)]

= ZPT ) Ehno Bo_y amp 0, [ci(Ri(0:), R—i(0-3), X) — ci(h;(6;), h—i(6—s), \)] .

By optimality of h}(6;) for every 6;, each summand is non-negative. Furthermore, the summand
corresponding to 0 exceeds Pr(6?) - Frary = ¢ Hence the whole sum is > ¢, contradicting the

hypothesis. O

Lemma 4. For all i € [n], let Vi(h) = Vi li(hi,h_;; P) =
Vi, Eoxwplci(hi(0:),h_i(0-;),\)] € R*¥*T and V(h) = (Vi(h),...,V,(h)) € RMEXT
The operator V is m-strongly monotone, i.e. (V(h') —V(h),h' —h) > m||h’ — h||? for all h, }/,
where m is the strong monotonicity constant of Theorem (3| Consequently, for all i, ¢;(h;, h_;; P)
is m-strongly convex in h;.
Proof. Recall that Theorem [3|shows that the operator W (h) € R"***T defined by:

Wi(6:)(h) = Pr(6:) - Vi, 0)Eo_, apio, [ci(hi(6i), h—i(6-:), )] € RT

in the entry corresponding to agent ¢ and type 6;, is m-strongly monotone for some positive m.

Now, for every 4, we can write:

=Vh, <Z Pr(0;) - Eo_, a~pjo,[ci(hi(0:), h_i(0_;), A)})
0;

Fix a agent ¢ and a type 6;. Since each agent has finitely many types, we can write " as a vector of
size nkT', where the entry of V corresponding to agent ¢ and type 6 is:

Vi(07)(h) = Vi, 1) <Z Pr(0;) - Eo_, a~pyo,[ci(hi(0:), h—i(0—:), A)])

= Vo) (Pr(07) - Eo_, a~pior [ci(hi(07), h_i(0_), N)])
(since all terms not involving 6} can be treated as constants)

= Pr(&f) Vh E9_7 )\Np|9* [Cl(hl (9*), h,i(ﬁ,i), A)]
= Wi(0)(h)

Thus V = W, and V is m-strongly monotone, i.e. (V (k') — V(h),h' — h) > m|h' — h|? for all
h, h'. For every i, m-strong convexity then follows by definition, by considering h, h’ that are the
same in all coordinates except <. O

Proof of Theorem] For each ¢ and hl, by the regret guarantees of Alg;:
&
7 Z(@(hf) — Ui (h})) = EnnorBoanp(ci(hi(0i), h—i(0-:),A) — c;(Rj(0:), h—i(0-),N)] < & (R)
=1
Applying Proposition |1} we can conclude that for all 6; and all k' (6;):

Pr(&i)

EheorBo ; ampio; [Ci(Ri(0:), h_i(0—i), X) — ci(hi(0;), h—i(0—;),A)] <
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Algorithm 2: AdaOGD (Algorithm 1 of |Jordan et al.|(2024))

Input: Strategy space H;
Initialize h} € H;
_ 1

Let 29 = Tog(R+10)
forr=1,...,Rdo

Sample M" ~ Geometric(zg)

Let nr+1 — r+1

/1+max{M?* . M}
,'77‘+1

Update ™! = argminy,, ¢, {(hi — hY) VI + 15— || h; — h||?}

D.2 ALGORITHM DETAILS

Here we present the algorithm of Jordan et al.|(2024)) and state its guarantees.

Theorem 6 (Theorem 3.7 of Jordan et al.| (2024)). Consider a game G among n agents, each with
a convex and bounded action set H; C R% and a cost function ¢; : H?:l H; — R satisfying: (i)
li(hi, h_;) is continuous in (h;, h_;) and continuously differentiable in h;; (ii) Vi, ¢;(h;, h_;) is
continuous in (h;,h_;); (iii) |[h — K| < D for all h,h' € ]!, H;; and (iv) G is m-strongly
monotone. Suppose at every round v € |R), each agent observes an unbiased and bounded gradient
Vi, satisfying B[V |h"] = Vprli(hi, ") and E[|V}, |P|h"] < M. Then, if all agents run
Algbrithm the final iterate satisfies:

E [HhR B h*HQ] <0 <D2M(l +exp(1/(m?log R)))log(nR) logQ(R)>

R

where h* is the Nash equilibrium of G, i.e. for all i € [n], for all h; € H;, {;(hf,h*,) <
Ci(hi, hZ).

D.3 PROOF OF THEOREM[3

Proof. We define the game G where each agent ¢ chooses a strategy map h; € H, and suffers cost:
li(hish_i; P) = Eg a~plci(hi(0:), h—i(0-:), N)]

We verify the conditions of Theorem [6] on this game G. Since for all type profiles 6,
ci(hi(0;),h_;(6—;), ) is continuous in (h;(6;),h_;(0_;)) and continuously differentiable in
h;(0;), we have that ¢;(h;, h_;; P) is continuous in (h;, h_;) and continuously differentiable in
h;. Under Assumption 3| ||h — h/|| < Bv/nk for all h,h’. Furthermore, by Lemma G is m-
strongly monotone, where m is the strong monotonicity of Theorem [3]

To apply Theorem [6] it remains to establish that agents observe unbiased and bounded gra-
dient feedback. Recall at each round r € [R], agent i receives as feedback: @;’M =
Vh,ci(R7(07),h" (67 ;),X"). Since 6", A" ~ P are sampled independently from the strategies
chosen at round r, we have that E[~;"”\h’] = EW};} = E[Vh,c;(h(0F),h",;(07,),A")] =

Vi, ti(h],h" ;; P), i.e. the gradient is unbiased. Moreover, we can compute, for any h;, h_;, 0, A:

[Vh;ci(hi(0:), h—i(0—:), N

= Ipo - 17 + aJhi(0;) + oM | Y hi(0;) — s | + 8 | 2hi(0:) + > _hj(0;) — s | = Vi, fi(hi(0:))]]
J#i J#i

< |po|VT 4+ aTB + oT((n —1)B+8)+ B((n+1)B+S) + U’ (by Assumption [3))
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where J € RT*T is the matrix with J;; = 2 for all ¢t € [T] and 1 everywhere else, and M € RT*T
is the matrix with M;; = 1 for s < t and 0 everywhere else. Hence,

E[[|V, A7) = E[|VF, I1%]
= E[||[Vh,ci(hi (67), hZ;(07,), X")|?]
< (pomx/f + masTB 4 tmaeT((n — 1)B + S) + Braz((n +1)B + 8) + U’)2
= poly(n, T, a, 3, po, B, S, U")

Above, Qe = argmMaX,cqppp){0)s Bmaz = argmaxgegpopyiB}, and po,,..,
arg max,, csupp(P) { |p0 |}

Therefore, by Theorem[6] the final iterate produced by Algorithm [2]satisfies:
D2M (1 + exp(1/m?log R)) log(nR) log*(R) >
R

where h* is the Nash equilibrium of G, and the expectation is taken over the randomness of the
algorithm. Here, we have D = poly(n, k, B) and M = poly(n, T, «, 3, po, B, S,U").

B (In* ~ 1) <0

Next we show that £; is Lipschitz in the £ norm, which will allow us to argue that since h* and h*
are close in /5 distance, they must also incur similar cost. Observe that by Assumption [3] for any
j #i,forany h;,h_;, 0, \:

IVh;ci(hi(0:), h_i(0-3), N)|| = |aM "hi(6;) + BRi(60:)|| < (oT + B)B
and so:

sup IVhei(hi(0:), hi(6-:), A

< |po|VT + aTB+aT((n—1)B+S) + B((n+1)B+8)+ U’ +n(aT + B)B
=:L'(po,a,B)
Therefore for all b, h', 0, A, ¢; is L' (pg, a, §)-Lipschitz in h, i.e.:
lci(hi(0:), h_;(0-:),A) — ci(hi(0i), h—i(0-:), N)| < L'[[h" — h|

Taking expectations, we have that ¢; is L-Lipschitz in h, i.e. for all h, h':

|li(hi, W3 P) — Ci(hi, hi; P)| = [Eg awp[ei(R(0:), R ;(0-:), ) — ci(hi(0:), h—i(6—;), A)]|
< Ega~pllei(hi(0:), h_;(0-:), X) — ci(hi(0:), h—i(0-:), )]
< L||n" - h||

where L < maxp,.q.3 L' (po, o, ) = poly(n, T, a, 8, po, B, S,U’").

Thus, the cost evaluated at h™ is close to the cost evaluated at h*:
E [t;(h},h*;; P) — ;(hE, hE; P)] < L-E[|h" — h*|] (by L-Lipschitzness)

2 2 2
<L-0O \/D M(1 +exp(1/m IORgR))log(nR)log (R)

In the second inequality, we use that fact that E [||h7 — h*||]2 < E[||h® — h*||?] by Jensen’s

inequality. Furthermore, since the entries of ||h® — h*|| are non-negative, we also have that for any
h; € H;:

E [¢;(hi, h®;; P) — (ki h* ;s P)] < L-E[|h%, — h*,|] (by L-Lipschitzness)
< L-E[||h" — "]

<L-O \/DQM(l + exp(1/m? 1;&3; R))log(nR)log?(R)
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Combining the above, we can show that A is an approximate Nash equilibrium of G. In particular,
for any 4, for any h; € H,;:

E [t:(hf', hT; P) — (;(hi, h; P)]

—17) —1

D2M(1 1/m?21 1 log”
<E[t(h},h* s P) — (;(hi, K" s P)] + L -0 ¢ (L expt/mTlos ) log(nft) Jos (10

D2M (1 + exp(1/m2log R)) log(nR) log*(R)

—1%) —1)

<E [(;(h},h* ;; P) — {;(h;,h* ;; P)] + 2L - O \/ 7

2 2 2
<2L-0 \/D M(1 + exp(1/m lzgR))log(nR)log (R)

(by the fact that h* is a Nash equilibrium)
Thus, applying Proposition we can conclude that h? is an approximate Bayesian Nash equilib-

rium. Specifically, for all 4, for all 6;, and for all h;(0;):
E[Eg_, a~pio, [ci(R{ (6:), BT (0-5), A) — ci(hi(6:), R, (0_5), N)]]

2L 0 \/DQM(l—|—exp(1/m2logR))log(nR)log2(R)

< ..
S 7 (by Proposition|[T)
pOIy(n7Takj7a767p07B7S7 Ul) 10g3/2(R)
<O .
Pr(6;) vR
as desired. L]

D.4 EXPERIMENTAL DETAILS

The online learning experimental setup follows that of Section[d] Here we provide more details on
the conditional distributions of agent types and market parameters used. Recall that §; € [10, 15, 20]
and 03 € [20, 25, 30], and the joint type distribution P(6;,62) is uniform over the 9 possible type
profiles. Agent 1’s linear utility coefficient r; is drawn from a conditional Gaussian distribution:
r1]01 ~ N(p(61),1) with u(10) = 3,u(15) = 5, and p(20) = 7. Similarly, Agent 2’s linear
utility coefficient ro is drawn from a conditional Gaussian distribution: r2|6s ~ A (u(62), 1) with
1(20) = 6, 1u(25) = 8, and p(30) = 10. Thus the type conditioned expected reserves are (3, 5,7)
for agent 1 and (6, 8, 10) for agent 2. Finally, we fix po =0, = 0.1, 8 = ﬁ(& + 62), and draw s
from the Gaussian distribution: for all ¢ € [T, s; ~ N(0,1).

E LEARNING IN THE BAYESIAN GAME WITHOUT STOCHASTIC FEEDBACK

Here we relax the assumption that agents have access to online algorithms with no-regret guarantees
under stochastic gradient feedback. Instead, we assume access to no-regret algorithms that, given
cost function feedback, can learn over an agent’s strategy space conditional on any type. Recall that
G;(0;) is the set of feasible strategies h;(¢;) for agent i and type ;. Given a sequence of costs ¢/,
an algorithm A1g achieves average regret bounded by €(R) if:

R
ci (hi(0:;)) < e(R)

1

1 E
R ;Ci (hi(0:)) —

hi(eir)nelgi(ei) R —

Mirroring Theorem ] we show how agents can converge to Bayesian coarse correlated equilibrium
by running separate instances of such no-regret algorithms, one for each type. The procedure is
described in Algorithm [3]and mirrors the setup used by Hartline et al.|(2015).
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Algorithm 3: No-Regret Learning Protocol Without Stochastic Feedback

Input: No-regret algorithms Alg;
Output: Joint distribution of strategy profiles o € A(H1 X ... X Hy,)
Each agent  initializes an instance of A1g; over the action space G;(0;) for every §; € ©;. We
denote the instance corresponding to 6; by Alg;(6;).
forr=1,...,Rdo
fori=1,...,ndo
For each 0, let b7 (0;) € G;(6;) be the output of A1g;(0;).
Observe 67 and take action hl (67).
Receive cost function ¢ and update Alg;(6]) with ¢]. Update all other Alg;(6;).
0; # 07, with ¢} = 0.

Output empirical distribution over strategy profiles {h!, ..., h%}.

Theorem 7. Fix a joint distribution P over types 0 and instances A. Fix § € (0,1). For every
i € [n], suppose there is an algorithm Alg; that, given any G;(0;), and against any sequence
ct,...,cE, obtains average regret bounded by €;(R) after R rounds. Let o be the output of the
Bayesian no-regret learning protocol (Algorithm [3), when given as input algorithms Alg;. Then,
for every agent i, for every type 0; € O, and every h’.(0;) € G;(0;), with probability at least 1 — §:

ZIn%
R

EnnorEo_; apiolci (hi(0i), h_i(6-:),X) — ¢; (W;(0;), h—i(6—-:),A)] <

Here, H = Bpomuz\/f + @mazBT(nB + S) + BmazB(nB + S) + U, where qumaq
arg maxaexupp(P){a}r Bmﬂfﬂ = arg maXﬁGxupp(P){B}’ and PO, = Arg ma‘Xpoevupp(P){|p0|}'

First, we show in the following lemma a concentration bound: on any sequence a type 6} was
observed, the agent ¢’s cost under the empirically observed types and game instances concentrate
around their expected cost.

Lemma 5. Fix a agent i and a type 0} € O,. Fix § € (0,1). Suppose costs are bounded between
[—H, H] uniformly over all types and strategies. Let h', ..., h® be any sequence of strategy profiles,
and let o denote the empirical distribution over h', ..., h'®. Then, with probability at least 1 — §:

Z 1[9; = 9:] C; (h;(el’), hr,Z (97,1), )\) — Ehm:rREB,)\NP [1[01 = 9:] C; (hl (9:), h,Z(H,z), A)]

r=1

= =

Proof. For convenience, let Y;(h,0_;, A) = ¢;(hi(0}),h_;(0_;),X) and I] = 1]} = 0;]. Hence
we can write:

R
1007 = 0] (R (8), BT (67 ), A) = = S I Vi(h” 67

1 r=1

=) =
[M]=

r

and, letting p(6F) = Prp[6}]:

1
En~orBox~p[1[0; = 0;] ci(hi(07), h_i(0_:),\)] =

r=1"%1 —1)

Thus we want to bound the quantity ’% SE Iy (e, em, AT) — & f:l p(07)Eg_, a~pjo: [Yi(R", 0, )\)]‘

Let F<, denote the sequence {I7Y;(h*®,0°,, A°%)},<,. Since types are drawn independently each
round, I is independent of F'<,._;. Moreover, h" is chosen prior to the draw of 8", A", so 87, X"
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are independent of h". Thus:

B[] Y;(h", 07, \")|F<y 1] = E [E[I}Yi(R", 07 ;, ") F<p 1, 6]]| F<p 1]
— B 167 = GJE[Y; (A", 07, N Fey 00| Fr ]
=E[10] = 0;1En_, a~pjor[Yi(h",0_i, A)|[F<p ]| F<p 1]
=E [1[0] = 0;]En_, a~pior [Yi(h",0_5, N)]|F<p 1]
=En_; avpjoz [Yi(R", 03, N)] - Pr[1[0] = 67]| F<, 1]
=En_, a~vpjor [Yi(h",0-i, A)] - Pr[1[6] = 07]]

p(07)En_, x~pjo: [Yi(R", 0-i, A)].
By Azuma’s inequality:

1 &
ZF Yi(h", 07 A7) — EZ]E[F (BT, 07 3, AT) | Fepi]

r=1

2
> m] < 2exp (;{f) .

, we have that with probability at least 1 — §:

21“5

Plugginginm > H

ZIT Yi(h",0" ;, A7) ——ZEIT Yi(h", 0" ;, N")|Fep_1]

R
1 . r
IY(R 07 N) = > p(O7 B aecpir ViR, 01, M)

1 r=1

=

M:u

T

1[0: = 9:] &) (h: (9:)a hr—1<911)7 >‘) - EhNUREO,ANP [1[01 = eﬂ Ci (hl(ej)v h—l(e—l)a )‘)]

| =
M=

Il
i

T

<H 21n %
— R b
as claimed. O

Now we prove the theorem.

Proof. Let ot be the empirical distribution over h', ..., h'?, the history of strategy profiles output
by the learning protocol. Consider a agent ¢, and fix a type 6 € ©; and any action h}(0;) € G;(0;).
By the regret guarantee of Alg;(6), we have that:

R
7202 hr 97") hr 97 1 ch h/ 7;1(9771)’A) S el(R)
r=1 =1

By construction, on the rounds where 67 # 07, ¢/ = 0 for all actions in G;(6;), and so we equiva-
lently have:

R R
5 D007 = 07 s (R 07), 707, 2) = 5 1167 = 0] s (R(00), B (0,), A) < alR)

r=1

(1) (2)

Before analyzing this expression, we bound the magnitude of costs. For any h;, h_;, 0, A, we have,
by applying Cauchy-Schwarz and Assumption [3}

|Cl(h1(91),h,1(071),>\)|
< [poll[hi(6:)[|1 + ol M b (65)]] Z i(05) — || + Bl hi(6:)]] Zhj(%)*s — fi(hi(6:))

< Blpo|VT + aBT(nB + 8) + BB(nB + 8) + U.
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where M is the lower triangular matrix. We set H = Bpo,. .. VT + QmaxBT(nB + S) +
BmazB(nB+ S)+U.

Then, to analyze term (1): using Lemma[5]and the fact that:
Ep~onBoa~p [1[0; = 07] ci(hi(07), h—i(0-:), X) | = p(0;) Ep~orBor~po: [ci(hi(0]), h_i(0_:),\)],

we have that with probability at least 1 — g:

==

Z 1{07 = 07 c; (RT(67), h" ;(07,), X) — EpegrnEo xop[1[6; :9;‘]ci(hi(9;k),hi(ei),)\)]‘

R
1 X
=5 > 1[0] = 07]ci (hy(07), 7 ,(07,), X) — p(0;) - EporBo xmpio: [ci (Ri(0]), h_i(0—;), )\)]‘
r=1
<H 21n 2
— R .

Similarly, for term (2): we apply Lemma[5|on the sequence where for all 7 € [R], k! (6;) = h}(6;)
for all §; € ©,, and h" ; remains unchanged. We have that with probability at least 1 — %:

= Z 107 = 67] ¢ (R} (6:), 7, (07,), A) — EpyoorBo avp [1[6; = 67] c; (hQ(Gi),h_i(G_i),)\)]|
.

R
=% Z 1[0] = 07 ci(hi(0:), " ;(07,), A) — p(0;) - EnorEo xwpyor [ci (R (0:), h_i(6_s), )\)]|

21n
R

SN

<H

Thus, we can conclude, with probability at least 1 — 4:

P(07) - EpeorBo_, anpior [ci(hi(0:),hi(0-:),A)] —p(0]) - EpoorBo_, avpjor [ci(Ri(0:), h_i(0_3), X)]

R 21n 2

R

Z 167 = 67) e (h7(67), A7 ;(67,), A) %Zl[ef=Hi}ci(h’i(ei),hli(&)a)\)+2H

= r=1

[21n 2

and:
En~orBo_, anpior [Ci(Ri(0:), h_i(0-:), N)] = EporBo_, xvpior [ci(Ri(0:), h_i(0_:), A)]

g (R)+2H 21115
ST

This completes the proof. O
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