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Abstract

The advent of large reasoning models, such001
as OpenAI o1 and DeepSeek R1, has sig-002
nificantly advanced complex reasoning tasks.003
However, their capabilities in multilingual com-004
plex reasoning remain underexplored, with005
existing efforts largely focused on simpler006
tasks like MGSM. To address this gap, we007
introduce MMATH, a benchmark for multi-008
lingual complex reasoning spanning 374 high-009
quality math problems across 10 typologically010
diverse languages. Using MMATH, we ob-011
serve that even advanced models like DeepSeek012
R1 exhibit substantial performance disparities013
across languages and suffer from a critical014
off-target issue—generating responses in un-015
intended languages. To address this, we ex-016
plore strategies including prompting and train-017
ing, demonstrating that reasoning in English018
and answering in target languages can simul-019
taneously enhance performance and preserve020
target-language consistency. Our findings of-021
fer new insights and practical strategies for022
advancing the multilingual reasoning capabil-023
ities of large language models. Our code and024
data could be found at https://anonymous.025
4open.science/r/MMATH.026

1 Introduction027

Large language models (LLMs) have shown sur-028

prising reasoning ability in many areas, such as029

mathematical reasoning and logical reasoning, with030

the advancement of chain-of-thought (CoT). Re-031

cent research such as OpenAI o1 (Jaech et al., 2024)032

and DeepSeek R1 (Guo et al., 2025), has further033

improved the ability through longer CoT with in-034

termediate plan actions and engaging in trial and035

error exploration, ultimately improving their per-036

formance on complex tasks.037

The imbalance in reasoning performance across038

different languages has drawn increasing atten-039

tion since the early development (Shi et al., 2022).040

To enhance the multilingual reasoning abilities041

French Question: Soit $f(x)$ le polynôme \\[f(x)=3x^4+5x^2-9x-2.\\] 
Si $g(x)$ est égal au polynôme $f(x-1)$, quelle est la somme des 
coefficients de $g$ ?

English meaning: Let $f(x)$ be the polynomial \\[f(x)=3x^4+5x^2-9x-
2.\\] If $g(x)$ is equal to the polynomial $f(x-1)$, what is the sum of 
the coefficients of $g$?

English Response: To find the sum of the coefficients of the polynomial 
\\( g(x) \\), … Thus, the sum of the coefficients of \\( g(x) \\) is \\(-
2\\).\n\n\\[\n\\boxed{-2}\n\\]

English thinking: Okay, so I have this problem here where I need to find the 
sum of the coefficients of the polynomial \\( g(x) \\) … So, I don't think I 
made any mistakes in my reasoning.\n\n**Final Answer**\nThe sum of the 
coefficients of \\( g(x) \\) is \\boxed{-2}.

Figure 1: A demonstration of off-target generation. The
text with a blue background shows a French question,
while the red text represents LLMs’ English thinking
and response, highlighting a language inconsistency.

of LLMs, prior research has generally followed 042

two main approaches: prompt-based techniques 043

and training-based interventions. Prompt-based 044

methods typically guide models to leverage their 045

stronger reasoning abilities in English, while 046

training-based methods aim to align multilingual 047

inputs with English-centric reasoning capabilities 048

through supervised learning (Huang et al., 2023; 049

Zhu et al., 2024). However, most of these efforts 050

have focused on relatively simple benchmarks such 051

as MGSM (Shi et al., 2022) and MSVAMP (Chen 052

et al., 2023b), while more complex benchmarks, 053

like AIME, remain largely monolingual. This 054

gap has limited progress in understanding and im- 055

proving challenging multilingual reasoning tasks. 056

Moreover, the off-target issue—where models re- 057

spond in unintended languages—fails to meet the 058

needs of monolingual users (see Figure 1), yet re- 059

mains a significant but overlooked problem in pre- 060

vious research. 061

To address this gap, we introduce MMATH, a 062

new benchmark specifically designed for multilin- 063

gual complex reasoning. MMATH comprises 374 064

carefully selected math problems from high-quality 065
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sources including AIME, CNMO, and MATH-500,066

and covers ten typologically and geographically067

diverse languages. Each problem is translated and068

validated through a rigorous pipeline that combines069

frontier LLMs with human verification, ensuring070

semantic consistency.071

Building on the MMATH benchmark, we ana-072

lyze the behavior of advanced LLMs and identify a073

prevalent issue: off-target phenomena, where mod-074

els generate responses in unintended languages.075

To quantify this, we introduce a metric called lan-076

guage consistency ratio (LCR), which measures077

the degree of language alignment between input078

and output. Our investigation centers around two079

key research questions: (1) Can LLMs solve non-080

English questions by reasoning in English? (2)081

Can LLMs generate answers in the target lan-082

guage? The first question explores whether rea-083

soning in English—a high-resource language—can084

enhance performance on non-English tasks, while085

the second addresses the practical usability of en-086

suring outputs are in the user’s language. For the087

first question, we find that reasoning in English088

shows consistently better performance when asked089

in low-resource languages. For the second question,090

our prompting skills reveal that large models can091

be explicitly prompted to generate responses in the092

desired language, while smaller models frequently093

fail to retain this control. And moderate thinking094

intervention can greatly improve language consis-095

tency. Finally, we show that after being trained096

with English reasoning traces and answers in target097

languages, models can get substantial increases in098

both answer accuracy and language consistency.099

Qwen2.5-32B-Instruct with 3K data achieves com-100

parable performance (66.72) with Distill-Qwen-101

32B (67.01), and answering LCR grows to 97.61,102

much more higher than reasoning models like103

QwQ-32B (58.94).104

Our contributions are listed as follows:105

• We propose MMATH, a new benchmark for106

evaluating multilingual complex reasoning cover-107

ing 374 high-quality math problems across 10 ty-108

pologically and geographically diverse languages.109

• Our prompting techniques show that moderate110

thinking intervention could greatly mitigate the off-111

target problem, and the results may reveal more112

truthful ability of multilingual models.113

• We demonstrate that training on English rea-114

soning traces with multilingual answers could sig-115

nificantly improve answer accuracy and language116

consistency simultaneously.117

2 The MMATH benchmark 118

In this section, we introduce the construction pro- 119

cess of the MMATH benchmark, a new multilin- 120

gual dataset designed to evaluate complex mathe- 121

matical reasoning across ten languages. We begin 122

by describing the source data used to build the En- 123

glish portion of the benchmark, followed by the 124

language selection and translation methodology. 125

Source data. To get high quality English math- 126

ematical reasoning benchmark, we choose the fol- 127

lowing three datasets as the data source. 128

• AIME. American Invitational Mathematics Ex- 129

amination (AIME)1 is a challenging math contest 130

for top high school students, requiring high logical 131

thinking. 132

• CNMO. China National Mathematical 133

Olympiad (CNMO)2 is a high-level math competi- 134

tion in China, used to help select students for the 135

national IMO team. 136

• MATH-500. MATH-500 (Lightman et al., 137

2023) is a benchmark of 500 math problems cover- 138

ing topics such as algebra and calculus. 139

We collect 30 problems from AIME 2024, 15 140

from AIME 2025, 18 from CNMO, and 311 filtered 141

problems from MATH-500, resulting in a total of 142

374 English examples. Most answers in MMATH 143

are written as single LaTeX formulas or plain Ara- 144

bic numerals. Since some MATH-500 problems 145

are purely textual and may introduce bias when 146

translated (e.g., name results may have different 147

translations), we filter them out and retain only 148

those with numerical answers. 149

Language Selection. We select a total of 10 lan- 150

guages, including different language families. In 151

addition to English (en), the selected languages are 152

Chinese (zh), Arabic (ar), Spanish (es), French (fr), 153

Japanese (ja), Korean (ko), Portuguese (pt), Thai 154

(th), and Vietnamese (vi), resulting in a total of 155

3,740 examples in our MMATH benchmark. 156

Construction Process. To build high-quality 157

multilingual translations of mathematical problems, 158

we develop a three-stage pipeline that combines 159

the strengths of large language models (LLMs) 160

and human expertise. Our process begins with ini- 161

tial LLM-based translation, followed by iterative 162

refinement through cross-model verification, and 163

1https://maa.org/maa-invitational-competitions/
2https://www.cms.org.cn/
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concludes with manual revision by certified human164

annotators. The pipeline is illustrated in Figure 4.165

• Stage I: Initial LLM Translation. We begin166

by translating the mathematical problems into the167

target languages using a powerful large language168

model, such as GPT-4 (Achiam et al., 2023). As for169

prompt design, we explicitly instruct the model to170

preserve all mathematical formulas unchanged and171

to avoid generating unnecessary text such as “The172

translation is: xxx.”. Additionally, we include a173

one-shot example to better elicit the model’s trans-174

lation capabilities. The full prompt used in this175

stage is provided in Table 9.176

• Stage II: Iterative LLM Revision. After that,177

we use GPT-4 (Achiam et al., 2023), Claude-3.5178

sonnet3 and Grok-34 to analyze the translation re-179

sults and iteratively improve them. In one iteration,180

if a model approves the translation results, it will181

be marked as “correct” by that model. If not, it will182

replace the original translation with an improved183

version, and all marks already given will be re-184

moved. We repeat this for several iterations until185

all models agree with the translation results. The186

prompt is shown in Table 10. After 3 iterations,187

only 15% of the translation results are changed188

until all models agree.189

• Stage III: Final Human Revision. Finally each190

translation undergoes manual revisions, and the191

evaluation details are shown in Table 11. In this192

stage, only 3% of the translation results are modi-193

fied.194

After all stages, we get the final results and195

use them as our MMATH benchmark. The dif-196

ference between previous work and our benchmark197

is shown in Table 1.198

Benchmark #Languages #Problems Difficulty

AIME 24 1 30 Competition level
AIME 25 1 15 Competition level
CNMO 24 1 18 Competition level
MATH-500 1 500 Undergraduate level
MGSM 10 250 × 10 Grade school
MSVAMP 10 500 × 10 Grade school
MMATH (Ours) 10 374 × 10 Mixed

Table 1: Comparison between our MMATH and other
mathematical reasoning benchmarks.

3https://www.anthropic.com/news/
claude-3-5-sonnet

4https://x.ai/news/grok-3

3 Experiments 199

In this section, we evaluate the multilingual rea- 200

soning abilities of popular LLMs on our MMATH 201

benchmark. 202

3.1 Experimental Setups 203

Models. We conduct comprehensive evaluations 204

on several popular models. For open-source 205

complex reasoning models, we include QwQ- 206

32B (Team, 2025b), DeepSeek-R1 (Guo et al., 207

2025), and various sizes of its distilled versions. 208

For closed-source models, we consider OpenAI’s 209

o3-mini. And for comparison, we also include chat 210

models not specifically designed for complex rea- 211

soning, such as Gemma3-27B-IT (Team, 2025a) 212

and Qwen2.5-32B-Instruct (Yang et al., 2024). 213

Evaluation Prompts. To elicit the potential of 214

models’ reasoning ability, we prompt models with 215

native languages (Shi et al., 2022) and ask models 216

to provide the final answer in a specified format 217

(e.g., within a box), enabling reliable rule-based 218

verification of correctness. Figure 5 shows the na- 219

tive prompt of different languages. 220

Evaluation Setups. By default, we generate out- 221

puts using a temperature of t = 0.6, a top-p value of 222

0.95, and a maximum output length of 32,768 to- 223

kens. To obtain a more reliable estimate of reason- 224

ing accuracy, each evaluation is repeated 4 times, 225

and the average result is recorded. Given the vary- 226

ing complexity of each benchmark subset, we re- 227

port the final score using macro-average metric 228

instead of micro-average. We adopt two metrics 229

answer accuracy and language consistency ratio to 230

assess the multilingual reasoning ability of models, 231

as defined below: 232

Answer Accuracy. Answer accuracy measures 233

the proportion of instances in which the model 234

produces the correct final answer. To extract this 235

answer, we employ the math extraction tool from 236

OpenCompass (2023), which identifies boxed an- 237

swers. If no boxed output is found, the final numer- 238

ical value is extracted as a fallback. The extracted 239

answers are then verified against the ground truth 240

using math_verify 5. 241

Language Consistency Ratio. The language con- 242

sistency ratio (LCR) quantifies how consistently a 243

list of detected languages matches a reference list. 244

In our work, we use fastText (Joulin et al., 2016) 245

for automatic language identification, and compute 246

5https://github.com/huggingface/Math-Verify
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LCR to evaluate whether (question, thinking) and247

(question, answering) are expressed in the same248

language. We further validate its reliability by man-249

ually inspecting 100 randomly selected samples,250

reaching a 95% correct ratio, which is consistent251

with existing work (Wyawhare, 2023),252

3.2 Main Results253

Table 2 presents the overall results, with detailed254

subset-level outcomes shown in Table 13. We ob-255

serve a consistent pattern of linguistic inconsis-256

tency across all benchmarks and model sizes: mod-257

els perform significantly better on high-resource258

languages (e.g., English, Chinese) than on low-259

resource ones (e.g., Arabic, Thai). This dispar-260

ity underscores the ongoing difficulty of achiev-261

ing robust cross-lingual generalization. Interest-262

ingly, the performance gap between chat and rea-263

soning models varies by language. In high-resource264

languages, reasoning models show clear advan-265

tages, while in low-resource settings, the gap nar-266

rows—suggesting that language modeling ability267

remains a key bottleneck.268

When comparing model types, chat models per-269

form reasonably well on simpler tasks like MATH-270

500 but struggle on more complex reasoning bench-271

marks. In contrast, reasoning models consistently272

outperform them, especially on harder tasks. No-273

tably, smaller reasoning models such as DeepSeek-274

R1-Distill-Qwen-7B rival or surpass larger chat275

models, demonstrating the value of targeted rea-276

soning supervision. Among all evaluated models,277

o3-mini, DeepSeek-R1, and QwQ-32B emerge as278

the top performers, establishing strong baselines279

for multilingual mathematical reasoning.280

3.3 Further Analysis281

In this section, we mainly focus on two research282

questions related to language consistency: (1) Can283

LLMs solve non-English questions by reasoning284

in English? (2) Can LLMs generate answers285

in the target language? In detail, we start by286

investigating the normal behavior of LLMs in Sec-287

tion 3.3.1. Then we introduce different methods to288

explicitly elicit target-language responses in Sec-289

tion 3.3.2. Finally, we train LLMs with English rea-290

soning traces and target language answers, which291

proves helpful for both answer accuracy and lan-292

guage consistency in Section 3.3.3.293

3.3.1 The Off-target Problem of Complex 294

Reasoning Models 295

Previous study (Chen et al., 2023a) has observed 296

the issue of off-target in some multilingual sce- 297

narios, which means the question and response 298

language are mismatched. In this section, we inves- 299

tigate whether this happens in the multilingual com- 300

plex reasoning area. Given that reasoning models 301

often generate both internal thinking steps and final 302

answers, a fundamental question emerges: What 303

language do models exactly use during thinking 304

and answering? 305

To examine this, we employ fastText as dis- 306

cussed in Section 3.1 to detect the language and 307

calculate the LCR results at both parts. We ana- 308

lyze three reasoning models DeepSeek-R1-Distill- 309

Qwen-7B, DeepSeek-R1-Distill-Qwen-32B, and 310

QwQ-32B and compare their behavior with a chat 311

model Qwen2.5-32B-Instruct. 312

Off-Target Answering Exists. The LCR results 313

are shown in Table 3. As we can observe, though 314

reasoning models have a high performance in accu- 315

racy as discussed in 3.2, they have a much lower an- 316

swering LCR (lower than 60%) compared with chat 317

models like Qwen2.5-32B-Instruct (nearly 100%). 318

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.2 99.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

33.0 39.5 27.4 0.0 0.1 0.0 0.0 0.0 0.0 0.0

57.7 0.7 0.0 41.6 0.0 0.0 0.0 0.0 0.0 0.0

57.2 0.5 0.0 0.0 42.4 0.0 0.0 0.0 0.0 0.0

1.0 68.4 0.0 0.0 0.0 30.6 0.0 0.0 0.0 0.0

68.4 18.2 0.0 0.0 0.3 0.1 13.0 0.0 0.0 0.0

64.2 1.3 0.0 0.0 0.0 0.0 0.0 34.5 0.0 0.0

9.5 78.3 0.0 0.0 0.0 0.1 0.0 0.0 12.2 0.0

47.6 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 52.1

(a) Distill-Qwen-7B

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.1 99.9 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0

46.2 7.2 46.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0

61.5 0.0 0.0 38.5 0.0 0.0 0.0 0.0 0.0 0.0

99.6 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0

3.0 87.9 0.0 0.0 0.0 9.1 0.0 0.0 0.0 0.0

38.1 12.2 0.0 0.0 0.1 0.1 49.6 0.0 0.0 0.0

96.5 0.0 0.0 0.0 0.0 0.0 0.0 3.5 0.0 0.0

36.3 13.7 0.0 0.0 0.0 0.1 0.0 0.0 49.9 0.0

96.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.7

(b) Distill-Qwen-32B
en zh ar es fr ja ko pt th vi

en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

5.2 0.3 94.5 0.1 0.0 0.0 0.0 0.0 0.0 0.0

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.1 1.8 0.0 0.0 0.0 98.1 0.0 0.0 0.0 0.0

0.8 0.0 0.0 0.0 0.0 0.0 99.2 0.0 0.0 0.0

96.7 0.0 0.0 0.0 0.0 0.0 0.0 3.3 0.0 0.0

39.4 0.3 0.1 0.0 0.1 0.0 0.0 0.0 60.1 0.0

80.2 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 19.7

(c) QwQ-32B

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

99.9 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0

0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.3 1.1 98.3 0.0 0.0 0.0 0.1 0.0 0.2 0.0

0.1 0.0 0.0 99.9 0.0 0.0 0.0 0.1 0.0 0.0

0.1 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0

0.0 0.3 0.0 0.0 0.0 99.7 0.0 0.0 0.0 0.0

0.1 0.3 0.0 0.0 0.0 0.1 99.5 0.0 0.0 0.0

0.1 0.0 0.0 0.1 0.0 0.0 0.0 99.8 0.0 0.0

0.1 0.5 0.0 0.0 0.0 0.1 0.0 0.0 99.3 0.0

0.1 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.5

(d) Qwen2.5-32B-Instruct

Figure 2: The percentage to think in each language.
The vertical is the source language and the horizontal
is the target language. For Qwen2.5-32B-Instruct, as
its response doesn’t contain <think>, we use the whole
response language instead.

Figure 2 and 3 show some more specific results, 319

the former shows how often a language is used 320

in thinking steps and the latter shows the same 321

statistics for the answer part. As we can see, for 322
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Model EN ZH AR ES FR JA KO PT TH VI AVG

Chat LLMs
Qwen2.5-32B-Instruct 38.43 29.38 27.03 31.13 29.48 25.94 26.44 31.17 27.76 27.37 29.41
Gemma3-27B-IT 50.55 46.39 43.82 46.09 46.95 43.01 43.69 43.36 42.90 42.06 44.88

Reasoning LLMs (distilled)
DeepSeek-R1-Distill-Qwen-1.5B 45.41 37.59 34.50 40.40 42.08 35.08 34.40 35.49 28.06 36.89 36.99
DeepSeek-R1-Distill-Qwen-7B 63.90 58.53 56.50 62.81 61.58 50.90 59.90 62.72 48.97 58.53 58.44
DeepSeek-R1-Distill-Llama-8B 56.31 45.70 33.68 52.44 54.51 39.21 36.21 55.42 30.19 48.20 45.19
DeepSeek-R1-Distill-Qwen-14B 71.88 55.09 64.71 69.17 65.28 55.65 61.04 66.46 62.36 66.85 63.85
DeepSeek-R1-Distill-Qwen-32B 73.94 61.69 65.02 71.96 70.88 60.29 59.23 72.68 63.31 71.12 67.01

Reasoning LLMs
QwQ-32B 79.43 74.72 71.10 80.27 79.04 64.38 68.56 78.65 73.43 77.28 74.69
Deepseek-R1 78.81 74.03 72.59 79.54 76.05 72.69 71.38 79.09 75.54 77.43 75.72
o3-mini 82.18 80.95 82.06 79.53 79.52 78.21 73.75 83.74 77.66 81.37 79.90

Table 2: Evaluation results of different models on our MMATH. AVG represents the average score across languages.

Model Thinking LCR Answering LCR

Distill-Qwen-7B 45.31 47.11
Distill-Qwen-32B 40.12 45.13
QwQ-32B 57.47 58.94
Qwen2.5-32B-Instruct 99.51 99.51

Table 3: Language consistency ratio for different mod-
els. Thinking LCR measures the match ratio between
detected thinking language and question language; An-
swering LCR measures for the answer language.

high-resource questions like English and Chinese,323

all models tend to answer in the native language.324

However, for low-resource languages like Arabic,325

DeepSeek-R1-Distill-Qwen-7B shows a tendency326

to answer in either English, Chinese, or Arabic327

in equal probability. This phenomenon varies be-328

tween languages, as Thai tends to answer in Chi-329

nese while Vietnamese tends to English. QwQ-32B330

demonstrates relatively better language consistency,331

except in the cases of Spanish, French, and Por-332

tuguese, where it often defaults to English in both333

thinking and answering steps. We hypothesize that334

this behavior stems from post-training processes335

that heavily emphasize high-resource languages.336

Off-target Thinking Increases Accuracy. To337

assess whether this off-target thinking (Figure 2)338

actually improves the accuracy of mathematical339

reasoning, we compare the results between think-340

ing in the target language and thinking in off-target341

languages in Table 4.342

From the results, we observe a consistent trend:343

off-target thinking often yields comparable or even344

superior accuracy compared to reasoning strictly in345

the target language. This phenomenon is even more346

observable in low-resource languages. For instance,347

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.3 99.7 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0

31.5 37.2 30.8 0.1 0.3 0.0 0.1 0.0 0.0 0.0

54.4 0.5 0.0 45.1 0.0 0.0 0.0 0.0 0.0 0.0

55.3 0.6 0.0 0.0 44.1 0.0 0.0 0.0 0.0 0.0

1.6 66.0 0.0 0.1 0.0 32.3 0.0 0.0 0.0 0.0

67.7 17.7 0.0 0.0 0.3 0.1 14.2 0.0 0.0 0.0

60.0 1.3 0.0 0.0 0.0 0.0 0.0 38.8 0.0 0.0

7.8 77.6 0.1 0.0 0.0 0.1 0.0 0.0 14.4 0.0

46.9 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 52.4

(a) Distill-Qwen-7B

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.3 99.6 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0

46.0 6.1 47.9 0.0 0.0 0.0 0.1 0.0 0.0 0.0

58.7 0.0 0.0 41.3 0.0 0.0 0.0 0.1 0.0 0.0

92.7 0.0 0.0 0.0 7.3 0.0 0.0 0.0 0.0 0.0

4.4 68.9 0.0 0.0 0.0 26.7 0.0 0.0 0.0 0.0

35.0 7.4 0.0 0.0 0.1 0.1 57.4 0.0 0.0 0.0

90.1 0.1 0.0 0.0 0.0 0.0 0.0 9.8 0.0 0.0

35.4 11.0 0.0 0.0 0.0 0.1 0.0 0.0 53.4 0.0

91.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 8.6

(b) Distill-Qwen-32B
en zh ar es fr ja ko pt th vi

en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.7 99.1 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.0

9.4 0.1 90.4 0.1 0.0 0.0 0.0 0.0 0.0 0.0

96.1 0.0 0.0 3.9 0.0 0.0 0.0 0.0 0.0 0.0

94.2 0.1 0.0 0.0 5.7 0.0 0.0 0.0 0.0 0.0

1.3 0.5 0.0 0.0 0.0 98.1 0.0 0.0 0.0 0.1

0.9 0.0 0.0 0.0 0.0 0.0 99.1 0.0 0.0 0.0

93.6 0.0 0.0 0.0 0.0 0.0 0.0 6.4 0.0 0.0

39.8 0.7 0.0 0.0 0.1 0.0 0.0 0.0 59.5 0.0

72.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 28.0

(c) QwQ-32B

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

99.9 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0

0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.3 1.1 98.3 0.0 0.0 0.0 0.1 0.0 0.2 0.0

0.1 0.0 0.0 99.9 0.0 0.0 0.0 0.1 0.0 0.0

0.1 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0

0.0 0.3 0.0 0.0 0.0 99.7 0.0 0.0 0.0 0.0

0.1 0.3 0.0 0.0 0.0 0.1 99.5 0.0 0.0 0.0

0.1 0.0 0.0 0.1 0.0 0.0 0.0 99.8 0.0 0.0

0.1 0.5 0.0 0.0 0.0 0.1 0.0 0.0 99.3 0.0

0.1 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.5

(d) Qwen2.5-32B-Instruct

Figure 3: The percentage to answer in each language.

in the DeepSeek-R1-Distill-Qwen-7B model, when 348

tackling Arabic, the model completely fails when 349

reasoning in the target language, yet achieves a 350

substantial improvement (0.44) through off-target 351

reasoning. A similar pattern appears in Thai. 352

In high-resource languages, however, the bene- 353

fit of off-target thinking is less pronounced. For 354

example, for English, which often serves as the 355

backbone language in pretraining, target-language 356

reasoning yields the highest accuracies across all 357

models (0.57, 0.72, and 0.77, respectively) and no 358

off-target reasoning is recorded. 359

3.3.2 Explicit Language Elicitation 360

In this section, we try different methods to elicit 361

models to respond in the target language, aiming at 362

mitigating the off-target problem. 363
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Type EN ZH AR ES FR JA KO PT TH VI AVG

DeepSeek-R1-Distill-Qwen-7B
Target 57 45 0 60 33 0 N/A 50 0 25 30
Off-target N/A 0 44 53 53 28 47 50 29 51 39

DeepSeek-R1-Distill-Qwen-32B
Target 72 48 42 48 N/A 0 30 N/A 22 0 33
Off-target N/A 0 60 69 67 45 67 69 66 69 57

QwQ-32B
Target 77 65 67 N/A N/A 56 59 33 65 71 62
Off-target N/A N/A 64 81 77 0 50 79 70 76 62

Table 4: The accuracy between thinking in target lan-
guage and off-target language. N/A means the model
has no sample thinking in that language.

Can Models Answer in the Target Language364

with Explicit Prompts? We begin by examining365

whether models can be guided to answer in the tar-366

get language using explicit prompts. To leverage367

the models’ internal English reasoning capabilities,368

we append a multilingual version of the instruction369

“please think in English and answer in [target lan-370

guage]” after the native language prompts. We re-371

fer to this strategy as the Answer-in-Target Prompt372

(ATP) as illustrated in Figure 6.373

As shown in Table 5 and 6, applying ATP slightly374

influences the accuracy results and answering LCR.375

For example, DeepSeek-R1-Distill-Qwen-32B and376

QwQ-32B have a 1% accuracy increase, while377

DeepSeek-R1-Distill-Qwen-7B even experiences378

a performance decline. Considering LCR, we find379

that DeepSeek-R1-Distill-Qwen-7B has a compara-380

ble thinking and answering LCR, which indicates381

it may has already lost the ability to follow multi-382

lingual instructions, explaining why its accuracy383

decreases. Furthermore, the answering LCR of384

different models are greatly enhanced, indicating385

reasoning models are naturally possible to answer386

in the target language to some extent.387

Can Thinking Intervention Mitigate Off-target388

Problem? Recent research on complex reason-389

ing (Wu et al., 2025; Ma et al., 2025) has proved390

that thinking intervention could provide a more391

fine-grained control over models’ behavior. In this392

part, we collect several multilingual thinking pat-393

terns we observed in models’ original thinking re-394

sponses and see whether this could mitigate the395

off-target issue.396

• Discourse-Initiated Thinking (DIT). When397

asked in English, the model tends to start their398

thinking with discourse markers like “Alright” or399

“Okay”, we observe a similar pattern in multilin-400

gual scenarios as shown in Figure 7. To leverage401

this behavior, we extract these markers from native402

prompt responses. When multiple candidates are 403

available, one is randomly selected and appended 404

after the <think> token. This approach encourages 405

models to initiate their reasoning using discourse 406

cues as entry points into the thinking process. 407

• Question-Restatement Thinking (QRT). An- 408

other common pattern observed is that models of- 409

ten restate the question before engaging in actual 410

reasoning. We replicate this behavior by explicitly 411

inserting a restated version of the question at the 412

beginning of the thinking process, as illustrated in 413

Figure 9. This intervention encourages the model 414

to frame the problem before attempting to solve it. 415

As shown in Table 5, DIT and QRT lead to seri- 416

ous performance drops for the two distilled models, 417

especially on languages except English and Chi- 418

nese. Compared with them, QwQ shows a rela- 419

tively better result, which might be attributed to 420

the multilingual CoT training. However, answering 421

LCR results in Table 6 have shown great increases, 422

which means the models’ off-target problem could 423

be effectively mitigated with moderate thinking in- 424

tervention, and these results may show more truth- 425

ful multilingual ability for multilingual models. 426

3.3.3 Training with English reasoning traces 427

In this section, we manually create multilingual 428

training datasets and further prove that training 429

with English thinking could help increase perfor- 430

mance while maintaining answering LCR. 431

Datasets Creation. To construct a moderately 432

sized dataset for complex reasoning, we use the 433

3K-example subset of Light-R1 (Wen et al., 2025). 434

The questions are sourced from recent benchmarks 435

such as Open-R1 (Face, 2025), LIMO (Ye et al., 436

2025), and S1 (Muennighoff et al., 2025), while 437

the answers are generated via knowledge distilla- 438

tion from DeepSeek-R1 (Guo et al., 2025). This 439

dataset is filtered to retain 3,000 examples based on 440

reasoning complexity, with all questions, thought 441

processes, and answers presented in English. 442

Given the lack of multilingual datasets for com- 443

plex reasoning, we translate this English dataset 444

into 10 languages using GPT-4o-mini6. To reduce 445

translation inconsistencies in long-form content, 446

we segment the reasoning process into paragraphs 447

and translate each step-by-step. 448

Training Setups. Based on the constructed 449

dataset, we propose three supervised fine-tuning 450

6https://openai.com/index/
gpt-4o-mini-advancing-cost-efficient-intelligence/
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Model EN ZH AR ES FR JA KO PT TH VI AVG

Distill-Qwen-7B 63.90 58.53 56.50 62.81 61.58 50.90 59.90 62.72 48.97 58.53 58.44
Distill-Qwen-7B-ATP 62.64 56.61 51.67 64.97 62.59 40.62 58.66 62.64 49.31 51.61 56.13
Distill-Qwen-7B-DIT 62.63 55.88 56.38 52.61 49.68 24.53 52.58 50.30 40.22 38.53 48.34
Distill-Qwen-7B-QRT 62.48 57.23 56.70 51.81 49.74 29.73 37.97 55.88 33.19 40.48 47.52

Distill-Qwen-32B 73.94 61.69 65.02 71.96 70.88 60.29 59.23 72.68 63.31 71.12 67.01
Distill-Qwen-32B-ATP 73.35 59.06 68.56 69.38 72.51 66.18 69.91 72.77 66.18 70.08 68.80
Distill-Qwen-32B-DIT 72.29 61.99 58.71 65.79 63.48 37.85 49.42 62.72 51.78 47.04 57.11
Distill-Qwen-32B-QRT 71.68 58.15 56.21 61.40 61.22 48.01 48.35 62.67 49.36 58.74 57.58

QwQ-32B 79.43 74.72 71.10 80.27 79.04 64.38 68.56 78.65 73.43 77.28 74.69
QwQ-32B-ATP 78.95 72.85 79.27 78.52 78.80 66.07 68.57 78.31 78.23 73.78 75.34
QwQ-32B-DIT 78.34 75.47 69.68 76.00 74.12 68.60 67.56 75.54 68.39 71.64 72.53
QwQ-32B-QRT 77.86 74.12 71.90 74.73 76.80 66.90 66.18 75.45 67.00 72.50 72.34

Table 5: Evaluation results of different evaluation strategies. ATP means prompting models to answer in the target
language. DIT introduces multilingual discourse markers to induce models’ thinking language. QRT imitates
models’ behavior to repeat questions before thinking about how to solve them.

Model Thinking LCR Answering LCR

Distill-Qwen-7B 45.31 47.11
Distill-Qwen-7B-ATP 56.54 56.48
Distill-Qwen-7B-DIT 75.61 74.10
Distill-Qwen-7B-QRT 81.41 78.04

Distill-Qwen-32B 40.12 45.13
Distill-Qwen-32B-ATP 29.38 74.55
Distill-Qwen-32B-DIT 97.02 96.57
Distill-Qwen-32B-QRT 97.73 97.62

QwQ-32B 57.47 58.94
QwQ-32B-ATP 35.98 68.27
QwQ-32B-DIT 98.40 96.20
QwQ-32B-QRT 99.88 97.86

Table 6: LCR results for different elicitation strategies.

strategies designed to enhance multilingual rea-451

soning and maintain language consistency. Each452

method utilizes 3K different examples with the453

same prompts used in Section 3.1.454

• EN-SFT. We directly fine-tune on the original455

English dataset, where the question, thinking, and456

answering are all in English.457

• Native-Think. To ensure comparability with458

the English setup, we randomly divide the dataset459

indices into 10 parts (corresponding to the target460

languages), assigning each part to a specific lan-461

guage. This results in 300 examples per language.462

In this setting, the question, thinking, and answer-463

ing are all in the respective native language.464

• EN-Think. As discussed in Section 3.3.1, us-465

ing English reasoning may enhance multilingual466

understanding while preserving answering LCR.467

Based on the Native-Think setup, we substitute the468

thinking component with its English version while469

retaining the native language for the question and470

answer parts.471

We fine-tune Qwen2.5-32B-Instruct for 3 epochs 472

on 8 H100 GPUs, employing a cosine learning rate 473

schedule with a peak learning rate of 1× 10−5, a 474

warm-up ratio of 0.1, and a total batch size of 8. 475

And we report the results from the final checkpoint. 476

Results. The performance results are summa- 477

rized in Table 7, LCR scores are shown in Ta- 478

ble 8, and the language usage for reasoning and 479

answering is illustrated in Figure 10. As shown, all 480

three training strategies yield substantial improve- 481

ments over the base model (Qwen2.5-32B-Instruct). 482

Specifically, the EN-SFT strategy improves perfor- 483

mance to 62.38, demonstrating the effectiveness of 484

supervised fine-tuning on English data. The Native- 485

Think variant, which encourages the model to rea- 486

son in the question’s native language, achieves a 487

comparable average score of 61.46. Notably, the 488

EN-Think variant—where the model reasons in En- 489

glish regardless of the input language—achieves 490

the highest average score of 66.72, outperforming 491

all other configurations and approaching the perfor- 492

mance of Distill-Qwen-32B (67.01). 493

In terms of language consistency, EN-SFT yields 494

the lowest answering LCR, suggesting that English- 495

only training contributes to off-target responses. 496

While Native-Think increases answering LCR, it 497

does not lead to notable performance gains. In con- 498

trast, EN-Think maintains a high answering LCR 499

(97.61) while significantly boosting performance. 500

These findings provide strong evidence that rea- 501

soning in English while answering in the target 502

language is an effective strategy for enhancing mul- 503

tilingual complex reasoning. 504
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Model EN ZH AR ES FR JA KO PT TH VI AVG

Base 38.43 29.38 27.03 31.13 29.48 25.94 26.44 31.17 27.76 27.37 29.41
EN-SFT 65.35 65.09 52.20 67.65 66.08 59.54 54.18 64.93 62.93 65.83 62.38
Native-Think 65.38 59.82 61.58 65.18 66.01 56.93 52.86 65.48 58.29 63.04 61.46
EN-Think 66.00 66.31 65.82 68.44 66.37 65.90 67.87 66.11 66.29 68.10 66.72

Table 7: Evaluation results of different training strategies on our benchmark based on Qwen2.5-32B-Instruct. AVG
represents the average score across languages.

Model Thinking LCR Answering LCR

EN-SFT 57.69 59.20
Native-Think 99.85 99.76
EN-Think 10.04 97.61

Table 8: Language Consistency Ratio (LCR) for differ-
ent training setting for Qwen2.5-32B-Instruct.

4 Related Work505

Multilingual Reasoning. Multilingual reasoning506

with large language models (LLMs) has received507

increasing attention, driven by the need for equi-508

table performance across languages. For example,509

Shi et al. (2022) build the first multilingual math-510

matical reasoning benchmark, MGSM, based on511

GSM8k (Cobbe et al., 2021) and provides several512

prompting strategies like EN-CoT, which asks the513

model to predict the chain of thought in English.514

Based on the benchmark, more and more tech-515

niques have been developed such as prompting516

and fine-tuning. For example, XLT (Huang et al.,517

2023) prompts models to translate the question518

into English and solve it step-by-step, while Liu519

et al. (2024) leverage multilingual models like520

NLLB (Costa-Jussà et al., 2022) to improve trans-521

lation quality. Chen et al. (2023b) further fine-tune522

models on multilingual data by training them to523

answer questions either in the same language or524

across different languages. With a further step,525

QAlign (Zhu et al., 2024) explores the benefits of526

question alignment, where they explicitly train the527

model to translate reasoning questions into English.528

Despite the advancement of previous research,529

most of them are based on MGSM, which ap-530

pears too easy for temporary reasoning models (e.g.,531

Claude 3.5 Sonnet 91.6). To address the limitation,532

concurrent work like MCLM (Son et al., 2025) and533

PolyMath (Wang et al., 2025) introduce new rea-534

soning benchmarks across diverse languages. Com-535

pared with our work, we not only provide a multi-536

lingual complex reasoning benchmark with several537

subsets and diverse languages, but also focus on538

the problem of off-target, which is overlooked by539

previous work. Based on the analysis, we propose 540

several strategies to balance the performance and 541

the off-target phenomenon. 542

Complex Reasoning. Solving complex reason- 543

ing tasks with LLMs is advancing rapidly, driven 544

by methods that enhance test-time computation 545

and learning dynamics. One line of work in- 546

troduces step-level feedback through process re- 547

ward models, which score intermediate reasoning 548

steps (Yuan et al., 2024; Snell et al., 2024). An- 549

other adopts planning-based techniques such as 550

Monte Carlo tree search to explore and optimize 551

reasoning paths (Feng et al., 2023; Qi et al., 2024; 552

Guan et al., 2025). DeepSeek-R1 (Guo et al., 2025) 553

shows that LLMs can develop strong reasoning 554

skills through reinforcement learning with simple 555

rule-based rewards, without intermediate supervi- 556

sion. Follow-up studies (Hu et al., 2025; Face, 557

2025) extend this approach to open-source mod- 558

els. Despite these advances, most work remains 559

focused on English benchmarks like AIME and 560

MATH-500 (Lightman et al., 2023), overlooking 561

the multilingual aspect. This work addresses that 562

gap by introducing MMATH, a benchmark for com- 563

plex reasoning across diverse languages. 564

5 Conclusion 565

In this paper, we introduce MMATH, a new mul- 566

tilingual benchmark to evaluate models’ complex 567

reasoning ability. MMATH is an extension of the 568

widely used benchmark including AIME, CNMO 569

and MATH-500. It contains 374 examples in 10 570

typologically diverse languages. Then we present 571

a comprehensive analysis of the multilingual com- 572

plex reasoning abilities of large reasoning models. 573

We find that temporary reasoning models still show 574

a gap in low-resource language scenarios. Finally, 575

we propose several strategies like prompting, think- 576

ing intervention, and training, revealing the possi- 577

bility to utilize models’ English reasoning ability 578

to enhance their multilingual performance while 579

maintaining language consistency. 580
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Limitations581

In this paper, we introduce a new multilingual582

benchmark for complex reasoning and conduct583

empirical studies on its effectiveness. Nonethe-584

less, several challenges remain as limitations of585

our work. First, although we explore training-free586

approaches, balancing accuracy and language con-587

sistency remains a significant challenge. Further in-588

vestigation is needed to develop strategies that opti-589

mize both aspects. Secondly, synthesizing multilin-590

gual reasoning data remains a challenging problem.591

Our translation-based approach represents a pre-592

liminary attempt in this direction. Future work can593

explore additional methods for generating native594

multilingual reasoning data, encompassing both595

multilingual reasoning processes and correspond-596

ing answers. Furthermore, our work focuses on597

mathematical reasoning. However, it leaves vari-598

ous tasks (e.g., coding and STEM) within the con-599

text of multilingualism for large reasoning models600

unexplored.601
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A Prompts in Benchmark Creation752

To construct a reliable multilingual benchmark, we753

designed prompts that guide models to translate754

mathematical questions accurately and evaluate the755

quality of these translations. This section presents756

the prompts used for both translation and transla-757

tion revision, as shown in Table 9 and Table 10.758

I have the following mathematical question written in En-
glish, which contains LaTeX formatting. Please translate it
into {target_lang} while preserving the LaTeX format and
mathematical notation. Ensure that the translation remains
accurate and the mathematical expressions do not change.
Do not add anything else.
### Example input:
How many positive whole-number divisors does 196 have?
### Example output:
196有多少个正整数因子？
### Input:
{text}
### Output:

Table 9: The prompt to translate English questions into
other languages.

You are given two versions of a mathematical question: one
in English and one in {target_lang} language (translated
version). Your task is to evaluate whether the translated
version is an accurate representation of the original English
version. If the translation is correct, confirm that the trans-
lation is accurate and return ’Correct’. If the translation
is incorrect or the language is wrong or there is unnessary
parts, return ’Incorrect’ and provide a corrected translation
between <trans> and </trans>.
Analyse step by step.
### Input:
English question: {text_en}
Translated {target_lang} question: {text}
### Output:

Table 10: The prompt to judge translation results and
give better feedback.

B Human Evaluation Details759

To ensure the correctness, fluency, and cultural ap-760

propriateness of translations in our multilingual761

benchmark, we conducted a comprehensive human762

evaluation. We recruited qualified validators with763

strong linguistic backgrounds to review the model-764

generated translations. Specifically, we engaged765

native speakers for Chinese, and university students766

for Vietnamese and Portuguese. For other lan-767

guages, we selected individuals with corresponding768

language certifications. The validator details are769

summarized in Table 11.770

Validators were instructed to evaluate the transla-771

tions based on the accuracy of mathematical mean-772

ing, correctness of LaTeX formatting, and natural- 773

ness of language usage. Each validator was com- 774

pensated with 1 $ per example, and the whole eval- 775

uation process lasted 8 hours. Finally, we manually 776

reviewed and carefully consolidated their assess- 777

ments to ensure high-quality results. 778

Language Language Certification or Identity
Chinese Native Speaker
Japanese JLPT N1, TEM8
French TCF C1, TEM8
Arabic TEM8
Spanish MCER B2, TEM8
Korean TOPIK II
Vietnamese Vietnam National University Student
Portuguese Universidade NOVA de Lisboa Student
Thai CUTFL Chula Superior

Table 11: Languages and corresponding certifications
(or identity) of translation validators.

C Benchmark Creation Process 779

How many positive whole-number divisors does 196 have?

196有多少个正整数因子？

GPT-4

Stage I: Initial LLM Translation

Translation pairs

Stage II: Iterative LLM Revision

Claude 3.5 Grok-3GPT-4
LLM Revision

All Agree?
No

Replace with new result

Final version

Stage III: Final Human Revision

Yes

Human verification 
and revision

Figure 4: The demonstration of our benchmark con-
struction process.

D Case study 780

E Other Results 781
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Question
朝、アヤは9キロメトルの散に出かけてからコヒ
ショップに立ち寄ります。彼女がsキロメトルの一
定の速度でくと、コヒショップでごすt分を含めて
散には4かかります。彼女がs + 2キロメトルでく
と、散には224分かかり、その中にはコヒショップ
でごすt分が含まれます。アヤがs + 1

2
キロメトルで

くと定すると、コヒショップでごすt分を含めた散
にかかるを分で求めなさい。

Response
<think>好，我现在来解决这个问题。首先，我要理
清楚题目中的各个条件和变量，然后逐步分析，找到
正确的解题方法。题目说，阿雅每天早上散步9公
里，然后去咖啡店。她的速度是每小时s公里，包
括在咖啡店停留的t分钟，整个过程需要4个小时。
当她以s+2公里每小时的速度行走时，整个过程用
了2小时24分钟，同样包括t分钟在咖啡店。现在，
假设她以s+1/2公里每小时的速度行走，求包括t分
钟在内的总时间，用分钟表示。. . .现在，第三种情
况：s+0.5=3公里/小时，步行时间=9/3=3小时=180分
钟，加上t=24分钟，总时间=204分钟。所以，答案应
该是204分钟。 </think>
阿ヤがs + 1

2
キロメトルでく合、コヒショップでの

滞在を含めた散にかかるは204分です。

Table 12: An example of cross-lingual thinking and answering. The blue text is Japanese, and the red text is Chinese.

'en': "{question}\nPlease reason step by step, and put your final answer within \\boxed{}.",
'es': "{question}\nPor favor, razona paso a paso y pon tu respuesta final dentro de \\boxed{}.",
'fr': "{question}\nVeuillez raisonner étape par étape et mettre votre réponse finale dans 

\\boxed{}.",
'zh': "{question}\n请逐步推理，并将您的最终答案放在 \\boxed{} 中。",
'ja': "{question}\nステップバイステップで推論し、最終的な答えを \\boxed{} の中に

入れてください。",
'th': "{question}\nกรุณาเหตุผลขั�นตอนต่อขั�นตอนและใส่คําตอบสุดท้ายของคุณใน \\boxed{}",
'ko': "{question}\n단계별로추론하고최종답변을 \\boxed{} 안에넣어주세요.",
'pt': "{question}\nPor favor, raciocine passo a passo e coloque sua resposta final dentro de 

\\boxed{}.",
'vi': "{question}\nVui lòng lý giải từng bước và đặt câu trả lời cuối cùng của bạn trong 

\\boxed{}.",
'ar': "{question}\n \\یرجى المنطق خطوة بخطوة، ووضع إجابتك النھائیة داخل  boxed{}."

Figure 5: Multilingual native language prompts for different languages.

'en': "{question}\nPlease reason step by step, and put your final answer within \\boxed{{}}. 
Please think in English and answer in English.",

'es': "{question}\nPor favor, razona paso a paso y pon tu respuesta final dentro de 
\\boxed{{}}. Por favor, piensa en inglés y responde en español.",

'fr': "{question}\nVeuillez raisonner étape par étape et mettre votre réponse finale dans 
\\boxed{{}}. Veuillez réfléchir en anglais et répondre en français.",

'zh': "{question}\n请逐步推理，并将您的最终答案放在 \\boxed{{}} 中。请用英文思考
并用中文作答。",

'ja': "{question}\nステップバイステップで推論し、最終的な答えを \\boxed{{}} の中
に入れてください。英語で考えて、日本語で答えてください。",

'th': "{question}\nกรุณาเหตผุลเป็นขัÊนตอนและใส่คาํตอบสดุทา้ยของคณุใน \\boxed{{}}. กรุณาคิดเป็นภาษาองักฤษและตอบ
เป็นภาษาไทย.",

    'ko': "{question}\n단계별로추론하고최종답변을 \\boxed{{}} 안에넣어주세요. 영어로
사고하고한국어로답변해주세요.",

'pt': "{question}\nPor favor, raciocine passo a passo e coloque sua resposta final dentro de 
\\boxed{{}}. Por favor, pense em inglês e responda em português.",

'vi': "{question}\nVui lòng lý giải từng bước và đặt câu trả lời cuối cùng của bạn trong 
\\boxed{{}}. Vui lòng suy nghĩ bằng tiếng Anh và trả lời bằng tiếng Việt.",

'ar': "{question}\n \\يرجى التفكير خطوة بخطوة ووضع الإجابة النهائية داخل  boxed{{}}.  يرجى التفكير باللغة
."الإنجليزية والإجابة باللغة العربية

Figure 6: Our ATP prompts, used to ask LLMs to explicitly answer in the target language.
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Model EN ZH AR ES FR JA KO PT TH VI AVG

AIME2024
Qwen2.5-32B-Instruct 16.67 15.83 10.00 12.50 9.17 8.33 7.50 12.50 11.67 10.83 11.50
Gemma3-27B-IT 32.50 24.17 21.67 27.50 27.50 20.83 23.33 24.17 18.33 15.83 23.58
DeepSeek-R1-Distill-Qwen-1.5B 28.33 20.83 13.33 25.00 25.00 12.50 19.17 24.17 15.00 25.83 20.92
DeepSeek-R1-Distill-Qwen-7B 56.67 44.17 43.33 53.33 50.83 27.50 46.67 50.00 28.33 49.17 45.00
DeepSeek-R1-Distill-Llama-8B 43.33 25.83 23.33 45.00 39.17 18.33 23.33 40.83 16.67 40.00 31.58
DeepSeek-R1-Distill-Qwen-14B 69.17 45.83 64.17 62.50 64.17 44.17 54.17 60.00 59.17 61.67 58.50
DeepSeek-R1-Distill-Qwen-32B 71.67 47.50 55.00 65.00 66.67 44.17 48.33 69.17 50.83 68.33 58.67
QwQ-32B 76.67 65.00 66.67 80.83 76.67 55.83 59.17 77.50 68.33 75.00 70.17
Deepseek-R1 76.67 70.00 73.33 79.17 76.67 67.50 65.00 78.33 70.00 78.33 73.50
o3-mini 80.83 75.83 75.83 76.67 77.50 76.67 70.83 80.00 71.67 78.33 76.42

AIME2025
Qwen2.5-32B-Instruct 15.00 8.33 6.67 11.67 11.67 10.00 8.33 15.00 6.67 13.33 10.67
Gemma3-27B-IT 25.00 31.67 30.00 30.00 26.67 26.67 30.00 21.67 31.67 23.33 27.67
DeepSeek-R1-Distill-Qwen-1.5B 28.33 16.67 18.33 25.00 20.00 18.33 16.67 13.33 8.33 23.33 18.83
DeepSeek-R1-Distill-Qwen-7B 38.33 40.00 36.67 41.67 40.00 38.33 43.33 46.67 25.00 40.00 39.00
DeepSeek-R1-Distill-Llama-8B 28.33 33.33 13.33 23.33 35.00 18.33 21.67 35.00 8.33 26.67 24.33
DeepSeek-R1-Distill-Qwen-14B 50.00 28.33 38.33 51.67 45.00 33.33 35.00 45.00 33.33 46.67 40.67
DeepSeek-R1-Distill-Qwen-32B 55.00 45.00 45.00 56.67 51.67 50.00 40.00 55.00 40.00 53.33 49.17
QwQ-32B 66.67 63.33 50.00 66.67 66.67 40.00 51.67 61.67 56.67 61.67 58.50
Deepseek-R1 65.00 55.00 55.00 65.00 56.67 56.67 55.00 61.67 61.67 60.00 59.17
o3-mini 71.67 71.67 75.00 70.00 63.33 75.00 66.67 73.33 66.67 71.67 70.50

CNMO
Qwen2.5-32B-Instruct 36.11 12.50 13.89 16.67 13.89 9.72 12.50 13.89 16.67 6.94 15.28
Gemma3-27B-IT 51.39 38.89 34.72 34.72 41.67 36.11 33.33 36.11 33.33 38.89 37.92
DeepSeek-R1-Distill-Qwen-1.5B 37.50 30.56 43.06 37.50 45.83 40.28 34.72 33.33 29.17 29.17 36.11
DeepSeek-R1-Distill-Qwen-7B 65.28 58.33 61.11 63.89 65.28 54.17 65.28 62.50 56.94 61.11 61.39
DeepSeek-R1-Distill-Llama-8B 61.11 38.89 34.72 51.39 54.17 44.44 36.11 56.94 31.94 44.44 45.42
DeepSeek-R1-Distill-Qwen-14B 72.22 52.78 63.89 69.44 61.11 55.56 66.67 68.06 66.67 68.06 64.44
DeepSeek-R1-Distill-Qwen-32B 72.22 61.11 66.67 70.83 69.44 54.17 56.94 70.83 72.22 68.06 66.25
QwQ-32B 76.39 73.61 72.22 76.39 75.00 68.06 69.44 77.78 75.00 76.39 74.03
Deepseek-R1 76.39 73.61 66.67 76.39 73.61 70.83 69.44 79.17 75.00 75.00 73.61
o3-mini 79.17 79.17 80.56 73.61 79.17 65.28 61.11 83.33 76.39 79.17 75.69

MATH500
Qwen2.5-32B-Instruct 85.93 80.87 77.57 83.68 83.20 75.72 77.41 83.28 76.05 78.38 80.21
Gemma3-27B-IT 93.33 90.84 88.91 92.12 91.96 88.42 88.10 91.48 88.26 90.19 90.36
DeepSeek-R1-Distill-Qwen-1.5B 87.46 82.32 63.26 74.12 77.49 69.21 67.04 71.14 59.73 69.21 72.10
DeepSeek-R1-Distill-Qwen-7B 95.34 91.64 84.89 92.36 90.19 83.60 84.32 91.72 85.61 83.84 88.35
DeepSeek-R1-Distill-Llama-8B 92.44 84.73 63.34 90.03 89.71 75.72 63.75 88.91 63.83 81.67 79.41
DeepSeek-R1-Distill-Qwen-14B 96.14 93.41 92.44 93.09 90.84 89.55 88.34 92.77 90.27 91.00 91.78
DeepSeek-R1-Distill-Qwen-32B 96.86 93.17 93.41 95.34 95.74 92.85 91.64 95.74 90.19 94.77 93.97
QwQ-32B 97.99 96.95 95.50 97.19 97.83 93.65 93.97 97.67 93.73 96.06 96.05
Deepseek-R1 97.19 97.51 95.34 97.59 97.27 95.74 96.06 97.19 95.50 96.38 96.58
o3-mini 97.03 97.11 96.86 97.83 98.07 95.90 96.38 98.31 95.90 96.30 96.97

MMATH
Qwen2.5-32B-Instruct 38.43 29.38 27.03 31.13 29.48 25.94 26.44 31.17 27.76 27.37 29.41
Gemma3-27B-IT 50.55 46.39 43.82 46.09 46.95 43.01 43.69 43.36 42.90 42.06 44.88
DeepSeek-R1-Distill-Qwen-1.5B 45.41 37.59 34.50 40.40 42.08 35.08 34.40 35.49 28.06 36.89 36.99
DeepSeek-R1-Distill-Qwen-7B 63.90 58.53 56.50 62.81 61.58 50.90 59.90 62.72 48.97 58.53 58.44
DeepSeek-R1-Distill-Llama-8B 56.31 45.70 33.68 52.44 54.51 39.21 36.21 55.42 30.19 48.20 45.19
DeepSeek-R1-Distill-Qwen-14B 71.88 55.09 64.71 69.17 65.28 55.65 61.04 66.46 62.36 66.85 63.85
DeepSeek-R1-Distill-Qwen-32B 73.94 61.69 65.02 71.96 70.88 60.29 59.23 72.68 63.31 71.12 67.01
QwQ-32B 79.43 74.72 71.10 80.27 79.04 64.38 68.56 78.65 73.43 77.28 74.69
Deepseek-R1 78.81 74.03 72.59 79.54 76.05 72.69 71.38 79.09 75.54 77.43 75.72
o3-mini 82.18 80.95 82.06 79.53 79.52 78.21 73.75 83.74 77.66 81.37 79.90

Table 13: Evaluation results of different models on various subsets. Scores of MMATH are calculated with macro-
average metric.
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en: Alright, Okay  
zh: 嗯, 好
ar:   ًحسنا
es: Buneo  
fr: Bon  
ja: まず
ko: 좋아
pt: Ok, Bem  
th: โอเค  

vi: Được rồi, Đầu tiên

Figure 7: Multilingual discourse marks used in our DIT thinking intervention method. These are collected from our
observations about LLMs’ native responses.

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.40 99.40 0.00 0.00 0.00 0.13 0.07 0.00 0.00 0.00

34.66 9.12 55.54 0.14 0.27 0.07 0.07 0.00 0.00 0.14

16.98 0.33 0.00 82.49 0.07 0.00 0.00 0.07 0.00 0.07

39.77 0.53 0.00 0.00 59.69 0.00 0.00 0.00 0.00 0.00

4.53 25.17 0.00 0.07 0.14 69.89 0.20 0.00 0.00 0.00

59.95 7.25 0.00 0.27 0.55 0.00 31.78 0.14 0.00 0.07

26.39 1.14 0.00 0.13 0.00 0.00 0.00 72.34 0.00 0.00

15.69 36.50 0.00 0.20 0.00 0.74 0.07 0.00 46.80 0.00

19.03 0.60 0.00 0.00 0.07 0.00 0.00 0.00 0.00 80.29

(a) DeepSeek-R1-Distill-Qwen-7B

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

99.93 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.40 99.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

17.75 3.28 78.90 0.00 0.00 0.07 0.00 0.00 0.00 0.00

13.31 0.13 0.00 86.29 0.00 0.00 0.00 0.27 0.00 0.00

30.90 0.00 0.00 0.07 69.03 0.00 0.00 0.00 0.00 0.00

2.76 35.04 0.00 0.00 0.00 62.14 0.07 0.00 0.00 0.00

17.44 3.85 0.00 0.00 0.00 0.00 78.70 0.00 0.00 0.00

14.51 5.55 0.00 0.00 0.00 0.00 0.00 79.95 0.00 0.00

2.75 3.49 0.00 0.07 0.00 0.07 0.00 0.00 93.63 0.00

21.95 0.13 0.00 0.07 0.00 0.13 0.00 0.00 0.00 77.71

(b) DeepSeek-R1-Distill-Qwen-32B

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.60 99.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

1.54 0.13 98.26 0.07 0.00 0.00 0.00 0.00 0.00 0.00

10.90 0.00 0.00 89.10 0.00 0.00 0.00 0.00 0.00 0.00

9.43 0.00 0.00 0.00 90.57 0.00 0.00 0.00 0.00 0.00

1.07 0.13 0.00 0.07 0.00 98.73 0.00 0.00 0.00 0.00

0.27 0.00 0.00 0.00 0.00 0.00 99.73 0.00 0.00 0.00

5.35 0.00 0.00 0.00 0.00 0.00 0.00 94.65 0.00 0.00

3.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 96.86 0.00

2.87 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 97.13

(c) QwQ-32B

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.13 1.20 98.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.13 0.00 0.00 99.87 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 100.00 0.00 0.00 0.00 0.00 0.00

0.00 0.07 0.00 0.00 0.00 99.93 0.00 0.00 0.00 0.00

0.20 0.20 0.00 0.00 0.00 0.00 99.60 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00 0.00 0.00

0.00 0.87 0.00 0.00 0.00 0.00 0.00 0.00 99.13 0.00

0.00 1.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 98.60

(d) Qwen2.5-32B-Instruct

Figure 8: The percentage to answer in each language when prompted with ATP (Figure 6).
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'en': 'OK, so the problem is {question}. Let me think in English. First',
'zh': '好的，问题是{question}。让我用中文思考一下。首先',
'ar': 'حسناً، المشكلة ھي{question} . أولاً . دعني أفكر باللغة العربیة’, ',
'es': 'Bien, el problema es {question}. Déjame pensar en español. Primero',
'fr': 'D\'accord, donc le problème est {question}. Laissez-moi réfléchir en français. D\'abord',
'ja': 'わかりました。問題は{question}です。日本語で考えさせてください。まず',
'ko': '좋습니다. 문제는 {question}입니다. 한국어로생각해보겠습니다. 먼저',
'pt': 'Ok, então o problema é {question}. Deixe-me pensar em português. Primeiro',
'th': 'ตกลง ดงันั�นปัญหาคือ {question} ใหฉ้นัคิดเป็นภาษาไทย ก่อนอื�น',

    'vi': 'Được rồi, vấn đề là {question}. Hãy để tôi nghĩ bằng tiếng Việt. Đầu tiên'

Figure 9: Our QRT thinking intervention, which imitates LLMs’ behavior about repeating questions before actually
thinking about how to solve it.

Model EN ZH AR ES FR JA KO PT TH VI AVG

AIME2024
EN-SFT 47.50 53.33 43.33 59.17 50.00 49.17 39.17 50.00 48.33 57.50 49.75
Native-Think 50.00 43.33 45.00 55.00 50.83 33.33 32.50 51.67 38.33 43.33 44.33
EN-Think 61.67 59.17 58.33 58.33 58.33 56.67 60.83 56.67 58.33 60.00 58.83

AIME2025
EN-SFT 46.67 46.67 30.00 51.67 51.67 38.33 41.67 48.33 50.00 43.33 44.83
Native-Think 46.67 43.33 45.00 45.00 45.00 43.33 35.00 50.00 43.33 53.33 45.00
EN-Think 43.33 43.33 50.00 48.33 40.00 45.00 50.00 41.67 45.00 51.67 45.83

CNMO
EN-SFT 72.22 65.28 50.00 66.67 68.06 61.11 47.22 68.06 65.28 70.83 63.47
Native-Think 69.44 58.33 63.89 66.67 73.61 61.11 52.78 66.67 62.50 62.50 63.75
EN-Think 63.89 68.06 62.50 72.22 72.22 68.06 66.67 70.83 69.44 66.67 68.06

MATH500
EN-SFT 95.02 95.10 85.45 93.09 94.61 89.55 88.67 93.33 88.10 91.64 91.45
Native-Think 95.42 94.29 92.44 94.05 94.61 89.95 91.16 93.57 88.99 93.01 92.75
EN-Think 95.10 94.69 92.44 94.86 94.94 93.89 93.97 95.26 92.36 94.05 94.16

MMATH
EN-SFT 65.35 65.09 52.20 67.65 66.08 59.54 54.18 64.93 62.93 65.83 62.38
Native-Think 65.38 59.82 61.58 65.18 66.01 56.93 52.86 65.48 58.29 63.04 61.46
EN-Think 66.00 66.31 65.82 68.44 66.37 65.90 67.87 66.11 66.29 68.10 66.72

Table 14: Evaluation results of different training methods on Qwen2.5-32B-Instruct: EN-SFT (fully English
fine-tuning), Native-Think (full native-language reasoning), and EN-Think (English reasoning with native questions
and answers).
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en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

86.8 13.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

13.1 7.8 78.7 0.0 0.1 0.1 0.0 0.0 0.3 0.0

51.3 0.1 0.0 48.6 0.0 0.0 0.0 0.0 0.0 0.0

73.1 0.1 0.0 0.0 26.8 0.0 0.0 0.0 0.0 0.0

39.0 0.3 0.0 0.0 0.0 60.6 0.0 0.0 0.0 0.0

25.1 2.1 0.0 0.0 0.0 0.0 72.7 0.0 0.0 0.0

18.6 0.1 0.0 0.0 0.0 0.0 0.0 81.3 0.0 0.0

47.5 0.8 0.0 0.0 0.0 0.1 0.0 0.0 51.5 0.0

54.6 1.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 44.3

(a) Qwen2.5-32B-Instruct-EN-SFT

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

79.8 20.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

13.1 7.7 78.7 0.0 0.1 0.1 0.0 0.0 0.3 0.0

49.2 0.1 0.0 50.7 0.0 0.0 0.0 0.0 0.0 0.0

68.3 0.1 0.0 0.0 31.6 0.0 0.0 0.0 0.0 0.0

37.9 0.3 0.0 0.0 0.0 61.8 0.0 0.0 0.0 0.0

25.1 2.1 0.0 0.0 0.0 0.0 72.8 0.0 0.0 0.0

20.7 0.5 0.0 0.0 0.0 0.0 0.0 78.9 0.0 0.0

47.0 0.9 0.0 0.0 0.0 0.1 0.0 0.0 52.0 0.0

52.9 0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 46.3

(b) Qwen2.5-32B-Instruct-EN-SFT

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.1 98.9 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0

0.0 0.1 99.9 0.0 0.0 0.1 0.0 0.0 0.0 0.0

0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0

(c) Qwen2.5-32B-Instruct-Native-Think

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

99.7 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.4 98.6 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0

0.1 0.0 99.8 0.0 0.0 0.1 0.0 0.0 0.0 0.0

0.1 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0 0.0

0.1 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0

0.0 0.0 0.0 0.1 0.0 0.0 0.0 99.9 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0

0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 99.9

(d) Qwen2.5-32B-Instruct-Native-Think

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

99.5 0.1 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

99.8 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

99.9 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

(e) Qwen2.5-32B-Instruct-EN-Think

en zh ar es fr ja ko pt th vi
en
zh
ar
es
fr
ja
ko
pt
th
vi

100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

1.9 96.7 0.0 0.0 0.0 0.6 0.1 0.0 0.7 0.0

3.5 0.4 95.9 0.0 0.0 0.0 0.0 0.0 0.2 0.0

2.1 0.0 0.0 97.9 0.0 0.0 0.0 0.0 0.0 0.0

2.0 0.0 0.0 0.0 98.0 0.0 0.0 0.0 0.0 0.0

2.9 0.1 0.0 0.0 0.0 97.0 0.0 0.0 0.0 0.0

1.8 0.1 0.0 0.0 0.0 0.1 98.1 0.0 0.0 0.0

2.9 0.0 0.0 0.0 0.0 0.0 0.0 97.1 0.0 0.0

2.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 97.8 0.0

2.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 97.8

(f) Qwen2.5-32B-Instruct-EN-Think

Figure 10: The percentage to think and answer in each language for our training methods: EN-SFT (fully English
fine-tuning), Native-Think (full native-language reasoning), and EN-Think (English reasoning with native questions
and answers). The left column is the percentage of thinking, and the right column is answering.
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