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Abstract

In this paper, we propose a data based transformation for infinite-dimensional Gaussian
processes and derive its limit theorem. In a clustering problem using mixture models, an
appropriate modification of this transformation asymptotically leads to perfect separation
of the populations. Theoretical properties related to label consistency are studied for the
k-means clustering algorithm when used on this transformed data. Good empirical perfor-
mance of the proposed methodology is demonstrated using simulated as well as benchmark
data sets, when compared with some popular parametric and nonparametric methods for
such functional data.

Keywords: Consistency in probability, Difference in covariance operators, Hajek and Feldman property, J
class problem, Location and scale differences, Mahalanobis’ distances.

1 Introduction

Suppose that we are given two Gaussian distributions (say, GDs) P; and Ps. The Hajek and Feldman
property (established independently by Hajek (1958) and Feldman (1958)) states that P; and Py are either
equivalent, or else mutually singular. In other words, for every measurable set A, P;(A4) = 0 if and only if
Py(A) = 0, or else there exist two disjoint measurable sets S; and Sy such that

IP’l(Sl) = 1,P2(51) =0 and PI(SQ) = O,PQ(SQ) =1.

Mutual singularity is not very interesting in finite dimensions because it happens only when at least one of
the covariance matrices is singular. However, in the functional setting, this singularity appears in non-trivial
situations. To mention an example, it was shown by Rao and Varadarajan (1963) that if the covariance
operators of P; and Py, namely, ¥ and Xy satisfy 3o = a3l; for some a # 1, then P; and Py are mutually
singular.

It is clear that the mutually singular case of the Hajek and Feldman property (say, HFp) looks very promising
for classification as well as clustering (in the mixture setting) of data points. Recently, some results have
appeared taking advantage of this property to propose perfect classifiers (see the references given below).
However, the clustering problem seems to be harder, and as far as we know, Delaigle et al (2019) is the
only available paper with results in this area. The main drawbacks of the paper by Delaigle et al (2019) are
that it deals mainly with location problems (see Section M of Appendix II for a detailed discussion). In this
paper, we present a family of transformations on functional data which allows one to identify some mutually
singular situations. The transformed data are then used to obtain perfect clustering in the mixture setting.

To give an overview of our main contributions, let us consider a Gaussian process (say, Z) defined on a
bounded real interval, which without loss of generality, we identify with the unit interval [0,1]. Further,
assume that its trajectories belong to the Hilbert space of square integrable functions H, which is defined as
follows:

1
H : set of real functions f(¢) with ¢ € [0, 1] such that / fA(t)dt < oo.
0



Under review as submission to TMLR

1
The inner product in H is (f,g) = / f(®)g(t)dt. The keystone of this paper is Theorem 2.1. It states

that under appropriate assumptions, i? b € H, then the limit of a sequence of scaled Mahalanobis distances
between some finite-dimensional projections of Z and b converges in probability to a non-random limit.
Scaling is done using the dimension of the projection, and this convergence holds as the dimension goes to
infinity. Practical interest of this result lies in the fact that the limit depends only on the distribution of Z
(say, Pz). Therefore, Theorem 2.1 allows one to identify some cases in which GDs are mutually singular.
In such scenarios, this result allows one to obtain perfect classification as well as perfect clustering. Let us
explain this point a bit more precisely.

Consider a probability distribution P such that P = 22:1 P, where 0 < 7, < 1 with Ziﬂ m, = 1 and
P, are GDs on H for 1 < h < J. Additionally, assume P to be known, but the precise values of J, 7, and P,
for 1 < h < J are unknown. According to this mixture model, every function z produced by P was in fact
generated from one of the P;,’s. Consequently, under appropriate conditions, the proposed transformation
leads to different limits (depending on the Py, which generated z) in Theorem 2.1. Now, if we have a set
of observations (with at least one observation from each ), we can identify the value of J as well as the
subsets of observations produced by each P, with high probability using a large value of the dimension.

We believe that the HFp should have attracted the attention of researchers in classification and clustering
for functional data, the ‘orthogonality case’ apparently being more attractive because it would allow one
to obtain perfect classification and perfect clustering. It took 50 years before the HFp was formally used in
classification. To the best of our knowledge, the first paper using HFp in classification was Baillo et al (2011),
where the authors derived a classification procedure using likelihood ratios. They focused on the ‘equivalence
case’ and hence, did not obtain perfect classification. Optimal classification of Gaussian processes (say, GPs)
was analyzed in Torrecilla et al (2020) from the HFp viewpoint. Further, the optimal (Bayes’) classifier
of equivalent GPs was derived and a procedure to obtain asymptotically perfect classification of mutually
singular GPs was described as well. The results covered both homoscedastic and heteroscedastic cases.
Additionally, Delaigle and Hall (2012) and Delaigle and Hall (2013) investigated conditions under which a
perfect classification procedure for GPs was possible and developed related classifiers. The paper by Dai
et al (2017) proposed a functional classifier based on ratio of density functions, which also leads to perfect
classification. These papers contain no reference of the HFp. In fact, the relationship between Delaigle and
Hall (2012) and the HFp was analyzed in Berrendero et al (2018), where the authors presented an expression
of the optimal Bayes’ rule in some classification problems for functional data. As mentioned earlier, perfect
clustering has been studied by Delaigle et al (2019) only.

In Rao and Varadarajan (1963) and Shepp (1966b), the authors obtained characterizations of the singularity
or equivalence of Gaussian measures in functional spaces. Their results involve increasing sequences of
subspaces. For equivalent GDs, the limit obtained in Rao and Varadarajan (1963) includes a term which is
the exponential of an expression involving the difference of the means of P; and Py. Curiously, the logarithm
of this term is related with the expressions of our limits. Similarities between our proposal and those in
Rao and Varadarajan (1963) and Shepp (1966b) end here because the other involved terms are different.
Moreover, we handle Mahalanobis distances between data points, while these papers use Hellinger and Jeffreys
functionals to measure discrepancy between distributions. As a consequence, the characterizations they obtain
are not applicable in practice to classify or cluster data points because they depend on the full distribution.
It is not straight forward to compute such functionals using data points.

In this paper, we first analyze the limit of the above mentioned scaled Mahalanobis’ distances by assuming
the underlying parameters of the GPs to be known in Section 2. We begin with a general concentration result
in Theorem 2.1. Then, we propose a transformation for clustering that asymptotically yield perfect separation
among the clusters (see Theorem 2.5). Further, this transformation can be used to find the unknown number
of clusters (see Proposition 2.3). In Section 3, we estimate the covariance operator of the mixture distribution
from data and state related asymptotic results for the proposed transformation. In Theorem 3.2, we prove
uniform (on the sample points) consistency of the empirical version for the transformation associated with
GP clustering. It is surprising that our GP clustering method fails to discriminate ‘location only’ scenarios,
but yields perfect clustering for ‘differences in scales’ (see Remark 2.2.2). We have also compared our work
both theoretically (see Section M of Appendix II) as well as numerically (see Sections 4, 5 and Section N in
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Appendix IT) with the existing literature on perfect clustering for functional data. All proofs are deferred
to Appendix I. Some additional material is presented in Appendix II, which includes a possible extension
to non-Gaussian distributions (Section K), discussion on a clustering procedure in the ‘location only’ case
(Section L) and theoretical comparisons of our results with those obtained in the paper by Delaigle et al
(2019) (Section M).

In this paper, we will use the following notations. The distribution of the random process Z will be denoted
as Pz, its mean function by uZ% and its covariance operator (referred to simply as covariance) by ©%. We
use ¥Z(s,t) to denote the covariance between Z(s) and Z(t) for s,¢ € [0, 1]. Further, we will assume that all
involved random quantities are defined on a common probability space (€2, .4,P). Given a square matrix A,
trace(A) denotes its trace. The usual Euclidean norm on R is denoted by || - ||. To simplify notation, we do
not explicitly state the dependence of the norm on the dimension d.

2 Transformation with Known Gaussian Distributions

Let {Vi}aen be an increasing sequence of subspaces of H. Here, the dimension of Vj is d. This restriction is
not necessary for the development which follows as long as the dimension of V; goes to infinity with increasing
d, but it simplifies the notation. Given the subspace Vg, let ,udz and Edz represent the d-dimensional mean
and the d X d covariance matrix of the projection of Z on V. If u € H, we denote uy to be its projection on
Vi

Fix b € H. Theorem 2.1 analyses the behaviour of the limit of squared Mahalanobis norm of the d-dimensional
random vector (Z — b)4 for d € N. For every positive definite d x d matrix A4, we define the map

11 _ 2
D (u,v) = p HAd 1/2(u - v)dH , for u,v € H. (1)

In this section, the underlying distributions are assumed to be known. After stating Theorem 2.1 and some
remarks related to it, we will look into an application to cluster analysis inspired from this result. We will
take advantage of the fact that the limit in this theorem is not random, but it may depend on the underlying
probability distribution Pz.

Theorem 2.1 Let {Ay} be a sequence of d x d symmetric, positive definite matrices and aiﬂ...,ag be
the eigenvalues of the matriz Sy = (Aq)™V/2%%(A4)"Y2 for d € N. We define ag = (af,...,ad)? and
laalle = max(ad,...,ad) is the supremum norm. Let b € H such that there exist constants L, and Lg
(finite, or not) with

_ : Ag Z
Ly = lim Dy*(p®b), (2)
1
Ls = lim — trace(Sq) and (3)
d—oo d
0 = lim %. (4)

d— o0 d

Then, D4(Z,b) 5 L := L, + Lg as d — .

Remark 2.1.1 A condition in Theorem 2.1 is required to ensure that no single component is extremely
influential. For instance, it may happen that we take a sequence such that a¢ = d and af = o(d™?) for every
2 < ¢ < d. Under this condition, no limit is possible in Theorem 2.1. However, this possibility is excluded
by assumption (4).

Remark 2.1.2 We allow both the constants in Theorem 2.1 to be infinite. When Lg is finite, Lemma B.1
(see Appendix I) shows that assumption (4) follows from assumption (3).

Remark 2.1.3 Let Z; and Z, be independent observations generated from the GDs P; and Ps. Thus,
Zy — Z is a GP with mean y; — 2 and covariance %1 4 %22, Consider the matrix Sy = (A44) /(25 +
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¥%2)(A4)~"/? with d € N. Take Z = Z; — Zy and b = 0 in Theorem 2.1. Then, the following convergence
result holds:
D34(Zy,Zy) = D4 (Zy — Z3,0) 55 L:= L, + Lg as d — cc.

Here, L, = limg_, Dg"i (1, u2) and Lg is as defined in (3) of Theorem 2.1.

Remark 2.1.4 In general, the fact that V; C V1 does not guarantee the existence of any relationship be-
tween the sets {af,...,ad} and {af™,... 7agﬁ}. However, in some cases {af,...,ad} c {adT, ..., a(‘fﬁ

(see, for instance, Section 2.1, where V; is generated by the first d eigenfunctions of %%).

2.1 Application: Cluster Analysis

In this subsection, we deal with a random function Z whose distribution is a two component mixture
distribution of the form: Pz = m Py + mPy, where 0 < m; < 1 and 71 + mo = 1. Here, P, denotes the GD
on H with mean function p;, and covariance Y¥p for h = 1,2. The mean function and the covariance of the
mixture satisfy pZ(t) = mip1(t) + mopo(t) with ¢ € [0,1] and

Y2 (s,t) = m31(s,t) + maXa(s, t) + mima[u1(s) — p2(s)|[u1(t) — pa(t)] for s, t € [0,1]. (5)
Given a random sample Z1,...,Zy from Pz, consider the following set:
Cn = {j : Z; was obtained from P}, for 1 < j < N} (6)

with h € {1,2}. Clearly, the set C, depends on the sample size N. The components of the mixture
distribution Pz and the sets C, for h = 1,2 are unknown, and the problem we are dealing with is the
estimation of these sets. However, we assume Pz and the sets C; and Cs to be known in this section to build
the fundamental idea behind using the proposed transformation for GP clustering.

Let V4 with d € N denote the sequence of d-dimensional subspaces generated by the d eigenfunctions
associated with the d largest eigenvalues of %% (recall the discussion in Remark 2.1.4). In the following
result, Z; and Zs are assumed to be independent and Pz, = P, and Pz, = P, with h,k € {1,2}. The

clustering procedure that we propose is based on the behavior of the transformation D?Z (Z1,7Z5), which is
stated below in Theorem 2.2.

Theorem 2.2 (a) Assume that h = k € {1,2}. Define Sh := (4)"V/2(2%14)(Za)" Y2 for d € N, and
assume that L% = limg Ltrace(S?) exists. Then,
D?dz(Zl, Z5) it L% as d — oc. (7)
(b) Assume that h # k € {1,2}. Define Sh* .= (24)"Y2(Bhg + Zra)(Za) "2 for d € N, and assume that
L =limg Strace(Sh*) exists. Then,
DE4(Zy,Zy) B L .= L% as d — oo, 8)
(c) If h # k € {1,2}, then Lﬁk = limy ng (o, ) = 0 and both L% and L* are finite.

Remark 2.2.1 The structure of the covariance ¥% stated in equation (5) imposes some restrictions on the
associated constants as stated in part (c¢) of Theorem 2.2. In particular, the fact that Lg and Lgk are finite
implies that assumption (4) in Theorem 2.1 always holds for the sequence of matrices {S”} ey and {S#*} 4en
with h, k € {1,2}.

Remark 2.2.2 It follows from part (c) in Theorem 2.2 that the statistic we propose is useless for cluster
analysis in the homoscedastic case (independently of the difference between p; and ps) because if Xy =

z
Yo, then L'? = LY = L%. A possibility is to modify the statistic D?d (z1,22) so that the value of the

z
transformation D?d (pt1, p2) increases with d € N. Our proposal is to use
Saor 1 —1/2\, 2 1< (u; —vi)? .
D" (u,v) =~ H(zd ) (ufv)dH == ;,1: S withr e

Discussion of this transformation, and some numerical results are included in Appendix II.
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To simplify notation and avoid technicalities with empty classes, we additionally assume that the observations
whose indices belong to the sets ¢ = {1,..., N1} and C; = {N; + 1,...,N} with N = Ny + Ny and
N1, Ny > 0, were generated by P; and Py, respectively. In practice, these sets are unknown and in fact our
aim is their estimation. We begin with this simplifying assumption for ease of notation, and to obtain a
clear exposition of the proposed methodology.
Define the N x N matrix Iy whose (4, j)-th element is
d 1 N »Z nZ 2
La(Zi,Z;) =55 = N_32 Z [Ddd' (Z+,Z;) — D;* (thj)} 9)
t=1, t#i,j

for 1 <i4,j < N. Theorem 2.2 and the fact that ¢ # ¢, j in (9) give us the following;:

J 5{ 0, ifi,jeC,forh=1,2,
i Yk, ifi €Cpand j € Cp, with b #£ k € {1,2},
as d — oo. Here,
N, -1 Ny —1
=N N-2
Combining the fact stated above in (10), as d — co, we obtain (remember that N, Ny, Ny are fixed now)

(L — L4 + S22k — T

Oy, 0% 121N, 1%
Ty 5T = l o 1T . (11)
Y211n,1y,  On,Op,

Let 8¢ and $3; (for 1 < < N) denote the eigenvalues corresponding to the matrices I'y and T, respectively.
Define the following quantities

N
Kq=>_ I(|3| > aq) and Ko = ZI 18i| > 0), (12)
=1

with {aq}den decreasing to 0 as d — oo at an appropriate rate, and I is the indicator function. The constant
Ky clearly equals 2 for the limiting N x N matrix I" stated in (11), and hence, correctly identifies the true
underlying number of clusters.

Proposition 2.3 Assume N1, Ny > 1 are fized. Under the assumptions of Theorem 2.2, if L # L and
L2S1 #* L%, then there exists a sequence {ag}qen C R™ such that ag — 0 and Ky £> 2 as d — oco.

This now implies that we can correctly identify the true number of clusters asymptotically, as d — oo.
The structure of the matrix I" in (11) is straight forward because of the simplifying assumption on the sets
C; and Cy. However, this is not a requirement and we will drop it. Proposition 2.3 holds more generally
for any permutation of the data points Zq,...,Zy. In fact, if the sets C; and Cy are unknown, then the
rows/columns of the I' matrix will be permuted accordingly. But, the underlying structure remains the
same and Proposition 2.3 continues to hold. As a followup of our previous result, we now prove that if
any standard clustering method is used on the I'y matrix, then we can perfectly cluster all the observations
asymptotically (as d — 00) because of the structure of the I' matrix stated in (11).

Definition 2.4 A clustering method can be defined as a map from H to the set {1,...,J}. Consider the
sequence of maps {14 : d € N} and a second map ¢. A measure of distance between two clusterings based on
the Rand index (see p. 847 of Rand (1971)) is defined as follows:

Ry = 3 I[I[a(z) = dalz;)] + [6(z:) = 6(z;)] = 1],

(2) 1<i<j<N

for a fited N > 2.
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Let ¢ be the map which gives the true labels, i.e., ¢(x;) = h for j € C; with h € {1,2}. We can construct a
data based 14 by directly applying any clustering technique on the rows or columns of the matrix I'y. Here,
we use the k-means algorithm on the rows of I'y.

Mathematically, the k-means algorithm finds J groups (say, Gi,...,Gs) with centers ¢y,...,c  such that
#(G1,...,Gy) = Ei:l 2 (ixieGyy IXi — cp||? is minimized. The asymptotic properties of the matrix I'y as
d — oo (stated above in (11)) imply that differences in the limiting constants should yield perfect clustering.
Our next result proves label consistency for this k-means algorithm when J = 2.

Theorem 2.5 Assume J = 2 and vio > 0. Further, assume that the conditions in Theorem 2.2 and
Proposition 2.3 hold. Then, the clusters will be perfectly identifiable, i.e., Ry n £0asd— co.

Remark 2.5.1 The well-known Rand index (a measure of similarity) is usually defined as 1 — Ry n. As a
consequence, Theorem 2.5 implies that the Rand index goes to one as d — oc.

Remark 2.5.2 The structure of the N x N symmetric matrix I" stated in (11) continues to hold, and will
lead us to perfect clustering for every value of J > 2. Moreover, the procedure described in Proposition 2.3
also works fine, with the limit equal to the rank of I". However, generalizing this idea to J(> 2) clusters is
not trivial.

The quantity Ky in (12) is the rank of T', and one may be tempted to think that it generally coincides with
J. But, this is true only for J < 3 and may be different for J > 4 (as shown in Lemma F.1 of Appendix
F). The proof of Lemma F.1 further shows that the condition under which Rank(I') < J is quite restrictive.
Thus, in practice, our proposal is to estimate the number of clusters J using K.

2.1.1 Example with GPs

If we assume that 3o = aX; with a > 0, then we have the following expressions for the scale constants stated
in Theorem 2.2:
h—— 2 2% qpp-_tto
T + Toa T + Toa
Thus, it is possible to identify perfectly the clusters as long as a # 1, since this implies that v12 and 721 both
are positive quantities.

2.1.2 Uniform Convergence

In Theorem 2.2, we have proved consistency for finite sets of data points for the transformation D?d (Z1,Z5)
defined in (1). We now prove the uniform (on the random sample) convergence of this function as N — co.
This result will be useful in establishing a second result on uniform convergence, which we state in the next
section.

Theorem 2.6 Assume the conditions in Theorem 2.2, and let {dn} C N be such that dy — oo, as N — oo.
Then,

a) For h e {1,2}, let ag, = (o™, .. .,aZZ)T be the eigenvalues of Sy with dy € N. If
d
logN =0 (N) , (13)
v [loo

then it happens that

sup D?;N (Z1,Z5) — Lg‘ 50as N = oo (14)
Z1,Z2€C£LV

b) For any h # k € {1,2}, let oy, = (afV, .. .,QZZ)T be the eigenvalues of Sgﬁ with dy € N. If

logN = o (dN) : (15)

v [loo
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then it happens that

sup Dy (Z0,Z) — L' B0 as N — . (16)
Z,ecy Zyec

1

Remark 2.6.1 Assumption (4) holds here, so w = — max af” — 0. Thus, if we take dy growing
dn dn 1<i<dy

fast enough, then it is assured that assumptions (13) and (15) hold. The structure of the matrices S? and

Shk for d € N with h # k € {1,2} implies that a sufficient condition is log N = o(dx) (see Proposition H.1

in Appendix H).

3 Transformations with Estimated Gaussian Distributions

In this section, we will discuss the steps to implement the procedure described in Section 2. In practice, the
involved distributions and all the associated quantities need to be estimated from the data. Here, Z will
denote a random element with distribution the mixture m1P; + moPs.

For j € N, let gbjz (t) with ¢t € [0, 1] and )\JZ denote the eigenfunctions and eigenvalues of X%, respectively. We
will now make the following assumptions:

A.1 supepo ) E[(Z(t))Y] < oo.
A.2 Tt happens that A¥ > AZ > ... > 0 satisfying ) 72, A¥ < oo.

It is well-known that assumption A.2 implies {ngZ} jen forms an orthonormal basis of H.

To estimate Y% and its eigenvalues and eigenfunctions, we will use the corresponding empirical quantities.
Suppose that we have a simple random sample Zi,...,Zy taken from Pz. Given s,t¢ € [0, 1], we define

- 1
»Z(s,t) =

=|

N
Z[Zi(é‘) —Zn(9)][Zi(t) — Zn (1)),

where Zy(t) = % va:l Z;(t). Consider the corresponding families A2 > A2 > ... and ¢%,¢%, ... of its

eigenvalues and eigenvectors, respectively. Note that $Z as well as all the 5\]278 and éjz’s depend on N.
Given u € H, we denote

1
ﬁjz = (u, g?)?) :/0 u(t)g?)JZ(t)dt for jeN.

With a finite sample, we cannot estimate all the infinite eigenvalues and eigenvectors. Thus, we follow the
work of Delaigle and Hall (2012) and Hall and Hosseini-Nasab (2006), and select a non-random decreasing
sequence 7y going to zero slowly enough as to satisfy limy N'/%ny = co. We take

R% =inf{j : N2 — )2, <nn}— 1 (17)

This definition implies that 5\]2 > ny for every j < R% Moreover, we will also need that the theoretical
eigenvalues are reasonably well separated. To obtain this, given § > 0, we also define

R% =inf{j : A% — N2, < (1+6)nn} — 1. (18)

We now state empirical analogues of the results stated in Section 2.1.
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3.1 Consistency of Clustering

Let Z1,...,Zy be a simple random sample taken from Pz. Now, Pz and the sets C; and Cy (containing
information on the class labels and defined in (6)) are unknown. Extension of Theorems 2.2 and 2.6 to
Theorems 3.1 and 3.2 is presented below. The following results will be based on the analysis of the map

ﬁRN (u,v), which is the transformation D% (u,v) defined in (1) with d = Ry (defined in (17)), and the

pooled covariance matrix X5~ which is estimated by by o (sample covariance of the full sample). The first
result is related to the consistency of the transformation on finite sets.

Theorem 3.1 Let assumptions A.1 and A.2 and those in Theorem 2.2 hold.
(a) If h =k € {1,2}, then
Dy (Z1,2Z5) 5 Ll as N — . (19)

(b) If h # k € {1,2}, then
Dy (Z1,Z5) 55 L as N — co. (20)

We need an increasing sample size in order to estimate the parameters consistently. Thus, it is desirable
to be able to cluster the increasing number of data points, asymptotically without error. The only way to
achieve this is to get some kind of uniform convergence in (19) and (20) when the sample size increases.
This is the purpose of Theorem 3.2, which gives us clear evidence that using this transformation would lead
to asymptotic perfect separation in the empirical case as well.

Theorem 3.2 Let us assume all the conditions in Theorem 2.6 with log N = o(R%) in (18).

(a) For h € {1,2}, it happens that

sup ’DRN(Zl,Z2) — Lg’ £0as N> .
217Z2EC;:7

(b) For any h,k € {1,2} with h # k, we have that

~ P
sup ’DRN(Zl,Zg)ngk’ — 0 as N — oo.
Z,ecN Z,ecN

Remark 3.2.1 Clearly, Theorem 3.1 follows from Theorem 3.2. But, the conditions required for proving
the former are weaker and hence, we state it as a separate result.

Remark 3.2.2 (Asymptotic perfect identification of clusters) Recall the matrix I'q from (9) with d € N.
Now, consider the matrix I'p , which is obtained by replacing ’yidjs in the matrix I,  with their estimated

values &5N (Te. ’yf}” = ﬁRN(Zi,Zj) with 1 <4 # j < N). Define vis = m |L} — L}gz|2 + Ty ’L% — L§1|2.
Fix € > 0. Theorem 3.2 implies that with probability converging to one as N — oo, we have

- if Zs,Z; € Cp, for h € {1,2}, then |§8;] < 462,
- if Z; € Ch,Zj € Cy, for h # k € {1,2}, then |3, — v12| < He,

for some H > 0. Consequently, if v15 > 0, then the elements in 'y will be clustered into two well-separated
clusters: one around 0 and another one around vi2 with probability converging to one.

Similarly, let Pz be a mixture of J(> 2) components and denote

vnk = T |L% — LB 4w | L — L)
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with 1 < h # k < J. For positive and distinct vpgs, the elements in the matrix [y will be perfectly clustered
into 1 + (g) well-separated clusters: one of them around the point 0 and the remaining around the values
vpi (for h < k) with probability converging to one as N — oco. Therefore, asymptotically, the sequence of
matrices {I’ A JNen Will contain enough information to perfectly cluster all the data points.

3.2 Implementation in Practice

We are given a sample of functional data points without the labels. Here, we consider the N x N estimated
matrix I'y with the (i,)-th element as DRN (Z;,Z;) (which is just the empirical version of D?f(z“ Z;)
based on the pooled sample covariance) for 1 < i,j < N and apply any clustering procedure on its rows (or,
columns). Note again that we do not need to estimate the unknown constants L% and L%* for b,k € {1,2}
(stated in Theorem 3.1) for the implementation of our clustering procedure. The expression related with
Ry is not used in practice as well (see Section 4.2 for the details of our implementation).

4 Analysis of Simulated Datasets

For our simulation study, we consider two class problems (J = 2). We generated data on a discrete grid of
100 equi-spaced points in the unit interval [0, 1] from four different simulation models, which are described
below. Let us fix s > 0.

I. Define X (¢) = Z?il(A}L§2Zhj+ﬂhj)¢j (t) witht € [0,1] and h = 1, 2. Here, the Zj,;s are independent
standard normal (i.e., N(0,1)) random variables, ¢;(t) = v/2sin(mjt) with ¢ € [0,1] and 1 < j < 40.
Also, upj; = 0 for j > 6, and we set the other components equal to (0,—0.5,1,—0.5,1, —0.5)T and
(0,—0.75,0.75,—-0.15,1.4,0.1)T for k = 1,2, and A;; = 1/5% and \g; = /52 for 1 < j < 40.

This model is from the paper Delaigle and Hall (2012).

II. In this example, X; ~ B and Xy ~ p+ sB with p(t) = Gt for t € [0,1] and G ~ N(0,4)
independent of B. Here, B is the standard Brownian bridge, i.e., a centered Gaussian process with
Oij = min(ti,tj) — t;t with i t; € [0, 1] for 4,5 € N.

Since E[X3(t)] = E[Gt] = 0 for t € [0, 1], the differences in mean never appear in this setting. In

fact, the inclusion of y modifies the covariances because if 0 < ¢; < t; < 1, then the independence
between GG and the B yields the following:

E[Xg(ti)XQ(tj)] = 4titj + Szti(l — tj).
This model is from the paper Berrendero et al (2018).

L Let X, = pun + Y02 &njhn;/?¢; for h = 1,2, Here, &;s are iid. N(0,1), py = 0 and pa(t) = t
with ¢t € [0,1], A\; = e=9/3 and Aoj = \/Ee*j/‘3 for 1 < j < 50, and ¢9;_1 = /2sin(2int) and
$2; = /2 cos(2int) for 1 < i < 25 with t € [0,1].
This model is from the paper Dai et al (2017).

IV. This problem consists of two Brownian motions defined in the closed interval [0,1] with means
p1(t) = 20t (1 —¢) and po(t) = 20t(1 — )11, respectively, for ¢ € [0,1]. For the first class, the
eigenfunctions are ¢;(t) = v/2sin((j — 0.5)7t) and associated eigenvalues are A\;; = 1/(7(j — 0.5))?
for 1 < j < 15. The second class is similar to the first one, but the eigenvalues are multiplied by /s
(ie., Aoj = V/sA1j = /s/(m(j — 0.5))?) for 1 < j < 15.

This model is from the paper Galeano et al (2015).

We set s = 1 for location only problems. In location and scale problems, we fixed s = 3, while for
scale only problems the mean functions p; and po were set to be the constant function 0 and s = 3 was
retained.
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4.1 Choice of d

A critical issue is selection of the optimal dimension of the projected space for a given a set of data points
(i.e., a fixed value of (N1, N2) or N). Let us recall Theorem 3.1; according to this result we expect the rows
of the matrix I'y to form two clearly separated clusters depending on the class label of the observation for
large values of d. To demonstrate this, we construct a sequence of images and show how this separation
varies with increasing values of d.

We generated samples of size 250 from each of the two classes for the ‘scale case’ of Example II. For
the purpose of demonstration, the first 250 observations correspond to the first GD, while the next 250
observations to the second. Figure 1 below shows the heatmap for increasing values of d, and we observe the
best concentration at d = 80. However, some noise in the off-diagonal submatrices for d = 80 (compared to
d = 60) makes us to consider that the optimum could be somewhere between the values 60 and 80.

(a) d =20 (b) d = 40 (c) d = 60 (d) d =80
Figure 1: Heatmap of Iy for varying values of d.

Clearly, the choice of d is quite important as d is the dimension of the subspace where we project our obser-
vations (for a fixed sample size). We observe from Figure 1 that its estimation is quite crucial. Subsection
4.2 contains further details on the choice of d.

4.2 Clustering Procedure

To implement the clustering method, one needs to choose the dimension d suitably, and we use cross-
validation (CV) to do the job. We use the idea developed by Wang (2010), which we state briefly here: given
B € N, split the data into three random subsets (say, S1p, Sop and Ss;) each of equal size for 1 < b < B.
For each value of b, treat the points in S1; and Sop as the training sets, and Ss;, as the validation set. For
a fixed value of d and given a clustering algorithm, the two training sets S1; and So;, are used to construct
two cluster assignments. An appropriate distance between these two cluster assigments (say, D) is computed
based on the validation set Ss; (see Section 2 of Wang (2010) for more details). We repeat this partition
B = 50 times and average it over these B samples to get Iﬁ)gv Define CZCV = arg ming<q<n ]ﬁ)gv_

Recall the structure of the I' matrix stated in (11), and also see Figure 1. As mentioned in Section 3.2, the
number of clusters were estimated using the method described in Section 2.1 (see (12)). To implement the
procedure in practice, one needs to estimate the sequence {a,}4en. We have used the function optishrink
available in the R package denoiseR. This function extracts a low-rank signal from Gaussian noisy data using
the optimal shrinker of singular values. The low rank structure of the I' matrix motivates us to directly apply
this function on I'y. The overall implementation yielded quite desirable results in our numerical study (see
Tables 4.1 and 4.2 below). We can apply any clustering method on the transformed data I'y. In addition
to the k-means algorithm (CD-k-means) discussed in Theorem 2.5, we considered spectral clustering (CD-
Spectral) and Gaussian mixture models (CD-mclust). One may refer to the book by Hastie et al (2009)
for details on these three popular clustering methods. The R codes for our methods are available here: GP
clustering. As we do with the other methods we are comparing with, we only report here the better obtained
result. Complete results are reported in Appendix N.

10


https://www.dropbox.com/sh/ont3ggvz44g5j07/AAC1PRuzIWx9_yFUiR5mk4Zna?dl=0
https://www.dropbox.com/sh/ont3ggvz44g5j07/AAC1PRuzIWx9_yFUiR5mk4Zna?dl=0

Under review as submission to TMLR

We considered several methods for comparison. The first method is the classical k-means algorithm for
functional data. Several competent methods for functional clustering using functional mixed mixture models
are implemented in the function funcit from the R package funcy. We report this method as funclust.
The methodology developed by Chiou and Li (2007) is available in the function FClust from the R package
fdaspace using two clustering techniques ‘EMcluster’ (CL1) and ‘kCFC’ (CL2). We have reported the
minimum result, and stated it as CL. In Delaigle et al (2019), the authors developed functional clustering
based on the k-means using basis functions. We implemented this method for two choices of the basis
functions, namely, Haar and PC, and reported the best result among these two (we call it DHP). We have
not used the DB2 basis for our comparisons because it requires the grid points to be of a power of 2. The
DHP method is available from the journal website, and we used those Matlab codes for our comparisons.

We conducted simulations based on models I to IV, which were introduced in the beginning of Section 4. We
did not consider the location only scenario as our proposed method is useless in such cases (recall part
(c) of Theorem 2.2). However, we have some discussion and additional results in Section L in Appendix II
for this scenario. The sample size of each class was set to be 250. Our experiment was replicated 100 times,
and the results are reported in Tables 4.1 and 4.2 below. To measure the similarity between two cluster
assignments, we computed the adjusted Rand index using the function RRand in the R package phyclust.
One minus the adjusted Rand index (we call it adjusted Rand distance) is reported in tables below, where
the minimum is marked in bold and the second lowest is in italics.

It is worth noting that all the competing methods require the number of clusters as an input variable, and we
have run these methods with k£ = 2 (the true number of clusters). However, when applying the CD procedure
we have estimated the number of clusters following the procedure described above. We obtained the correct
value in more than 99% of the cases (across all four examples for both scenarios) in our simulation study.

Table 4.1: Adjusted Rand distances for different GPs with difference in location and scales (with standard
error in brackets).

Ex. k-means funclust CL DHP CD
I 0.0632 0.1541 0.0239 0.0818 0.0001
(0.0007) | (0.0017) | (0.0007) | (0.0025) | (0.0001)
11 0.9445 0.8222 0.5767 0.5149 0.4240
(0.0036) (0.0027) (0.0045) (0.0049) (0.0030)
11T 0.4250 0.3858 0.2891 0.4137 0.0625
(0.0017) (0.0003) (0.0000) (0.0054) (0.0006)
v 0.4945 0.3975 0.1833 0.1379 0.0000
(0.0005) | (0.0011) | (0.0000) | (0.0033) | (0.0000)

In the first setting, we considered clustering problems with differences in their location and scale pa-
rameters. Usefulness of the proposed transformation is clear from Table 4.1. Our method attains the first
position across all examples, while in Example IV we obtain perfect clustering. Although there is no location
difference in Example II, sub-optimal performance of our method is probably due to low signal from the
difference between the two covariance structures. CL attains the second best performance in the first three
examples among the competing methods, while DHP performs better than CL in Example IV.

In the next setting, we dealt with differences only in scale parameters. It is clear from Table 4.2 that
the separation in scatters is captured very well by the proposed transformation Iy Moreover, our method
again leads to perfect clustering (with a significant improvement in Example II compared to Table 4.1).
The method funclust (respectively, CL) attains the second position in Examples IT and III (respectively,
Examples I and IV). The performances of k-means and DHP are similar, and quite bad in this scenario.
Generally, the results in Table 4.2 suggest that all existing methods fail to judiciously capture information
if it is present only in the scale parameters.

After applying the transformation I'4, we had used three methods for clustering the transformed observations.
Overall, it seems that the Gaussian mixture model (i.e., mclust) achieves better results than the other two
procedures (see the complete numerical results in Section N of Appendix IT).

11
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Table 4.2: Adjusted Rand distances for different GPs with difference only in scales (with standard error in

brackets).
Ex. k-means funclust CL DHP CD
I 1.0019 0.9776 0.8269 0.9966 0.0000
(0.0000) (0.0006) (0.0000) (0.0005) (0.0000)
11 1.0006 0.5004 0.9065 0.9999 0.0084
(0.0001) (0.0049) (0.0007) (0.0003) (0.0003)
111 0.9990 0.9956 0.9994 0.9967 0.0856
(0.0002) (0.0000) (0.0000) (0.0007) (0.0006)
v 0.968 1.0006 0.8464 0.9980 0.0005
(0.0001) (0.0000) (0.0000) (0.0006) (0.0004)

5 Analysis of Benchmark Datasets

We have applied our proposed methods to some benchmark data sets, Wheat (from the R pack-
age fds), Satellite (available at https://www.math.univ-toulouse.fr/~ferraty/SOFTWARES/NPFDA
/index.html), and Cars (kindly provided by the first author of Torrecilla et al (2020)).

To evaluate the clustering algorithms, we ran a single execution (without splitting). Class assigments are
already available for the Wheat dataset. The Satellite data has been analyzed in detail in the paper
Dabo-Niang et al (2007), where the authors split the curves into two clusters ‘unimodal’ and ‘multimodal’.
The authors of this paper kindly shared the exact cluster assignments for this data set with us. The Cars
data contains asset log-returns of the car companies Tesla, General Motors and BMW (see Torrecilla et al
(2020) for more details). However, the rank of the estimated Iy matrix was two for this data set, and our
method detected only two distinct clusters. This is coherent with Torrecilla et al (2020), where the authors
had noted that assets of General Motors and BMW were very similar and quite difficult to distinguish. So,
we merged General Motors with BMW while assigning the class labels for this data set. Consequently, the
number of clusters was set to be two for all competing methods. We report the adjusted Rand distance for
these three data sets in Table 5.1. Superiority of our proposed methodology w.r.t. the competing methods
is clear from the results given below.

Table 5.1: Adjusted Rand distances for different clustering methods.

Data M k-means funclust CL DHP CD
Wheat 100 0.6960 0.6960 0.8058 0.5730 0.3644
Satellite 472 0.6072 0.6072 0.6060 0.7253 0.4448
Cars 90 0.8856 0.8856 0.9650 0.9088 0.4680

To get a better understanding of the performance of our proposed method, we further computed the well-
known average purity function. A value of average purity function close to one indicates good performance
of a method. We obtained the values as 0.90, 0.8622 and 0.8666 for the Wheat data, the Satellite data
and the Cars data, respectively. Overall, our proposed method CD yields quite promising results in all three
benchmark data sets.

12
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Appendix |: Proofs and Mathematical Details

A Proof of Theorem 2.1

Fix d € N. The d-dimensional random vector (Z — b)q has a Gaussian distribution with mean equal to
(4 — b)gq and covariance matrix equal to ¥g. Now, |[(Aq)"Y2(Z — b)4||? is equal to the square of the
norm of a d-dimensional normal variable with mean my = (A4)~Y2(u — b)4 and covariance matrix Sy =
(Ag)~Y2%4(Ay)~/2. Therefore, if ug is a d-dimensional vector with centered normal distribution and
covariance matrix equal to Sy, then

(Ilmgll* + ugl® + 2(mq, ua)) - (21)

IS

1
D;?d(z»b) ~ E<md +ug,mg+ug) =
By assumption (2), we have
1
lim = =1L,
Jim = [fmg” = L,
Let us consider the second term in (21). Fix a basis in V; spanned by the eigenvectors of S;. Note that
this term is not dependent on L,. Denote ug = (uq,1,...,uqq)’ and my = (mg1,...,mqq)" in this basis.
Therefore, the random variables (ud,i)2 with 1 < i < d are independent with means equal to ozf for1<i<d

and Z?Zl(ud)i)z ~ Zle ad(u;)?. Here, {u;}1<i<a is a sequence of independent and identically distributed
(i.i.d.) real variables with the standard normal distribution. We split the proof into two cases.

A.0.1 Lg is finite

Fix € > 0. Taking into account that the variance of a x? distribution with one degree of freedom is two and
using Tchebychev’s inequality, we have that
d
[ Z Um faf) Ze]

2 4 d2
2 (@)

5 d
d d
< @Ha ||oo;0%a

which converges to zero by assumptions (3) and (4). Consequently, we have shown that

Il
~

1
P p |Hud||2 - trace(Sd)| > e]

IA

1 1
E”ude — Etrace(sd) Boasd— 00,

and assumption (3) gives

1
E||ud||2 B Lgasd— .

A.0.2 Lg is infinite
We have that

1 ’ 2 d O‘g 2
i A e B Zm“““ )
2
< ()
zla
0%l oo
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which converges to zero because Lg = oo and assumption (4). Thus, we have shown that
1

1\d d

2201

Consequently, [ lug||? converges to co at the same rate as 4 trace(S).

1 1
(d|ud||2 - trace(Sd)> £o. (22)

Concerning the last term in (21), we have (mg4,ug) = 25:1 Ma,Uq,q- We split the proof into cases.

A.0.3 L, is finite

Fix € > 0, and define a? = (af,...,a4)T. Using Tchebychev’s inequality again, we get

d
1 1 2 d 1 d 2
P | gltmawal > | = g Smaitel < gledlmal’
which converges to zero by assumptions (2) and (4), and the proposition is proved in this case.

A.0.4 L, is infinite

The result follows from equation (21) and the previous results, if we are able to show that the sequence of
real valued random variables

<md7 ud>
max(|[mg||?, [lugl|?)

Wq =

converges to zero in probability as d — oco. In turn, this will be fixed if we show that every subsequence of
{wq} contains a new subsequence which satisfies this property. Thus, let {wg, } be a subsequence of {wq}
and let us consider the associated subsequences {|mg, ||} and {||ug,||}. Obviously, there exists a further
subsequence {dj~} such that one of the following holds:

- [mg,. |2
1 L, ———=0.
(i) lima, trace(Sq,. )
s [ma, ||
1 MMl _
(i) limg,. frace(Sa_) 00

||mdk* ||2

frace(Sa,) O

(i) There exists a finite C' > 0 such that limg,,

Notice that in cases (i) and (iii), we have Lg = oo. To simplify notation, we denote the sequence {Sg,. } by
{81}, and similarly for the remaining ones. In case (i), since equation (22) shows that

[[un |

P
———— > lash— 23
trace(Sy,) * o (23)
we have ||||mh||| £ 0ash— 0. Consequently,
uy,
lim |wp| = lim w < lim | = 0 in probability.
h el b [l

[V

P .
> — 0, and, also in
[lmp |

If (ii) holds, we have that |wp| <

I‘\lrlll;};l\‘l' Since E [||uy||?] = trace(Sq), we have that
this case wy, 5 0 as h — oo.

In case (iii), taking into account that equation (23) now holds, it is enough to show that

(myp, up)

P
————— —>0ash
C trace(Sh) TS e
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Fix € > 0. We have that

h
H (my, up) } _o! mh0l 1 oMo [ma]”
C trace(S) T eI (Z?:l oz?>2 T Oy ol trace(Sh)]
which converges to zero by assumptions (3) and (4). .

B On Assumptions (3) and (4)

The next lemma shows that if Lg < 0o, then assumption (3) implies assumption (4).

Lemma B.1 Let {aq}q>1 be a sequence of real positive numbers such that limg é Zle a; exists, and it is
finite. Then, it happens that limy éHadHoo =0.

Proof: Fix d € N, and denote Ay = Zle a;. We have that

ad_ﬂ_Ad—ld_l

d d d-1 d

and consequently, 0 = limy %d. Given e > 0, there exists d; > 0 such that if d > dy, then %ﬂ‘ <eand dy > d;
such that

a;
sup — <e.
1<i<d, d2

Let d > dy and take 1 <7 < d. So,wehavethatifigdl,then%<g—;§eandifi>d1,then%S%Se.
This completes the proof. °

C Proof of Theorem 2.2

First, note that (Z; —Zs)q is a d-dimensional normal vector, with mean (up, — i) and covariance Xpq+ 4.

To prove (a) and (b) we will assume that (c) holds. Statement (c) is proved later, and its proof is independent
of (a) and (b).

In case (a), we have h = k. So, (ux — ptn)d = 0q and Zpg + Zga = 2854 If we take Ay = Sg, according
to Remark 2.1.2, (c) gives that assumption (4) holds for this selection of A4. Therefore, (7) follows from
Theorem 2.1 because in this case Lﬁ =0.

In case (b), we have h # k. We take Ay = S%* and b = pj, — g Similarly as in (a), we have that assumption
(4) also holds in this case and Theorem 2.1 implies

DY (21,25) B LM = LM% 4 I as d — oo
Now, (8) follows because (c) gives that sz =0.
To prove (c), let us denote X* = w13 + w239, p = (1 — p2) and 72 = w7, from (5), we have that
Na = 55+ Tiapapy -
From here, the Sherman-Morrison formula gives

S m2(E) " papd (257!
1+ miapg (35) ~ a

= (25
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Since (£3)~! is positive definite for all d € N, this now implies that

B o (pd (25) " pa)? _ pd () pa < RS
L+ mo(pl (Z5) Y ua) 1+ mopl (5" wa — mi2

)

0< g2y pg = pl (S5~

and the proof that L!* = 0 trivially ends from definition of L".
To handle the terms Lg and Lgk, recall the Woodbury matrix identity:

U+v)yt=vt'-(WU+uvvtu)!
Using this identity, we have

¥, =1/m¥, — Ba,

where By = (11314 + 735 14(m2 Y04 + Tiaptapl) "1 814) 7L
If U and V are positive definite (p.d.), then UTVU is p.d. In By, both the matrices ¥4 and (W222d+ﬂ'12ﬂdﬂg)
are symmetric and p.d., and this implies that By is also p.d. Further, 2122 and By are p.d. which now

implies that 21£2Bd21/2 is p.d. Recall that trace is a linear map. Now,

1
Ly = 11m dtrace(E /(221d)2 1/2)
— lim 2t (102 h)
= lim ~trace(Y14%;
= i gt (1/m1q) — i gt (314Ba)
= lim ~trace(1/mlq) - lim Strace(T14Bq
.2 .2
= h;n gtrace(l/mld) — h;n gtrace(El/QBdEl/Q)
< lim 2tmce(l/ 1) 2
im — T =—.
s lmo va) =
o 9 2 .
Similarly, we can also prove that Lg < —. Again,
2
12 _ 1 1/2 —1/2
Ly = hén dtrace(E (Z1a+22)2,777)

1 1 _ _
= 1i£n gtrace(E 12543 1/ )+ li;n &trace(Zd 1/2E2d2d 1/2)

1 1 1
< — 4+ —= .
Uyt 2 T2

D Proof of Proposition 2.3
Under the conditions of Proposition 2.3, the number of significant (unique) eigenvalues of the matrix I" is 2
Recall that N is fixed here.

z
Consider the standardized distance matrix Dy with the (4, j)-th element as D?d (zi,2;) for 1 <i,7 < N and
d € N. We have a sequence of matrices Dy LS Dy as d — oo (componentwise). Since the map D to T is

clearly continuous w.r.t. this convergence, we have that I'y B I'asd— co. Let us denote the eigenvalues of
Iy (vespectively, I') to be B¢, ..., 8% (respectively, B1,..., ). Since eigenvalues are continuous functions

of the respective matrices, we have le LS Bjasd—ooforalll1<j<N.

Let us now look into the following:

N N
S I8 > aa) B ST 1(80 > 0) as d 5 oo
i=1 i=1
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with aq | 0 as d — oo at an appropriate rate. Recall that the limiting quantity on the right should give us

the correct number of clusters. Consider the sequence {1/m},,en. Let us take i such that 3¢ B 0asd— .
Thus, for every €, > 0 there exists Dy such that if d > Dj  then

P[5f] > 6] <.
In particular, if we take § = ¢ = 1/m, there exists D! such that if d > D¢ :
1 1
P {|ﬁ§| > } < —.
m m
Without loss of generality, we can assume that D} < D} < --- and consider the sequence

. {2 if1<i<Di,
ad:

% if D}, <i< D ., for somem > 1.
Then, obviously afi — 0, and
B 161 > a) > 0] = B[167] > ai] < .
If we define ag = sup{a’, : 8% = 0}, and i satisfies that 8% = 0, then I(|%| > aq) = 0 as d — co. A similar
reasoning allows us also to conclude that if |3?| > 0, then I(|8¢| > ag) Blasd— . o

E Proof of Theorem 2.5

In this proof, we use the superindex d in gf to emphasize that the groupings can change with the dimension
d € N. Proposition 2.3 implies that K; = 2 with probability converging to one.

Note that ¢(G1,...,Gs) has an alternative mathematical expression as
|
Z 2|g ‘ Z ||11—V||2, (24)
h=1 h u,vegG,
where |G| denotes the cardinality of the set G. Let us denote the rows/columns of 'y as 7¢,...,v%. The

structure of I'Y implies that ||v¢ — 7?”2 B0asd— oo iff i,j € Cp for h € {1,2}. So, if each G§ for h = 1,2
contains observations from the same population, then ¢4(G¢, G9) B 0asd— oo

Let us assume that on the contrary, there exists a subsequence of dimensions {dy} such that for every k
there exists at least a couple of points iy, jir with iy € g‘f and j, € Qg (say). Since the number of points
is finite, there exists a further subsequence {dj~} such that both sequences {ix«} and {ji-} are constant.
Therefore, for those subsequences (24) implies that

i

o . " P
hmdmf ¢a(G1,G2) > hcrln ”7?;* — Y > 5 712 > 0.

So, for the minimization of ¢4(G{,G4), each G must contain all observations from a single population with
probability converging to one as the dimension increases. This proves the convergence in probability of the
Rand index Ry x to zero as d — oo. °

F Rank of the Matrix I

Identifying number of clusters from the matrix I' is not equivalent to finding the rank of the matrix I'.
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Lemma F.1 The rank of the matriz ' is less then or equal to J. Moreever, equality is guaranteed only when
J <3.

Proof: Trivially, rank(T") < J. Let us denote the reduced Echelon form of N x N matrix I" as I'°. Thus, the
matrix I'° is a J x J symmetric matric with ~;; > 0 and distinct when i # j, while ;; = 0.

Moreover, for J = 3, we have

0 72 m3
det(T°) =det [ yi2 0 723 | = 2712713723 # 0.
Y13 Y23 0

V13724 + V14723 + 2 /13714723724

Y34
det(T'°) = 0. This happens, for instance, if we consider the following matrix (with all positive and dis-

tinct off-diagonal entries):

In the case J = 4, if 715 = , then a simple computation gives that

N =+ O
=~ W O o+
T O W
O O = N

where t = 2 +4/6/5 > 0.

G Proof of Theorem 2.6

In order to simplify the writing, we will write d instead of dy. We will use the notation |ayllz =
1/2
(Z?Zl(af)z) . The real r.v’s {u;} are assumed to be i.i.d. with standard normal distribution.

The following lemma is deduced from Lemma 1 in Laurent and Massart (2000) on p. 1325, after some simple
computations, taking into account that [|ay||2 > ||@allec. We state it here for further reference.

Lemma G.1 If Z; = Z?zl ad(u? — 1) and z > 1, then

P[|Zal = 42| adll o] < 2exp(—2).

We will also employ the following well known bound for the tail of the standard normal distribution:

P[IN(0,1)] > #] < \/zexp(tQ/Q) for all t > 1. (25)

Proof of Theorem 2.6 : Let us show part b). The proof of (14) is similar to that of (16). We use the notation
my = (3g)"Y2(u1 — p2)q and u) = ($4)"Y2(Z; — p;)q with d € N, where Z; is a generic observation with
distribution P; for i = 1,2. Moreover, with an obvious abuse of notation, we will often write u}; € CN with
deNfori=1,2.
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Recall that L, = 0 and Lg < oo (see part (c) in Theorem 2.2). Repeating the first steps in the proof of
Theorem 2.1, we have that

sup

1
D3 (Z1,Z5) — —trace(S1?)
zlecN z2ecl d

1 1 1
< | sup [l - P - Jorace(s?) (26)
d uleclN u2ecy d d
1
+ 2 sup (my, ud u§>| , (27)

ulecN u2ecy d
and it is enough to prove that the terms in (26) and (27) converge to zero in probability.

The first term in (26) converges to zero by first part of (¢) in Theorem 2.2. Concerning the second term,
let N1, N be the number of elements in C)¥ and C, respectively. Since Ny + Ny = N, it is clear that
Ny x Ny < N%/4. Let ¢ > 0. We have that

1 1
Py = P sup —|lul —u?||? — trace(S}?)| > e

uleCVN uzec d
_ L w2t 12
= P U d”ud uj|| dtrace(Sd )| > ¢

utec] uzec

N2 1 1

< —IP { gHu}l —u?l? - &trace(Séz) > 6} , (28)

where u! and u? are associated with some Z; € C¥ and Z, € Cév , respectively. However, it is clear that
1||u1 u?l]? — lt]race Si2 Za ui —1).
gt Ml Ty

Take = ed/(4||ad||o)- By assumption (15), we have d/||ag|lcc — 00 and eventually > 1. So, from Lemma
G.1, we obtain

N? 1 ed
Py < —P —1 dl <= —————— 4+ 2log N
N 1 Za (u? —1)| > ed| < 2exp( Tl + 2log > ,

i<d
which converges to zero by assumption (15).

For the third term, in equation (27) we have that

§ 1
Py =P sup d\(md,ud ul)| > a]
uleCN u2ecy
N2 T
< M _d|<md,u5 ~ )| > <]
N? 1
_ v /2
= 1 P Zm u;| > €
L i<d
N2
L Eigd(mdi)Qa
1 52 d?
62 d2
<

————exp | —— +2log N |,
23/271/2 ( 2 [latfloo >2icq(mai)?
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which converges to 0 because of the fact that L, = 0 (see part (c¢) in Theorem 2.2) and (15). The same
assumption allows us to apply inequality (25) to equation (29). °

H Result Related to Remark 2.6.1

log N
N

Proposition H.1 Under assumptions of Theorem 2.2, if we assume that

and (15) hold.

— 0, then conditions (13)

Proof: Fix h € {1,2}, and recall that
Yt = (mhZha) "t — Pa,

where Py = (1, 5hd + mhZha(TH) ~1mpXha) ~! is a positive definite matrix. Further,
1 —1
I+ X3P = —ZdEhd.
Th
From here, Weyl’s inequality gives
1oy 1 ,
1 < amin(izdzhd) = 7amin(zdzhd)- (30)
Th Th

Note the fact that the eigenvalues of the matrices AB and BA are same. So, the matrices SC’} and Ethgl
will have the same eigenvalues. Furthermore, the eigenvalues of Sg are the inverses of the eigenvalues of
¥4%;,,- Thus, (30) gives that

Umaz(Sh) < %(free of d). (31)

We now have
d N Jog N
logN =o —;V P I Y
af dn
log N
dn

Equation (31) now implies that condition (13) holds if we assume

Fix h # k € {1,2}. Our second matrix of interest is
SiF = (Za) 2 (Bha + Ska) (Sa) 2.
Since the matrices are symmetric, we have
Pz (SF) < man(Z5 2 S0aS7 ) + Qnae (5 20aSy ).
Again, the eigenvalues of 2;1/221:[12(;1/2 and of E,;dEgl will be equal for ¢ = h, k. So,

O‘max(Sc}lLk) < Qnaz (Ehdzgl) + amaw(zkdzgl)

1 1
= — + —
O‘min(zdzhdl) amin<2dzkd1)
1 1 1 . .
< — 4 —= (using equation (30)).
Th Tk ThTk
log N

From here, similarly as before, we would obtain that — 0 implies (15) holds. .

N
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I Proof of Theorem 3.1
Recall that in this theorem, we use the subspaces generated by the estimates of the first d eigenfunctions of
the covariance of the random process Z.

We begin with some notation and preliminary results which have been taken from Delaigle and Hall (2012)
and Hall and Hosseini-Nasab (2006), or follow directly from the results there. Then, we will give the proof
of Theorem 3.1. For every n € N| let us consider

A = // (s, 1))2dsdt,

(5Z = mln /\k — )\k-i-l)
k<j

In Delaigle and Hall (2012) and Hall and Hosseini-Nasab (2006), it is shown that if j > 1, then

A = Al < Ag, (32)
and that, if j < R% (recall the definition of R% in (17)), then
65— 05l < 8/2Az(57)7, (33)
Az = Oy(N7'?), (34)
R% — oo and R% < Nl (35)
Moreover, if j < I%ﬁ, there exists a £ < j such that
0% = A = Akp1 = Ak — Air — 287 >y — 28z = nn + op(), (36)

where we have applied (32) and (17) and that, from (34) and the assumption on 7, we can conclude that
NN > 2Az from an index onward. Thus, (36) and (33) yield

. Az
16 — 651 < 8/ ——"——. (37)
S Ny —2Az
From (32), (17) and (34), we obtain that
A= A=Az >y — Az = ny + op(nn). (38)

Now, we are in a position to prove Theorem 3.1.

Proof of Theorem 3.1: The proof is based on Lemma I.1. The result follows trivially from this lemma, the
fact that ]:BJZ\, B 5 as n — oo and the result in Theorem 2.2.

Lemma 1.1 Under the assumptions in Theorem 3.1, it happens that

A P

DI?JZV(ZDZQ) — DR% (Zl, ZQ) =0 as n — oo.
Proof. For fixed Z1,Z,, let us denote u = Z; — Zy. Obviously, |[u|| = O(1) a.s. Let us denote (u1,...,up )"
and (@1,...,0p )T to be the projections of u on the subspaces generated by the first IA%% eigenvectors of the
matrices X 5z and by iz » respectively, when written in the basis generated by those eigenvectors. Let n € N,

N N
and take j < R%. We now have
2 L2

(wj)” (@)

7 =
A ; /\jl.

Uy Uy

CHEERNGORE

(

Uy ;
()\})1/2 ()\1)1/2
(D2 = (372 )
(ALAL)1/2

~

Uj Uj
()\;)1/2 ()\1)1/2

uj — U
()\1)1/2

~

U

+
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We analyze each term in this expression separately as follows:

~ 1
Uj — Uy 1 1 o
G| S e ), OISO - Sl
a6} — 311
S
< S
(D20 — 25%)
< S ulAx + op (), (39)

where we have applied the Cauchy-Schwartz inequality, (37), (34) and (38). On the other hand, we have
o QD2 =Gy
: 1531
(AjA)1/2

. ) A7 — AL
1
- (t)|d

| i O+ G072 e
Ax

<()\1)1/2+ @})1/2) ()\;5\;)1/2

IN

[[ul]

IN

*IIUIIAx( 22+ op(n, %)), (40)

where we have applied (17) and (38). Concerning the final term, using (38) and (17) again, we obtain that

< ||u|<(A51/2+(X51/2><||u||< S 4 op (1112). (41)

Now, if we define C' = 8'/2 + 1, combining (39), (40), (41) (35) and (34), we get the following:

~

'I.Lj + 'LLJ
(A2 (A2

. (47)°
’DRIZV(Z,ZQ—D[%JZV(Z’Zz)‘ < RJZ\;Z Al X
Jj=1 J
< CllullPAx (1% + op(n,?) = Op(n™?n.2).

By construction, 7, is such that nn3 — co. So, we have |DRZ (Z1,Z5) — Dy (Zl, Zy)| Boasn— oo, and
N
the lemma is proved. °

J Proof of Theorem 3.2

We will need the following lemma:

Lemma J.1 Under the assumptions in Theorem 3.2, we have that ]P’[EN > Ry] — 1.
Proof : Let N € N. From (32), we have that

inf (A\j — Aji1) > iIgN(Aj — A1) — 20z > (14 8)ny — 2477,

J<RnN

and the proof ends because (34) and the fact that gy > N~/% imply that P[ény — 2Az > 0] — 1. o

In this setting, recall that L, = 0 and Lg < oo (see (c¢) in Theorem 2.2). We will only prove part b); part

a) being similar. W.l.o.g. we will assume that h = 1 and k = 2. Remember that for every Z,, Z,, we have
B z 1 BNz, - 2,,4,)°

Z 27¢]> andD (Zl,ZQ) Z< 1 A27¢]> )

= RN Aj

D

RN (Z17 Z2

10
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We are going to consider the function

Ry

3 7y — Zo, ;)2
D (20.2) = -3 B1 = 22 0)
N j=1 Aj
Obviously,
sup  |Dy (Z1,Zs) —L}S?‘ < sup ‘DRN(zl,zg) —DRN(zl,ZQ)‘

Z,eCl¥ Zyecy Z,eCy ZyeCy

+  sup |Dp (Z1,23) — Dy, (Z1,Zs)]
ZIEC{V7Z26C$[

+ sup |Dp, (Z1,Z2) — L§
Z1€C{V,Z2€Cé\]

= Tl +T2+T3

Lemma J.1, and equations (35) and (32) imply that there exists C' > 0 such that
P[Ry < Ry < ON'/5) — 1.

Consequently, with probability going to 1, it happens that
Dry(Z1,2Z2) < Dp (Z1,Z2) < Deniys(Za, Zz).

Since, by assumption (15), log N = o (}?\N) and trivially we have log N = o (CJ/\C/S), b) in Theorem 2.6

gives that T3 converges in probability to zero as N — co. Since Li? < oo, this fact implies that

sup  Dp (Z1,Z2) = Op(1). (42)
Z1€C{V,22€Cé\r

With respect to T3, we have

RN 2 N
1 Z, -7 DN = A
T2 S sup < 1 27¢]> ‘ J _ ]|
Z1€CN Z2€C RN —1 )‘j )\j

By .
|/\j — >‘j| —1/10
< LA AL sup Dp (Z1,Z3) = O,(N~Y19),
Z N ziecN zpecy !

where last equality follows from (42), (32), (34), (35) and (17).
Finally, given Z; € CY,Zy € CY, the Cauchy-Schwartz inequality and the fact that ||q2>]|| = ||¢;|| = 1 imply

RN ‘<Z1 - Z27(Z§j>2 - <Z1 - Z27¢j>2‘

~

Dy (21,Zy) - Dy, (2, Zz)‘

A
|
™

N i Aj

1 & ‘<Zl—Z27<5j—¢j> ‘<Z1—Z2,$y‘+¢j>‘

- szZ X,

j=1 j
Ry
< H —Zs ”2 1 Z ||¢] ¢]|| ||¢J + ¢J||
.7

= 2|Z; - ZQH HN.

11
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Moreover, the application of (33), (34), (36) and (17) gives that Hy = Op(N~/1°), which in turn is
equivalent to saying that there exists C' > 0 such that P[H,, < CN~'/19 — 1. This and the reasoning

leading to (28) imply that to prove T} it 0, it is enough to show that for every C' > 0
N2P |||Zy — Zs|]* > CN'Y10| = 0 as N — oo, (43)
where Z; and Z, came from distributions P; and P, respectively.

To show (43), notice that Z; — Zs follows a Gaussian distribution whose mean function is p; — o and its
covariance is X192 = X1 + Xo. Let 7; (with j € N) denote the ordered eigenvalues of ¥15. Consider a basis
composed by the eigenfunctions of X2, we denote by (11 — p2); the components of 111 — po in this basis and
{u;} is a sequence of i.i.d. real standard normal variables with j € N. Now, we have the following

1Z1 — Zo|* ~ Z (’Y;/Quj + (1 — Mz)j)2

Jj=1

I
M8

(W’j(U? — 1)+ + (1 — p2)F +2(u — M2)j’7;/2uj)

.
Il
_

|
\'M8

(753 = 1)+ 2011 = 127"y ) + trace(S12) + a1 — ol

<
Il
_

Notice that K := trace(X12) + |1 — pal|* < co. Thus,
B[1Z— Zol* > ON'P] = B3 (3408 1)+ 2 — )} ) > ONVO K
j=1

IN
~

ivj(uf -1)> % (CNl/lo —K)

Jj=1

= 1
+P Z(Ml - Mz)ﬂ;/zuj i (CNl/lO - K)
j=1
= P+ P. (44)

Obviously, § (CN/10 — K) — oco. Thus, eventually 3 (CN'/1 — K) > 1 and from Lemma G.1, we have
that
d
. 2
P < dli)lgolp jz_;’yj(uj -1)>

(N0 - K)| < 2exp (—81 (onio - K)) . (45)

1
2 71

Concerning to Ps, first notice that for every d € N, the real r.v. Z;l:l(m — /LQ)j’Y;/Q’LLj is centered normal,

d d
with variance equal to Z(m — ,uz)?’Yj <m Z(Ml - MQ)? < y1l|lp1 — p2||*. Therefore,
j=1 =1
d ) 1
. _ 1 2 ) - 1/10
P < dli)n;OIP’ Zl(,ul n2)v; "ug| > 1 (CN K)
=
1
< P [uv(o, D> —p— (CN1/10 - K)]
4y, "l — 2|

IA

\/Z exp (‘zwnml L (O - K)2> ’ (46)

where last inequality comes from (25) because, eventually 1 < (CNY/10 — K) /(4711/2Hp1 — p2|). Finally,
(44), (45), and (46) give (43) and consequently, T} B 0as N - . .

12
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Appendix |l: Additional Material

K Extension to non-Gaussian Processes

Obviously, non-Gaussian processes can also be mutually singular. In fact, Theorem 4.3 in Rao and Varadara-
jan (1963) contains a sufficient condition for this property to be satisfied. This allows us to consider the
possibility to extend previous results to cover non-Gaussian distributions. It is obvious that the developed
proofs can cover non-Gaussian distributions as long as they satisfy the due properties. In this subsection, we
state the properties a distribution should satisfy in order the proofs can be extended. Let P; and Py be two
probabilities on the Hilbert space H. Here, Z will denote a L3 [0, 1]-valued random element with distribution
1Py + 7Py for some T, me >0 with m + m = 1.

The basic assumption is the existence of a covariance of Z. We will also consider assumptions A.7 and A.2 (see
Section 3 of the main paper) and b € L]0, 1]. Given a positive-definite d x d matrix A4 and a d-dimensional
subspace Vy C Ls[0,1], we need to consider the d-dimensional random vector Uy = (Agq)~'/2(Z — b)4 and
the covariance matrix Sy = A;1/2ZdA;1/2, where ¥, is the covariance matrix of Z; and (Z — b)4 is the
projection on Vg of (Z —b) with d € N.

Let us write Uy — E[Uq] = (u',...,u?)T in the basis of the eigenvectors of Sy and let af, ..., a? denote the
eigenvalues of Sy. Therefore, u;/ af for 1 < i < d are real, standardised random variables which we need to
assume to be i.i.d. Similar properties must hold for the decomposition of Z in its eigenfunction basis (also
see Dai et al (2017)). We finally need two exponential inequalities as those stated in (25) of Lemma G.1.

L Discussion on GP Clustering for the ‘Location Only’ Case

We have some ideas to fix the problem with the ‘location only’ case. Recall the notation used in Subsection
2.1 of the main paper. As stated there, the problem in this case is that

d
2 1
D?Z(uv dHZ 1/2u—v H gz —>0asd—>oo

Our idea is to replace the terms in the sum with some others going to 0 slowly enough (or, if possible, not
converging to zero at all). To use this idea, our proposal is as follows:

d
r 1 - *_ 1 )?
D§§7 (u,v) := 3 H(Zd 1/2)7"(u - V) H =3 E —— withr el (47)

Here, I is the set of integers. In this article, we have studied the case when r =1, i.e., Dzd’

was not a strict requirement and we look into some possible scenarios below:

However, this

" (ui;rvi)2 < (ui—v;)*

i

o If r € {0,—1,—2,...}, assumption A.2 in the main paper trivially gives tha

3

z
eventually for large i, and consequently, D?d’r(u, V) B 0asd— .

V4
e When r € {2,3,...}, the transformation D?d " may be useful because 1/} will start to take high
values (recall assumption A.2) and this may lead to separation between the observations of corre-
sponding to different clusters.

Keeping the viewpoint stated above in mind, we consider the transformation D§§’4 (using r = 4 in (47)).
Numerical results for the difference in location only setting stated in Section 4 are reported below. We
have excluded Example II from this comparison because, as stated earlier, the two GPs have no difference
in their means.

13
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Table L.1: Adjusted Rand distances for different GPs with difference in location (with standard error in
brackets), taking r = 4 in (47).

GP | k-means funclust CL DHP CD
I 0.0001 0.0002 0.0001 0.0001 0.0012
(0.0001) (0.0001) (0.0001) (0.0000) (0.0002)
111 0.0646 0.0795 0.0945 0.1480 0.1649
(0.0015) (0.0009) (0.0045) (0.0047) (0.0017)
v 0.1606 0.0318 0.1015 0.0134 0.1257
(0.0007) (0.0003) (0.0000) (0.0004) (0.0019)

As expected, the performance of k-means is quite good in Examples I and III. Both DHP and CL also perform
z
quite well securing a first place in some cases. The proposed statistic DdZ“"4 shows significant improvement

z
(recall from part (c) of Theorem 2.2 that L, = 0 for the earlier transformation D?d ’1), and this is reflected
in the numerical figures of Table L.1.

z
Clearly, there is scope of further work with the proposed transformation D§d " for r € {2,3,...}, both
theoretically as well as numerically.

M  Review of the paper Delaigle et al (2019)

As stated, Delaigle et al (2019) is related to perfect clustering and it is the only paper on perfect clustering
we are aware of. In this section, we analyze the relation between our proposal and this paper.

The proposal by Delaigle et al (2019) is based on finding a finite-dimensional subspace in which the data are
projected, and clustering is done by applying a modification of the k-means algorithm on those projections.
A theoretical result related to perfect clustering is stated in Theorem 1 of this paper. In the homoscedastic
case, Delaigle et al (2019) gives an explicit expression of the subspace in which the data should be projected
(see Theorem 2 of this paper).

The technique proposed in this paper has some advantage over our proposal in the sense that they
can handle the homoscedastic (differences only in location) case. However, it suffers from sev-
eral limitations, the main one being that Delaigle et al (2019) is able to deal with mixtures
involving only two components. On the technical side, the theory of Delaigle et al (2019)
has some limitations. It requires to arbitrarily fix p € N. Then, the data are projected on a p-dimensional
subspace in which the clustering is to be done. New issues appear in the way in which the subspace should
be chosen, and the way in which the clusters can be constructed. According to Theorem 1 of this paper, the
generators of the subspace must be chosen in a finite set with cardinality a,, — oo as the sample size n — co.
Moreover, the partition of the data set must be chosen between those in a finite set of Voronoi tessellations of
RP with cardinality b,, — oo as n — co. Additionally, the result needs technical conditions like the existence
of some ¢ € (0,1) such that for every C' > 0 it happens that a?b,, exp(—Cn®) — co as n — oo.

N  Full Numerical Results

Full results for two scenarios are given below.

Full result for the location only case (using the transformation D?‘“l stated in Section L of Appendix II)
is given next.

R codes for our clustering methods are available from this link: GP clustering.

14
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Table N.1: Adjusted Rand distances for different GPs with difference in location and scale (with standard
error in brackets).

GP | CD-k-means CD-Spectral CD-mclust CL1 CL2 DHP1 DHP2
I 0.1678 0.0082 0.0001 0.0239 0.0554 0.8386 0.0818
(0.0010) (0.0002) (0.0001) (0.0007) (0.0005) (0.0064) (0.0025)
11 0.9858 0.9847 0.4240 0.5767 0.9967 0.5470 0.5149
(0.0003) (0.0004) (0.0030) (0.0045) (0.0018) (0.0047) (0.0049)
111 0.4191 0.9857 0.0625 0.2891 0.9962 0.4137 0.5613
(0.0042) (0.0099) (0.0006) (0.0000) (0.0000) (0.0054) (0.0060)
v 0.0316 0.0000 0.0000 0.1833 0.6660 0.1379 0.5211
(0.0001) (0.0000) (0.0000) (0.0000) (0.0000) (0.0033) (0.0061)

Table N.2: Adjusted Rand distances for different GPs with difference only in scales (with standard error in
brackets).

GP | CD-k-means CD-Spectral CD-mclust CL1 CL2 DHP 1 DHP2
T 0.0063 0.0001 0.0000 0.8269 1.0017 0.9989 0.9966
(0.0002) (0.0001) (0.0000) (0.0000) (0.0000) (0.0005) (0.0008)

11 0.0091 0.0100 0.0084 0.9065 1.0019 1.0001 0.9999
(0.0010) (0.0019) (0.0003) (0.0007) (0.0005) (0.0002) (0.0003)

111 0.5549 0.9805 0.0856 0.9994 0.9998 0.9984 0.9967
(0.0052) (0.0099) (0.0006) (0.0000) (0.0000) (0.0004) (0.0007)

v 0.0102 0.0014 0.0005 0.8464 0.9928 0.9994 0.9980
(0.0021) (0.0013) (0.0004) (0.0000) (0.0000) (0.0003) (0.0006)

Table N.3: Adjusted Rand distances for different GPs with difference in locations (with standard error in
brackets).

GP | CD-k-means CD-Spectral CD-mclust C1 C2 DHP1 DHP2
I 0.0012 0.0814 0.0016 0.0001 0.0001 0.9896 0.0001
(0.0002) (0.0272) (0.0003) (0.0000) (0.0000) (0.0001) (0.0001)

III 0.1649 0.3660 0.3007 0.0945 0.9975 0.1480 0.1623
(0.0017) (0.0076) (0.0024) (0.0010) (0.0043) (0.0047) (0.0075)

v 0.1257 0.3777 0.1784 0.1015 0.9001 0.0134 0.1473
(0.0019) (0.0085) (0.0021) (0.0000) (0.0000) (0.0004) (0.0039)
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