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Abstract

Large Language Models (LLMs) have made
significant contributions to cognitive science
research. One area of application is narrative
understanding. Sap et al. (2022) introduced
sequentiality, an LLM-derived measure that as-
sesses the coherence of a story based on word
probability distributions. They reported that
recalled stories flowed less sequentially than
imagined stories. However, the robustness and
generalizability of this narrative flow measure
remain unverified. To assess generalizability,
we apply sequentiality derived from three dif-
ferent LLMs to a new dataset of matched auto-
biographical and biographical paragraphs. Con-
trary to previous results, we fail to find a signif-
icant difference in narrative flow between auto-
biographies and biographies. Further investiga-
tion reveals biases in the original data collection
process, where topic selection systematically
influences sequentiality scores. Adjusting for
these biases substantially reduces the originally
reported effect size. A validation exercise using
LLM-generated stories with “good” and “poor”
flow further highlights the flaws in the origi-
nal formulation of sequentiality. Our findings
suggest that LLM-based narrative flow quantifi-
cation is susceptible to methodological artifacts.
Finally, we provide some suggestions for mod-
ifying the sequentiality formula to accurately
capture narrative flow.

1 Introduction

The advent of Large Language Models (LLMs)
over the last few years has fundamentally changed
the landscape of language and cognitive research as
we know it (Zhao et al., 2023). These models have
gotten sophisticated to the point where the debate
now is whether they display emergent properties
(Wei et al., 2022). LLMs can solve real-world prob-
lems ranging from code synthesis (Nijkamp et al.,
2022) to lie detection (Loconte et al., 2023). Such
advances have further motivated research using

these models to gain insight into human behav-
ior and cognition (Demszky et al., 2023; Mihalcea
et al., 2024). While LLMs are impressive, rigorous
use of statistics and better metrics have previously
demonstrated that initial claims about their capa-
bilities were overblown (Schaeffer et al., 2023).
Narrative understanding is one important area of
human cognition that finds a natural application
for LLMs. In this study, we rigorously assess a re-
cently proposed LLM-derived measure of narrative
flow (Sap et al., 2022) and find that methodologi-
cal biases drive a large part of the original results.
We discuss conceptual issues with the original for-
mulation and propose some ways to address these
biases. We expect that our analytical approach
comprising both conceptual and direct replications,
with appropriate randomization procedures in the
evaluation pipeline, will serve as a template for
future assessments of LLM-derived measures of
human cognition.

Narrative understanding has historically been
hindered due to difficulty in quantifying narrative
elements in texts at scale (Toubia et al., 2021). Sap
et al. (2022) introduced sequentiality, a measure
of how well an LLM predicts sentences in a narra-
tive based on the preceding sentences and the topic
(i.e., context), compared to predictions based on the
topic alone. This relative measure, averaged over
all sentences in a story, characterizes the narrative
flow, that is, the organization of the sequence of
events and how well they progress from one to the
next. This formulation was a breakthrough as the
measure considered the entire story in its whole
context, whereas previous methods relied on either
detecting certain words from sentences (Sims et al.,
2019; Li et al., 2013) or tracking particular ele-
ments over time in stories (e.g., sentiment, emotion,
categories of words, or sentence embeddings (Rea-
gan et al., 2016; Boyd et al., 2020; Toubia et al.,
2021)). Specifically, Sap et al. (2022) captured
signatures of episodic memory retrieval in narra-



tives by contrasting the sequentiality of a “recalled”
narrative (a story that happened to person A) ver-
sus an “imagined” narrative (a story that person
B made up given the topic of person A's recalled
narrative). Recalled stories were less sequential
compared to imagined ones, suggesting that spon-
taneously recalled stories deviate more from the
schema of the event due to recalled events possi-
bly triggering memories of other events. Imagined
stories, on the other hand, stick to themes that are
predictable from the event schema. The work of
Sap et al. (2022) was seminal, inspiring multiple
studies that directly incorporated their sequentiality
metric (Cohen et al., 2025; Cornell et al., 2023) and
numerous others (Demszky et al., 2023; Mihalcea
et al., 2024; Piper et al., 2023) that built upon its
�ndings as a foundational result.

However, LLM-based research is prone to biases
(Gallegos et al., 2024; Zhou et al., 2024). A large
body of recent NLP research is dedicated to evalu-
ating biases already inherent in LLMs in different
domains (Yeh et al., 2023; Huang et al., 2024) and
to evaluating biases in methods and metrics that
utilize LLMs (Lin et al., 2025; Hu et al., 2024;
Zheng et al., 2023; Ni et al., 2024). Broadly, we
can classify the biases in the �eld as i) methodolog-
ical ones - where the bias exists in how the methods
were framed, overlooking some aspects of the prob-
lem or favoring certain assumptions, and ii) data-
driven biases, which arise from the dataset used
and manifest in ways speci�c to the task at hand,
in�uencing model predictions based on patterns,
imbalances, or artifacts present in the underlying
datasets (Yeh et al., 2023). We propose to evaluate
Sap et al. (2022) for methodological biases, by eval-
uating theirsequentialitymetric as is on an entirely
different curated dataset of matched autobiogra-
phies and biographies (analogous to “recalled” and
“imagined” stories from Sap et al. (2022)) to see if
we can capture the same difference across the two
groups demonstrating properties of episodic mem-
ory retrieval. A successful replication of the results
on a dataset from a conceptually similar domain
would ameliorate concerns of bias by demonstrat-
ing generalizability.

To further assess methodological biases in Sap
et al. (2022), we examine the generalizability of
their �ndings across different LLMs. Since these
prior experiments were conducted, the LLM land-
scape has evolved rapidly, with the development of
signi�cantly more advanced models (Zhao et al.,
2023). These newer models have been trained on

larger and more diverse datasets spanning multi-
ple domains and incorporate key advancements
such as alignment techniques (Rafailov et al., 2023;
Ouyang et al., 2022). As a result, they may of-
fer a more human-representative estimation ofse-
quentiality. We experiment with several open-
source and cutting-edge models such as LLaMa-
3.1 (Gratta�ori et al., 2024), Qwen-2.5 (Yang et al.,
2024) and Falcon3 (Team, 2024) by �rst replicating
the analysis on the original Sap et al. (2022) data
to ensure parity.

Then, we consider the possibility that data-
driven biases drive the originalsequentialityresults.
Models applied to biased data will produce biased
outcomes. We need to ensure that there are no con-
founds in the data that can explain the results before
we make claims about complex measures such as
narrative �ow being a useful metric for various
downstream applications. We discover a possible
data-driven bias in how topics are collected and
�nd that this bias directly in�uences the results. On
correcting this data-driven bias using randomiza-
tion techniques, we �nd a signi�cantly decreased
effect size from the original �nding.

Apart from data-driven biases, there are concerns
about the formulation itself that contains both a
topic-driven term and a contextual term (that incor-
porates the topic in it as well). Sap et al. (2022) did
not attempt to validate the formula on stories that
are known to have good/poor narrative �ow. There-
fore, to further assess thesequentialityformulation,
we conduct a small-scale experiment of generating
stories that exhibit visibly good and poor narrative
�ow and apply the sequentiality measure to these
stories. We do not �nd the expected sequentiality
difference between the two group of stories. This
further reinforces our concerns with thesequential-
ity formulation.

Our contributions in this study are fourfold - 1)
we curate a dataset of matched autobiographical
and biographical accounts and attempt toconcep-
tually replicate Sap et al.'s (2022) sequentiality
measure; 2) wedirectly replicate their results on
the original dataset using more modern LLMs to en-
sure generalizability; 3) we demonstrate a method-
ological bias that when corrected leads to a much
smaller effect size than originally claimed; 4) we
demonstrate that even after removing the method-
ological bias emanating from the topic, the for-
mulation does not work for stories generated with
explicit good and poor narrative �ow. We conclude
thatsequentiality, as originally formulated, is not



an appropriate measure to compute narrative �ow
of a story.

2 Methods

2.1 Datasets

2.1.1 Hippocorpus

Hippocorpus1, used in Sap et al.'s (2022) original
study, consists of6854stories collected by crowd
sourcing from Amazon Mechanical Turk (MTurk)
human workers. The dataset consists of three dif-
ferent categories of stories (recalled, retold, and
imagined), but we only use two - the recalled and
imagined stories. The recalled group consists of
stories written by the workers ranging from 15-25
sentences about a memorable or salient event that
they experienced in the past 6 months. The same
workers also provided 2-3 sentence summaries that
served as the topics of these stories. The imagined
group consists of stories written by another set of
workers who are given the summaries from the re-
called group and told to write an imagined story
about the same topics.

Hippocorpus contained more than one imagined
story for some topics. We restrict our analysis
to topics that had exactly one recalled and one
imagined story. We obtained 2395 such matched
recalled-imagined story pairs. The recalled stories
had an average of18:5 sentences and277:5 words
and the imagined stories had an average of17:7
sentences and240:1 words.

2.1.2 Autobiography-Biography Dataset

We collected autobiography-biography book pairs
on the lives of63 distinct individuals (126books
in total). Paragraphs in the books were embed-
ded usinggte-base-en-v1.5(Zhang et al., 2024).
We used these embeddings to match paragraphs
for thematic content across the autobiography and
biography of any given personality to obtain au-
tobiographical and biographical narratives of the
same events. We retained auto-bio paragraph pairs
with cosine similarity> 0:7 ensuring alignment of
thematic content, while avoiding verbatim overlap
using a ROUGE-L threshold< 0:4 (Lin, 2004). An
auto-bio book pair was retained only if it contained
> 25pairs of paragraphs meeting the above criteria
for semantic similarity.4175story pairs from38
pairs (76books) matched all the criteria and were
retained for further analysis. The autobiographical

1https://www.microsoft.com/en-us/download/
details.aspx?id=105291

paragraphs contained an average of7:0 sentences
and116:8 words and the biographical paragraphs
contained an average of8:2 sentences and136:0
words. Examples of matched auto-bio paragraph
pairs and information about the books retained in
the dataset can be found Appendix A.

2.1.3 Synthetic “Good” and “Poor” Flow
Stories for Validating Sequentiality

Given that the sequentiality formulation was pro-
posed but not validated using “ground-truth” stories
by Sap et al. (2022), we attempt to validate the mea-
sure by prompting an LLM to generate stories with
“good �ow” and “poor �ow”(see Appendix E for
examples of generated stories and Appendix B.3
for the prompt used). We usedMistral-7B-Instruct-
v0.2-AWQ(Jiang et al., 2023) (henceforthMistral)
to generate these stories, given randomly sampled
topics from the Hippocorpus dataset. We manu-
ally veri�ed and �ltered the generated stories to
ensure agreement with their respective �ow labels
(“good” or “poor”) before computing their sequen-
tiality scores.

As illustrated in Fig. 1, our analytical approach
begins by prompting a high-performing LLM to
generate a topic for each paragraph before com-
puting thesequentialityof each paragraph. The
details of topic generation and the sequentiality
formulation are provided below.

2.2 Topic Generation

Topics were generated usingMistral for a given
paragraph/story. The model was given a struc-
tured prompt containing a de�nition of topic as
the “main idea of a paragraph,” an example para-
graph and topic (see Appendix B.1 for the example
and prompt), and an instruction to return the topic
in one to two sentences. We refer to this strategy
as “one-shot prompting” and use this as the default
topic generation strategy throughout this study un-
less speci�ed otherwise. A small minority of the
responses (< 5%) did not strictly adhere to the in-
structions to return just the topic. The additional
paragraphs generated, providing additional context
or justi�cation for the choice of the topic, were
discarded, retaining only the generated topic.

As we will see in the next subsection, the sequen-
tiality formula has a topic-driven term and a contex-
tual term. In Sap et al.'s (2022) dataset, the topics
are written only by the recalled group and they re-
port that sentences in the recalled stories are better
predicted by the topic compared to the sentences in



Figure 1: Overview of the methodology and analysis pipeline.

the imagined stories. Critically, they report no sig-
ni�cant differences in the contextual term between
recalled and imagined stories. To evaluate potential
topic-driven bias in these results, we select topics
in three different ways in our direct replication:
i) exclusively generated from the autobiographi-
cal/recalled stories, ii) exclusively generated from
the biographical/imagined story, and iii) generated
from a story that is randomly selected from the
autobiography/recalled or biographical/imagined
group. The third approach guards against potential
bias due to selecting topics from only one group.

To ensure that our results are not speci�c to the
topic generation strategy described above, we re-
peat the analysis using an alternative method. In
this approach, we generate topics using a zero-shot
strategy, where the model receives only a prompt
without examples, based on the instructions in Sap
et al. (2022) (see Appendix B.2 for the prompt). We
evaluate the effect of this strategy on sequential-
ity difference across groups in the most unbiased
condition (i.e., randomly selecting topics from ei-
ther group) and compare it against the results we
obtained with the default one-shot strategy.

2.3 Sequentiality

Following Sap et al. (2022), we usesequentiality
to quantify the extent to which the ideas/sentences
in a story proceed in a well-organized sequence.
Sequentiality of a sentencesi compares the likeli-
hood of the sentence under two probabilistic mod-
els: i) atopic-driven model, which assumes that
the sentence is generated conditioned only on the
overarching theme (topic) of the story, denoted by
T , and ii) acontext-driven model, which assumes
that the sentence depends on both the themeT and
the preceding sentencess0:i � 1.

Sequentiality ofsi is computed as the differ-
ence in negative log-likelihoods between the topic
(NLL T ) and contextual (NLL C) models:

� `(si ) = �
1

jsi j

h
logpLM (si j T)
| {z }

topic-driven

� logpLM (si j T; s0:i � 1)
| {z }

contextual

i
;

(1)

where the log-probability of a sentences given
some contextC (e.g., topic T and preceding
sentencess0:i � 1) is the sum of log-probabilities
of its tokens wt given the same context:
logpLM (sjC) =

P
t logpLM (wt jC; w0:t � 1); and

the likelihoods are normalized by sentence length
jsi j. Finally, the sequentiality of a paragraph is
computed by averaging the sequentiality of all
the sentences in the paragraph. Higher values of
sequentiality are taken to indicate that sentences
are highly predictable from the topic and context
of the unfolding story whereas lower values indi-
cate greater deviation from the ideas predicted by
the preceding sentences. However, we note here
that true sequentiality differences between stories
should be driven primarily byNLL C with NLL T

providing a “baseline” topic-based likelihood. If
results are primarily driven by signi�cant differ-
ences in the topic-based likelihood with no differ-
ences in the contextual likelihood, as in Sap et al.
(2022), the measure would be incongruent with the
intuitive concept of “sequentiality” as a measure of
�ow from the preceding context. Sap et al. (2022)'s
main argument seems to rest on the difference in
effect sizes between the overall sequentiality mea-
sure and the topic-term. Therefore, we compute
the effect sizes associated with overall sequentiality,



NLL T , andNLL C to make our arguments.
We estimated the likelihoods using three differ-

ent models, (i)Meta-Llama-3.1-8B-Instruct-AWQ-
INT4 (henceforth Llama-3.1), (ii)Qwen2.5-7B-
Instruct-AWQ(henceforth Qwen-2.5), and (iii)
Falcon3-10B-Instruct-AWQ(henceforth Falcon3),
all of which are trained on extensive high-quality
text corpora featuring web, code, STEM, and cu-
rated high-quality and multilingual data. We used
these different models to test whether results are
model-dependent. We conduct our main analysis
with the model producing the closest direct replica-
tion of Sap et al.'s (2022) inferences on their own
dataset.

2.4 Statistical Analysis

For comparing sequentiality and its constituent
terms across the two groups, we use a paired t-
test and report the t-statistic, p-value, degrees of
freedom (df) and Cohen's d (effect size). We em-
phasize Cohen's d over p-values because given a
dataset of this size, statistical signi�cance could
be trivial if not weighted properly with the corre-
sponding effect size (Sullivan and Feinn, 2012).

3 Conceptual Replication

We computed the sequentiality of matched pairs
of autobiographical and biographical paragraphs
in our curated dataset and compared them using
a paired t-test. We randomly pick one of the two
paragraphs from a given pair of paragraphs to pass
to an LLM to generate a topic for the sequentiality
computation. We �nd no signi�cant sequentiality
differences between topic-matched biographical
and autobiographical paragraphs(t = 0 :11; p =
0:90; d = 0 :001; df = 4174) using LLaMa-3.1
(Fig. 2). Even after aggregating the scores for
each personality, we do not �nd a signi�cant dif-
ference across biographies and autobiographies
(t = � 1:22; p = 0 :23; d = 0 :19; df = 37) .

To evaluate whether this result was speci�c to
the LLM we used, we experimented with two other
high-performing LLMs,Qwen-2.5andFalcon3and
report our results in Tab. 1. All the models dis-
play either no statistically signi�cant differences
between the groups or a statistically signi�cant dif-
ference but with a negligible effect size. Clearly,
none of the models replicate the large differences
reported in Sap et al. (2022). Our conceptual repli-
cation could have failed due to one or more of three
reasons - 1) the autobiographies in our dataset have

d = +0.001

Figure 2: Distribution of sequentiality scores for topic-
matched autobiographical and biographical paragraphs.
d represents Cohen's d (effect size)

Model t-stat p-val Cohen's d

LLaMa-3.1 0.11 0.90 0.001
Falcon3 3.05 0.001 0.047

Qwen-2.5 0.76 0.44 0.014

Table 1: Results of a paired t-test comparing sequential-
ity of biographical and autobiographical stories across
three different LLMs.

potentially undergone heavy editing (or ghost writ-
ing) and multiple passes by the author resulting
in a more narrativized version that doesn't contain
any trace of autobiographical memory retrieval, 2)
our implementation of sequentiality calculation is
�awed, 3) the original analysis was biased in some
way. While it is dif�cult to evaluate the effect of
editing in the dataset, our implementation can be
veri�ed by directly applying it to the Hippocorpus
dataset to replicate Sap et al.'s (2022) results. Fur-
thermore, as part of this direct replication, we can
also examine the impact of slightly different but
conceptually valid methodological choices on the
original results.

4 Direct Replication

4.1 Original Topics

To verify that the failure to replicate the origi-
nal result is not due to an implementation dif-
ference/error or due to speci�city of the LLM
used for the task, we compute sequentiality of
the stories in the original Hippocorpus dataset.
Using the same story pairs and topics they col-
lected, we replicate their �nding that imagined sto-
ries �ow more sequentially than recalled stories



d = +0.57

Figure 3: Distribution of sequentiality scores for re-
called and imagined stories, given human-generated top-
ics from the Hippocorpus dataset. d represents Cohen's
d (effect size)

(t = 28:29; p < 0:001; d = 0 :57; df = 2394) us-
ing LLaMa-3.1 (Fig. 3). We also examine the differ-
ence between the topic-driven(t = � 19:48; p <
0:001; d = 0 :39; df = 2394) and contextual terms
(t = � 2:24; p = 0 :02; d = 0 :04; df = 2394) from
Eq. (1) and, similarly to the original study, �nd a
sizeable difference in the topic-driven term but not
in the context-driven term. We repeat the analysis
using different LLMs (Qwen-2.5 and Falcon3) and
report similar results in Tab. 2.

These results indicate that the sequentiality mea-
sure generalizes to different LLMs and veri�es that
our implementation of sequentiality works. How-
ever, this “replication” does not fully alleviate con-
cerns about the formulation or the potential for bias
driving the original results. Sap et al. (2022) re-
ported that the difference between the two groups
was predominantly driven by the topic-driven term
in Eq (1) and not the contextual term. While we
replicated the same patterns, we also notice that the
contextual term shows a slight difference in the op-
posite direction, i.e., recalled sentences �ow better
from the context of the unfolding story compared
to the sentences in the imagined stories. This obser-
vation, combined with the fact the topic for these
stories are provided only by the recalled group and
not the imagined group, points towards a poten-
tial source of bias. To further assess this potential
bias, we replaced the human-generated topics/sum-
maries with LLM-generated topics but using i) only
the recalled stories, ii) only the imagined stories,
and iii) stories randomly sampled from the recalled
and imagined conditions as input for topic genera-
tion. We expect these three conceptually equivalent

ways of picking topics to yield similar results if
there is no bias from the topic term.

4.2 Different Topic Generation Strategies

We �nd drastically different sequentiality patterns
depending on how the topics are generated. We
report results for LLaMa-3.1 since it displayed the
largest difference (i.e. replicated Sap et al.'s (2022)
results the best) between the groups in the previous
section. We report results from the other models in
Appendix C.

On generating topics using the imagined sto-
ries, which is a valid way of choosing topics since
both recalled and imagined stories are about the
same themes, we �nd that recalled stories are more
sequential than imagined ones (t = � 4:91; p <
0:001; d = 0 :10; df = 2394; Fig. 4a), completely
�ipping the direction of the original results. The
topic-driven differences (t = 5 :63; p < 0:001; d =
0:11; df = 2394) and context-driven differences
(t = 3 :11; p = 0 :001; d = 0 :06; df = 2394) have
also changed directions, compared to the results in
Tab. 2.

On the other hand, when generating topics using
the recalled stories as in the original work, we �nd
that the imagined stories �ow more sequentially
than the recalled ones (t = 18:27; p < 0:001; d =
0:37; df = 2394, Fig. 4b), albeit the effect size
is smaller than when using the original human-
generated topics (d = 0 :37 vs d = 0 :57). We
also observe that the directions of the topic-driven
(t = � 15:44; p < 0:001; d = 0 :31; df = 2339)
and context-driven(t = � 3:59; p < 0:001; d =
0:07; df = 2360) differences replicate what were
originally reported. Critically, we note here that
the effect size differences between the overall se-
quentiality measure (d = 0 :37) and topic-driven
NLL (d = 0 :31) are not as stark as the original �nd-
ings, likely due to the topics being generated by an
LLM rather than the same humans who recalled
the stories. This result already calls into question
the validity of the overall sequentiality measure if
the observed differences are driven almost entirely
by the topic term.

A conceptually equivalent way of generating top-
ics completely �ipping the results reported origi-
nally strongly indicates bias from the topic-driven
term in the sequentiality measure. When the same
people who recalled events from their lives also
generate summaries that are used as the topics in
the analysis, it should be expected that the sen-
tences in the recalled stories would be signi�cantly
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