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Abstract

In the age of mobile internet, user data, often001
referred to as memories, is continuously gen-002
erated on personal devices. Effectively manag-003
ing and utilizing this data to deliver services004
to users is a compelling research topic. In005
this paper, we introduce a novel task of craft-006
ing personalized agents powered by large lan-007
guage models (LLMs), which utilize a user’s008
smartphone memories to enhance downstream009
applications with advanced LLM capabilities.010
To achieve this goal, we introduce EMG-RAG, a011
solution that combines Retrieval-Augmented012
Generation (RAG) techniques with an Editable013
Memory Graph (EMG). This approach is fur-014
ther optimized using Reinforcement Learning015
to address three distinct challenges: data col-016
lection, editability, and selectability. Extensive017
experiments on a real-world dataset validate018
the effectiveness of EMG-RAG, achieving an im-019
provement of approximately 10% over the best020
existing approach. Additionally, the personal-021
ized agents have been transferred into a real022
smartphone AI assistant, which leads to en-023
hanced usability.024

1 Introduction025

In the era of mobile internet, personal information026

is constantly being generated on smartphones. This027

data, referred to as personal memories, is often028

scattered across everyday conversations with AI029

assistants (e.g., Apple’s Siri), or within a user’s030

apps (e.g., screenshots), including emails, calen-031

dars, location histories, travel activities, and more.032

As a result, managing and utilizing these personal033

memories to provide services for users becomes a034

challenging yet attractive task. With the emergence035

of advanced large language models (LLMs), new036

opportunities arise to leverage their semantic un-037

derstanding and reasoning capabilities to develop038

personal LLM-driven AI assistants.039

Motivated by this trend, we study the problem040

of crafting personalized agents that enhance the AI041

assistants with the capabilities of LLMs by lever- 042

aging users’ memories on smartphones. Unlike 043

existing personal LLM agents (Li et al., 2024b), 044

such as those designed for psychological counsel- 045

ing (Zhong et al., 2024), housekeeping (Han et al., 046

2024), and medical assistance (Zhang et al., 2023), 047

the personalized agents face unique challenges due 048

to practical scenarios and remains relatively unex- 049

plored in current methods. 050

These challenges can be summarized below. 051

(1) Data Collection: Personal memories should en- 052

compass valuable information about a user. Extract- 053

ing these memories from everyday trivial conver- 054

sations presents unique challenges in data collec- 055

tion, especially considering that existing datasets 056

like personalized chats sourced through crowd- 057

sourcing (Zhang et al., 2018) or psychological di- 058

alogues (Zhong et al., 2024) lack this property. 059

Moreover, constructing annotated data, such as QA 060

pairs, is essential for enabling effective training 061

of personalized agents. (2) Editability: Personal 062

memories are dynamic and continuously evolving, 063

requiring three types of editable operations: inser- 064

tion, deletion, and replacement. For example, 1) 065

insertion occurs when new memories are added; 066

2) deletion is necessary for time-sensitive memo- 067

ries, such as a hotel voucher that expires and needs 068

to be removed; 3) replacement is required when 069

an existing memory, such as a flight booking, un- 070

dergoes a change in departure time and needs up- 071

dating. Therefore, a carefully designed memory 072

data structure is essential to support this editability. 073

(3) Selectability: To enable the memory data ser- 074

vices for real-world applications, it often requires 075

querying a combination of multiple memories. For 076

example, in a QA scenario (illustrated in Table 1), 077

the AI assistant answering a question about “a sec- 078

retary’s boss’s flight departure time” needs several 079

memories: the secretary booked a flight to Ams- 080

terdam for her boss (M1); the flight’s number is 081

EK349 (M2); the departure time for EK349 is at 082
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01:40 on 2024-05-12 (M4). To achieve this, one083

intuitive approach is to use Retrieval-Augmented084

Generation (RAG) (Lewis et al., 2020) to find rel-085

evant memories and form a context that is fed086

into a LLM to generate answers. Here, we dis-087

cuss two potential solutions and their limitations,088

which motivate the proposed solution. 1) Needles089

in a Haystack (NiaH) (Briakou et al., 2023): it090

organizes all memories into a single context (the091

“Haystack”) and inputs this into a LLM, relying on092

the capability of a LLM itself to identify relevant093

memories (the “Needles”) for generating an answer.094

However, this method incurs significant overhead095

by extending the LLM’s context window and intro-096

duces noise from irrelevant memories, hindering097

the LLM’s ability to generate accurate answers.098

2) Advanced RAG (Wang et al., 2024; Ma et al.,099

2023): many advanced RAG techniques still rely100

on Top-K retrieval to identify relevant memories.101

However, a fixed parameter K may limit the LLM’s102

ability to uncover all relevant memories, especially103

for the questions requiring diverse memory combi-104

nations. Thus, an adaptive selection mechanism is105

essential for the personalized applications.106

To this end, we introduce a new solution called107

EMG-RAG, which presents the first attempt of its108

kind to address these challenges. We discuss the109

solution along with the rationales behind it below.110

For (1), we utilize a business dataset collected from111

a real AI assistant, which includes daily conver-112

sations with the assistant, and users’ app screen-113

shots, to extract personal memories. Specifically,114

we leverage the capabilities of GPT-4 (OpenAI,115

2023) to clean the raw data into memories. We116

organize the memories chronologically, and then117

use GPT-4 to generate QA pairs within each ses-118

sion (a set of consecutive memories). We also119

tag the memories involved in generating these QA120

pairs, which are then used for subsequent training121

purposes. For (2), we introduce a three-layer data122

structure, called Editable Memory Graph (EMG).123

The first two layers form a tree structure in accor-124

dance with the business scopes, while the third125

layer consists of a user’s memory graph parsed126

from the memory data. This design is motivated127

by three considerations: 1) the tree structure allows128

for partitioned management of various memory cat-129

egories, facilitating expansion to other categories;130

and 2) memory data is partitioned under different131

categories, with the graph structure to capture their132

complex relationships, and 3) this enables efficient133

retrieval to locate specific memories for editing, by 134

searching within relevant partitions rather than the 135

entire dataset. For (3), we introduce a reinforce- 136

ment learning (RL) agent that adaptively selects 137

memories on the EMG, without being constrained 138

to a fixed Top-K approach. The rationale of us- 139

ing RL resembles a boosting process. Specifically, 140

when the agent selects relevant memories (actions), 141

it prompts a LLM (frozen) to generate improved 142

answers. The quality of these answers is evalu- 143

ated by a downstream task metric (reward), which 144

then guides the agent to refine its policy for better 145

memory selection. This results in an end-to-end op- 146

timization process aimed at achieving the desired 147

goal for downstream tasks. 148

Overall, we make the following contributions. 149

(1) We introduce a novel task of crafting LLM- 150

driven personalized agents, leveraging users’ per- 151

sonal memories to enhance their experience 152

through LLM capabilities. This task differs from 153

existing personal LLM agents in three key chal- 154

lenges: data collection, editability, and selectabil- 155

ity. (2) We propose EMG-RAG, a novel solution that 156

combines EMG and RAG to address the three chal- 157

lenges. We show that it enables an end-to-end op- 158

timization process through reinforcement learning 159

to achieve the goal of personalized agents. (3) We 160

conduct extensive experiments on a real-world busi- 161

ness dataset across various LLM architectures and 162

RAG methods for three downstream applications: 163

question answering, autofill forms, and user ser- 164

vices. Our approach demonstrates improvements 165

of approximately 10.6%, 9.5%, and 9.7% over the 166

best existing approach for these tasks, respectively. 167

Moreover, the personalized agents have been trans- 168

ferred into an AI assistant product, resulting in a 169

notable improvement in user experience. 170

2 Related Work 171

Personalized Dialogue System. To develop a per- 172

sonalized dialogue system (PDS), the PersonaChat 173

dataset (Zhang et al., 2018) is collected through 174

crowdsourcing, which comprises Personas (each 175

persona is defined by a set of profile sentences) and 176

Chats (each chat is collected by two crowdwork- 177

ers with two randomly assigned personas). Based 178

on the dataset, various techniques have been stud- 179

ied to address challenges in PDS, including mu- 180

tual persona perception (Liu et al., 2020; Xu et al., 181

2022a; Kim et al., 2020), persona-sparsity (Song 182

et al., 2021; Welch et al., 2022), long-term persona 183
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memory (Xu et al., 2022b; Zhong et al., 2024),184

etc. For example, P2BOT (Liu et al., 2020) is185

a GPT-based framework (Radford et al., 2018),186

specifically designed to enrich personalized dia-187

logue generation through mutual persona percep-188

tion. It aims to model the underlying understanding,189

such as character traits, within a conversation to190

facilitate mutual acquaintance between interlocu-191

tors. In addition, a PDS can be further enhanced by192

integrating internal reasoning techniques (Hongru193

et al., 2023) or external acting techniques (Wang194

et al., 2023b), which aim to generate more per-195

sonalized and factual responses. In this study, we196

construct user-personalized agents using practical197

memory data gathered from smartphone AI assis-198

tants. Leveraging these agents, we introduce three199

distinct applications: question answering, autofill200

forms, and user services.201

Retrieval-Augmented Generation on Knowledge202

Graph. We review the literature on RAG on203

knowledge graphs across various tasks, including204

KBQA (Ye et al., 2021; Das et al., 2021; Wang205

et al., 2023a; Shu et al., 2022), open-domain sce-206

narios (Yang et al., 2023), table-related tasks (Jiang207

et al., 2023), human-machine conversation (Zhang208

et al., 2020), and image captioning (Hu et al., 2023).209

This paper (Zhao et al., 2024) provides a detailed210

survey on these tasks with RAG techniques. Specif-211

ically, TIARA (Shu et al., 2022) stands out as a212

KBQA model employing multi-grained retrieval213

(entities, logical forms, and schema items) from214

knowledge graphs. This approach aids pre-trained215

language models in mitigating generation errors.216

In this study, we introduce a novel EMG structure217

to manage users’ personal memories. Further, we218

employ RL to model the RAG process, which opti-219

mizes the memory selection on the graph.220

Model Editing. Model editing represents a re-221

cent research area focused on correcting model222

predictions in light of evolving real-world dynam-223

ics. It edits the behavior of pre-trained language224

models within specific domains, and preserving225

performance across other domains without compro-226

mise. Some existing methods (De Cao et al., 2021;227

Mitchell et al., 2021) employ learnable model ed-228

itors, which are trained to predict the weights of229

the base model undergoing editing. Other meth-230

ods (Meng et al., 2022a,b; Li et al., 2024a) are231

designed to identify stored facts (such as specific232

neurons in the network) and adjust corresponding233

activations to reflect changed facts. Additionally,234

SERAC (Mitchell et al., 2022) utilizes an external 235

memory to store edits, adaptively altering the base 236

model’s predictions by retrieving relevant edits. In 237

our study, we leverage a LLM to focus on user 238

personal memories rather than global knowledge. 239

Additionally, we support dynamic user edits on 240

the EMG and utilize RAG with a frozen LLM to 241

respond to these changes. 242

3 Problem Statement 243

We study the problem of developing personalized 244

agents for users on smartphone AI assistant plat- 245

forms (such as Apple’s Siri or Samsung’s Bixby). 246

These agents are designed to assist users in perform- 247

ing personalized tasks, requiring the fulfillment of 248

the following two properties in practical scenarios: 249

- Editability: The responses from the agents may 250

be editable based on the users’ dynamic memory 251

data, which involves insertion, deletion, and re- 252

placement operations corresponding to different 253

usage scenarios, as illustrated in Figure 2(a). 254

- Selectability: The agents can select relevant 255

memories to respond to users’ queries, with some 256

queries requiring the combination of multiple 257

memories to generate responses through a base 258

language model, as illustrated in Figure 2(b). 259

By satisfying these properties, the agents aim 260

to enhance the user experience during interactions 261

with their smartphone AI assistants. These agents 262

offer essential functionalities to support personal- 263

ized applications, including question answering, 264

autofill forms, and user services like reminders for 265

important events and times, and travel navigation 266

(further details will be discussed in Section 4.4). 267

4 Methodology 268

4.1 Data Collection 269

The process entails (1) gathering raw data, such as 270

everyday conversations or screenshots from user 271

interactions with the smartphone AI assistants; (2) 272

extracting crucial information from this raw data, 273

referred to as memories (denoted by M ); and (3) 274

generating QA pairs (denoted by < Q,A >), and 275

outputting the required memories to facilitate this 276

pairing. For (1), we acquire data from real AI 277

assistant products and employ text processing tech- 278

niques like OCR to extract content from screen- 279

shots. Subsequently, for (2) and (3), we leverage 280

the capabilities of LLMs, such as GPT-4 (OpenAI, 281
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My boss is going to Amsterdam for a
business trip next month, and I need to
help him arrange the flight and hotel.
I suggest booking a conveniently
located hotel and confirming all travel
arrangements in advance.

I've already booked the EK349 flight for
my boss and the Crowne Plaza hotel
near Central Station. 

That's a very considerate arrangement.
The location of the hotel is indeed
convenient. The boss will be satisfied.

Booking Time 2024-04-15

Order number: I2109459340 

      Singapore — Amsterdam 

Emirates EK349 Changi1 
2024-05-12 01:40 

Completed

Order number: G0224031313 

       Crowne Plaza — Central Station 

1 Queen Bed Standard Accessible Breakfast 
2024-05-12 to 2024-05-18 

Completed

Figure 1: An example of data collection. Step-1: Raw data is gathered on smartphone AI assistant platforms, e.g.,
everyday conversations between users and assistants, and the extraction of app screenshot contents through OCR.

Table 1: An example of data collection. Step-2: GPT-4 generates memories from raw data. Step-3: GPT-4 forms
QA pairs using several memories, and produces the required memories, which are utilized for training the EMG-RAG.

Step-2: Memories (generated by GPT-4) Step-3: QA pairs with memories (generated by GPT-4)
M1: My boss is traveling to Amsterdam next month,
I assist with flight and hotel arrangements. Q: What time is my boss’s flight to Amsterdam?

A: Your boss flight EK349 departs at 01:40 on 2024-05-12.
Required memories: M1,M2,M4

M2: I booked the EK349 flight.
M3: I booked the Crowne Plaza near Central Station.
M4: The EK349 flight departs at 01:40 on 2024-05-12.

Q: When dose the hotel I booked for my boss start and end?
A: The Crowne Plaza reservation is from 2024-05-12 to 2024-05-18.
Required memories: M1,M3,M5

M5: The Crowne Plaza reservation is for
2024-05-12 to 2024-05-18.
M6: The Crowne Plaza reservation includes a Queen
Bed Standard Accessible room with breakfast.

2023), to extract key memories from the raw data282

and create QA pairs. These pairs serve the purpose283

of training personalized agents for the proposed284

EMG-RAG. To illustrate the collection process, we285

provide a running example in Figure 1 and Table 1,286

which involve the three primary steps. Further de-287

tails are outlined in Appendix A.1.288

We discuss the rationales of the data collec-289

tion. First, as a user’s personalized agent integrated290

within the smartphone AI assistant, the conversa-291

tions and screenshots provide natural data sources292

for crafting these agents. Second, leveraging GPT-293

4’s language generation capabilities enables us to294

generate a wide range of memories from the raw295

data, significantly reducing manual effort. Third,296

the involved memories and collected QA pairs297

serve as labels to supervise the training of the re-298

trieval and generation processes in our framework.299

4.2 Editable Memory Graphs300

The EMG Construction and Insights. Utilizing a301

user’s memories, we establish the Editable Memory302

Graph with a multilayered structure, depicted in303

Figure 2(a), where the user is the root node.304

Memory Type Layer (MTL): Aligned with the305

business scope, we categorize memories into 4 pre-306

defined types: Relationship, Preference, Event, and307

Attribute. Details are provided in Appendix A.2.308

Memory Subclass Layer (MSL): The MSL fur-309

ther outlines subclasses for each type, where the310

MTL and MSL are organized in a hierarchical tree 311

structure to manage the memories. Detailed sub- 312

classes with examples are listed in Appendix A.2. 313

Memory Graph Layer (MGL): The memory 314

graph is built by utilizing the collected memories, 315

employing entity recognition for nodes and relation 316

extraction for edges. In this graph, each in-degree 317

node is associated with its corresponding mem- 318

ory, e.g., the in-degree node (01:40 on 2024-05-12) 319

contains M4, as shown in Figure 2(a). Further, 320

to establish the connection between the MSL and 321

MGL, TransE embeddings (Bordes et al., 2013) are 322

employed to capture semantic information of nodes 323

in MSL (subclasses) and MGL (entities), respec- 324

tively. Then, each entity is assigned to its closest 325

classes based on these embeddings. It is notewor- 326

thy that entity nodes are categorized into different 327

subclasses, and their connections may span across 328

different classes, e.g., “Boss” and “Amsterdam” 329

are linked across “Colleague” and “Arrangement” 330

classes in Figure 2(a). This design enables further 331

traversal across various parts of the whole graph. 332

We discuss the insights of the EMG construction: 333

1) the tree hierarchy (MTL and MSL) offers a parti- 334

tioned memory management approach, to facilitate 335

the expansion of additional types and subclasses in 336

accordance with business needs; 2) the entity nodes 337

and corresponding memories are organized into 338

separate subclass partitions, with the graph struc- 339

ture (MGL) to capture their complex relationships 340
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Entity Nodes

Retrieval Paths

Nodes activated by MDPs

Joey

AttributeEventPreferenceRelationship

Colleague Arrangement

Boss

EK349 Cro. 
Pla.

01:40 
2024-05-

12 

2024-
05-12

2024-
05-18

Amst.

Cen. 
Sta.32D 

01:30 
2024-05-

12 

Voucher 
$20 off 

Insert

Replace

 
(expire: 2024-05-14) 

Delete 

LocatedNearCheckIn
CheckOut

DepartAt

TravelTo

BookHotelBookFlight

Insert

      : The reserved seat for
the EK349 flight is 32D.

Delete

     : A $20 hotel voucher will
expire on May 14, 2024.

Replace
      : The EK349 flight has
been rescheduled to depart
at 01:30 on May 12, 2024.

(a) Editability on Editable Memory Graphs

(b) Selectability with RAG via a MDP

Boss

EK349 Cro. 
Pla.

01:30 
2024-05-

12 

2024-
05-12

2024-
05-18

Amst.

Cen. 
Sta.32D 

Voucher 
$20 off 

SeatNo

 
ExpireBy  

2024-05-14 

LocatedNearCheckIn
CheckOut

DepartAt

TravelTo

BookHotelBookFlight

M8

    : What time is my boss's flight to Amsterdam?

LLM     : Your boss flight EK349
departs at 01:30 on 2024-05-12

What time is my boss's flight to
Amsterdam?

Your boss flight EK349 departs
at 01:30 on 2034-05-12

Joey, your boss flights to Amst.  
today, Please remind him.

ReminderSingapore→Amsterdam 
2024-05-12 01:30 

Passenger  1 Adult 
Contact         Jam               
Nationality      Singapore        
Passport         S1234567E     
Mobile No.      +65-12345678 

Question Answering Autofill Forms User Services

(c) Downstream Applications

MTL Nodes

MGL Nodes

Edited Nodes

Nodes activated by Questions

Relations

Planning a route to the Crowne
Plaza hotel for you.

Travel
Navigate to my hotel

Figure 2: The architecture of the proposed EMG-RAG, demonstrated with the running example in data collection
(Section 4.1). It supports three editability operations: insertion (e.g., M7), deletion (e.g., M8), and replacement
(e.g., M9), based on the EMG structure (Section 4.2). Subsequently, the edited EMG undergoes RAG to select
relevant memories (e.g., M1,M2,M9) for a given question Q via a MDP (Section 4.3). The generated answers A
by a frozen LLM further facilitates three downstream applications (Section 4.4).

between memories; 3) it enables efficient retrieval341

of memories for further editing operations by first342

locating a relevant partition, e.g., querying parti-343

tion centers (the mean of the memory embeddings),344

instead of searching through all memories.345

The EMG Editing. When editing a given mem-346

ory within the EMG (e.g., insertion, deletion, or347

replacement), the process involves three steps. Ini-348

tially, a model such as CPT-Text (Neelakantan et al.,349

2022) is employed to acquire memory representa-350

tions. Then, the memory is assigned to its nearest351

subclass (partition), and the Top-1 retrieved mem-352

ory within the partition is then returned, and edit-353

ing operations are performed based on comparing354

the relations between the given memory and the355

retrieved memory. Specifically, as illustrated in356

Figure 2, (1) Insertion: It introduces a new relation357

to be added, e.g., obtaining a new memory contain-358

ing flight seat number. (2) Deletion: It introduces a359

new relation, but it is valid for a specific period of360

time. e.g., a hotel voucher will expire on May 14,361

2024. (3) Replacement: It provides an existing re-362

lation, and updates the corresponding entity nodes363

based on this relation, e.g., changing the departure364

time to 01:30 on May 12, 2024.365

4.3 MDP for Selecting Memories on EMGs366

Next, we outline the task of selecting memories367

based on an edited EMG. To achieve this, we em-368

ploy an agent to traverse the EMG. Specifically, 369

given a question Q, the agent selects a set of 370

memories from the EMG denoted by M = {Mi}, 371

where 1 ≤ i ≤ |M|. The question Q and mem- 372

ory set M are concatenated to generate an answer 373

Â ← LLM(Q ⊕M) using a LLM. We assess the 374

generation quality using ∆(Â, A), where A repre- 375

sents the collected ground truth answer for Q, and 376

∆(·, ·) denotes a specific metric (e.g., ROUGE (Lin, 377

2004) or BLEU (Post, 2018)). We note that a high- 378

quality answer Â benefits from the selected mem- 379

ories M, which can then provide feedback with 380

∆(·, ·) for subsequent selections. As a result, it iter- 381

ates in a boosting process, and we optimize it using 382

reinforcement learning. The environment, states, 383

actions, and rewards are introduced below. 384

Constructing Environment (Nodes activated by 385

Questions). Given an EMG, which often contains 386

numerous memories in practice. Here, we confine 387

the movement of the RL agent to a subset of memo- 388

ries to facilitate more focused selection. To achieve 389

this, we first retrieve Top-K memories for a given 390

question Q, and based on these memories, we ac- 391

tivate the corresponding nodes on the EMG (e.g., 392

the nodes highlighted in yellow in Figure 2(b)). 393

Subsequently, the agent’s traversal starts from each 394

activated node via depth-first search. 395

Modeling Memory Selection (Nodes activated 396

by MDPs). We model the graph traversal process 397
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as a MDP, involving states, actions, and rewards.398

States: In the context where we have an input399

question Q, and visit a node NG (associated with a400

memory Mi to be included into M), and its relation401

RG on the EMG. We first extract the entity NQ and402

relation RQ from the Q, and the state s is defined403

by three cosine similarities C(·, ·), i.e.,404

s = {C(vNQ
,vNG

), C(vRQ
,vRG

), C(vQ,vMi)},
(1)

405

where v· denotes the embedding vector for entities,406

relations, questions, or memories.407

Actions: We denote an action as a, and it has408

two choices during the graph traversal: including409

the visiting memory Mi into M, and searching its410

connected nodes; or stopping the current search,411

and restarting a search from other branches. Thus,412

the action a is defined as:413

a = 1 (including) or 0 (stopping). (2)414

Consider the consequence of performing an action,415

it transitions the environment to the next state s′,416

and affects which memory to be selected for con-417

structing the state.418

Rewards: We denote the reward as r, which cor-419

responds to the transition from the current state st420

to the next state st+1 after taking action at. Specif-421

ically, when a memory M is selected into M, the422

generated answer by a LLM changes from Â to Â′423

accordingly. The quality of the generated answer424

Â is evaluated using a specific metric ∆(·, ·) (e.g.,425

ROUGE or BLEU), and the reward r is defined as:426

r = ∆(Â′, A)−∆(Â, A), (3)427

where A denotes the ground truth answer. We note428

that the objective of the MDP, which aims to max-429

imize cumulative rewards, aligns with the goal of430

discovering memories to answer the question. To431

illustrate, consider a process through a sequence432

of states: s1, s2, ..., sN , concluding at sN . The433

rewards received at these states, except for the ter-434

mination state, can be denoted as r1, r2, ..., rN−1.435

When future rewards are not discounted, we have:436

N∑
t=2

rt−1 =
N∑
t=2

(∆(Ât, A)−∆(Ât−1, A))

= ∆(ÂN , y)−∆(Â1, y),

(4)437

where ∆(ÂN , y) corresponds to the result of the438

final answer found throughout the entire iteration,439

and ∆(Â1, y) represents an initial result that re- 440

mains constant. Therefore, maximizing cumulative 441

rewards is equivalent to maximizing the quality of 442

the final generated answer. 443

Training Policies of MDPs. Training the MDP 444

policy involves two stages: warm-start stage (WS) 445

and policy gradient stage (PG). In WS, we employ 446

supervised fine-tuning to equip the agent with the 447

basic ability to select memories given a question Q. 448

Specifically, based on a state s, the agent undergoes 449

a binary classification task to predict whether the 450

memory Mi should be included. This prediction is 451

supervised according to whether the memory falls 452

into the required memories (presented in the Step- 453

3 in Table 1). Thus, the objective is trained with 454

binary cross-entropy, formulated as: 455

LWS = −y ∗ log(P ) + (y − 1) ∗ log(1− P ),
(5)

456

where y denotes the label (1 if the memory falls 457

into the required memory set, and 0 otherwise), and 458

P is the predicted probability of the positive class. 459

In PG, our main objective is to develop a policy 460

πθ(a|s) that guides the agent in selecting actions 461

a based on constructed states s, aiming to maxi- 462

mize the cumulative reward RN . We utilize the 463

REINFORCE algorithm (Williams, 1992; Silver 464

et al., 2014) for learning this policy, where the neu- 465

ral network parameters are denoted by θ. The loss 466

function is formulated as: 467

LPG = −RN lnπθ(a|s). (6) 468

Inference Stage of EMG-RAG. As shown in Figure 2, 469

the inference involves three steps: (a) collecting 470

newly recorded memories from users and editing 471

their EMGs; (b) using the edited EMGs to traverse 472

the graph and retrieve relevant memories for LLM 473

generation; (c) integrating the generated answers to 474

serve users across three downstream applications. 475

4.4 Discussion on Applications and Cold-start 476

Applications of the Personalized Agents. As 477

shown in Figure 2(c), we explore the capabilities of 478

personalized agents in three scenarios: (1) question 479

answering, (2) autofill forms, and (3) user services. 480

For (1), EMG-RAG can generate answers to users’ 481

questions when they interact with the smartphone 482

AI assistants. For (2), the goal is to extract personal 483

information from users’ EMGs to automatically fill 484

out various online forms, such as flight and hotel 485

6



bookings. To achieve this, we input form-related486

questions (e.g., “What is the user’s mobile num-487

ber?”) into the LLM and use the generated enti-488

ties to complete the forms. For (3), we focus on489

two specific domains. a) reminder service: It in-490

volves reminding users of recent events and times.491

To achieve this, we query a LLM for information492

about a user’s recent events and their associated493

times. b) travel service: We assist users with nav-494

igation by providing the address of a destination495

they might want to visit. Further, we integrate the496

generated answers (e.g., events, times, addresses)497

with external tools such as calendar or map apps to498

provide the services for users.499

Handling the Cold-start Problem. Given that500

EMG-RAG relies on generated questions for train-501

ing, it may encounter a potential cold-start issue502

when deploying to answer real user questions. To503

address this issue, we utilize online learning to con-504

tinuously fine-tune the agent using newly recorded505

questions and manually written answers, as out-506

lined in Equation 6. This approach aims to ensure507

that the model’s policy remains up-to-date for on-508

line usage. We validate this method through online509

A/B testing, and the results demonstrate improve-510

ments in user experience, highlighting the positive511

impact of this strategy in practice.512

5 Experiments513

5.1 Experimental Setup514

Dataset and Ground Truth. We conduct experi-515

ments on a real-world business dataset containing516

approximately 11.35 billion raw text data (includ-517

ing conversations and screenshot contents) from an518

AI assistant product collected between March 2024519

and June 2024. After data cleaning, the dataset520

forms around 0.35 billion memories. We follow the521

data distribution to randomly sample 2,000 users522

for training and 500 users for testing.523

As detailed in Section 4.1, we establish the524

ground truth for the applications of question an-525

swering and autofill forms/user services using GPT-526

4 generated answers and key entities (e.g., identi-527

fication number, address, and time), respectively.528

For quality control, we randomly select 10% of529

user data, and ask 5 participants to annotate the530

answers and entities. By comparing human annota-531

tions with the generated answers and entities, we532

report a Rouge-L score (Lin, 2004) of 91.1% for533

question answering, and Exact Match (Rajpurkar534

et al., 2018) of 87.5% for autofill forms and 97.4%535

for user services. These results demonstrate the 536

high accuracy of our evaluations. 537

Baselines. We compare the EMG-RAG in terms 538

of different RAG methods, including NiaH (Bri- 539

akou et al., 2023), Naive (Ma et al., 2023), M- 540

RAG (Wang et al., 2024), and Keqing (Wang et al., 541

2023a), based on various LLM architectures, such 542

as GPT-4 (OpenAI, 2023), ChatGLM3-6B (Du 543

et al., 2022), and PanGu-38B (Ren et al., 2023). 544

The descriptions are included in Appendix A.3 545

Evaluation Metrics. We evaluate the effectiveness 546

of EMG-RAG in three downstream applications. For 547

question answering, we assess the quality of gener- 548

ated answers with the ground truth, and reporting 549

ROUGE (R-1/2/L) (Lin, 2004) and BLEU (Post, 550

2018) scores. For autofill forms and user ser- 551

vices, we generate key entities and report Exact 552

Match (EM) accuracy. Overall, higher values (i.e., 553

ROUGE, BLEU, EM) indicate better results 1. 554

Implementation Details. We provide the imple- 555

mentation details in Appendix A.4. 556

5.2 Experimental Results 557

(1) Effectiveness evaluation (question answer- 558

ing). We compare the EMG-RAG with other RAG 559

methods for question answering on three LLMs. As 560

shown in Table 2, we observe that the performance 561

of EMG-RAG consistently outperforms the baselines. 562

For example, it improves upon the best baseline 563

method, M-RAG, by 5.3%, 8.3%, 3.9%, and 18.4% 564

in terms of R-1, R-2, R-L, and BLEU, respectively. 565

This improvement is due to two main factors: 1) it 566

captures complex relationships between memories 567

with the EMG, and 2) it effectively selects essential 568

memories for the RAG execution. Additionally, 569

GPT-4 demonstrates superior performance com- 570

pared to other LLMs, and EMG-RAG shows compa- 571

rable performance to M-RAG even when deployed 572

on the relatively smaller ChatGLM3-6B. 573

(2) Effectiveness evaluation (autofill forms). We 574

further evaluate the EMG-RAG for autofill forms, and 575

it shows consistent improvement, as detailed in 576

Table 2. For example, it surpasses M-RAG by 2.2% 577

in terms of exact match accuracy. 578

(3) Effectiveness evaluation (user services). We 579

target two specific domains of user services: 1) 580

reminders of important events and their times, and 581

2) travel services involving destination addresses 582

for navigation. We report the exact match accuracy 583

1We remark that all reported results are statistically signifi-
cant, as confirmed by a t-test with p < 0.05.
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Table 2: Effectiveness of EMG-RAG in downstream applications.

LLM RAG
Question Answering Autofill Forms

(EM)
User Services (EM)

R-1 R-2 R-L BLEU Reminder Travel
GPT-4 NiaH 79.89 64.65 70.66 38.72 84.86 84.49 94.81
GPT-4 Naive 70.87 58.34 66.82 46.65 78.40 85.34 94.52
GPT-4 M-RAG 88.71 77.18 84.74 64.16 90.87 93.75 86.67
GPT-4 Keqing 72.11 57.19 65.46 35.89 82.03 90.17 72.71
GPT-4 EMG-RAG 93.46 83.55 88.06 75.99 92.86 96.43 91.46
ChatGLM3-6B EMG-RAG 85.31 76.03 82.32 56.88 85.71 87.50 81.25
PanGu-38B EMG-RAG 91.64 82.86 86.71 75.11 90.99 96.41 89.05

Table 3: Effectiveness of EMG-RAG for continuous edits.
Duration (weeks) 1 2 3 4
# of edits 2,515 9,644 2,096 6,290
Apps (GPT-4) QA AF US QA AF US QA AF US QA AF US
M-RAG 88.48 91.67 90.28 86.39 88.89 89.39 85.31 87.50 87.83 85.09 83.33 83.21
EMG-RAG 95.38 93.75 93.67 96.93 95.83 95.89 94.53 96.88 96.99 94.99 97.50 97.54

Table 4: Ablation study.
Components R-1 R-2 R-L BLEU
EMG-RAG 93.46 83.55 88.06 75.99
w/o Act. Nodes 90.96 82.72 86.13 65.07
w/o WS 92.95 82.52 86.49 69.13
w/o PG 90.59 80.69 86.19 65.65

for events and times (reminders), and addresses584

(travel) in Table 2. The improvements over M-RAG585

for the two tasks are 2.9% and 5.5%.586

(4) Effectiveness evaluation (continuous edits).587

We evaluate the effectiveness of EMG-RAG in sup-588

porting continuous edits over a period of 4 weeks.589

The results, in terms of R-L for question answering590

(QA), and exact match accuracy for autofill forms591

(AF) and user services (US, combining reminder592

and travel results), are presented in Table 6. We593

observe that EMG-RAG consistently outperforms M-594

RAG, by approximately 10.6%, 9.5%, and 9.7%595

for QA, AF, and US, respectively. This is owing to596

the editability of EMG-RAG, whereas M-RAG sim-597

ply incorporates edits into a database, where many598

memories may become outdated for answering. Ad-599

ditionally, we report the total number of edits in-600

volved in the testing set for each week.601

(5) Ablation study. To evaluate the effectiveness602

of different components in EMG-RAG, we conduct an603

ablation study. (1) We omit the design of activated604

nodes, and the search starts from the root of EMG.605

(2) We remove the warm-start stage (WS) and only606

train the policy in the policy gradient stage (PG).607

(3) We remove the PG and use the WS only. For608

(1), it results in a performance drop (e.g., R-1 from609

93.46 to 90.96), because many irrelevant memories610

(as noises) may be retrieved if the search starts from611

Table 5: Online A/B Test.

Apps
Cold-start

A (old EMG-RAG) B (new EMG-RAG) Impr
QA 88.06 91.99 4.5%
AF 92.86 95.85 3.2%
US 94.66 97.56 3.1%

the root. For (2) and (3), we observe that the PG 612

contributes the most to the result (e.g., R-1 from 613

93.46 to 90.59), because it can explicitly optimize 614

the performance end-to-end, and WS provides a 615

basic memory selection ability for the agent. 616

(6) Parameter study (K for activated nodes). We 617

evaluate the effect of K, which controls the num- 618

ber of nodes activated during graph traversal. The 619

results and analysis are presented in Appendix A.5. 620

Overall, a moderate setting of K = 3 provides the 621

best balance of effectiveness and inference time. 622

(7) Online A/B test. We perform an online A/B 623

test to compare the new system with the old system 624

for one month. During this period, we collect real 625

users’ questions and manually written answers to 626

fine-tune the model as introduced in Section 4.4. 627

The results, presented in Table 5, demonstrate fur- 628

ther improvements across all applications. 629

6 Conclusion 630

In this paper, we present a novel task of creat- 631

ing personalized agents powered by LLMs, which 632

leverage users’ personal memories to enhance three 633

downstream applications. Our solution, EMG-RAG, 634

combines RAG techniques with an EMG to tackle 635

challenges in data collection, editability, and se- 636

lectability. Extensive experiments are conducted to 637

confirm the effectiveness of EMG-RAG. 638
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7 Limitations639

For limitations, while only the parameters of the640

RL agent are trained and the parameters of the641

LLMs remain fixed, the training efficiency is not642

higher than that of a Naive RAG setup. This in-643

efficiency stems from the need to query the LLM644

during training to obtain answers for optimization.645
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A Appendix 829

A.1 Data Collection Details 830

The data collection process involves three key steps, 831

which are presented below: 832

Step-1: Raw Data Collection. We explore two 833

approaches, termed Active Remember (AR) and 834

Passive Remember (PR), for collecting raw data 835

derived from users’ daily conversations with AI as- 836

sistants and screenshots from their apps. With AR, 837

the AI assistant is trained to actively classify data 838

(such as conversation sentences) into supported 839

subclasses outlined in Table 7, and filter out noise 840

data. With PR, users have the option to directly 841

let the assistant to remember specific content for 842

future use. Leveraging AR and PR, we remove a 843

significant volume of trivial data, and then extract 844

memories from the refined dataset. 845

Step-2: Memory Data Construction. We uti- 846

lize a LLM, such as GPT-4, with the refined dataset 847

to generate structured memories from the raw data. 848

Additionally, we integrate various natural language 849

processing techniques, including absolute date and 850
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time conversion, entity anaphora resolution, and851

event coreference resolution, to further clean the852

memories and facilitate graph construction.853

Step-3: QA Pairs Construction. We organize854

the memory data chronologically and partition it855

into separate conversation sessions. Then, a LLM856

generates QA pairs for each session. To create857

complex questions for targeted training, such as858

those requiring multiple memories for answering,859

we explicitly instruct the LLM to utilize multiple860

associative relationships between memories to gen-861

erate questions, ensuring that at least one or more862

memories are needed for accurate responses.863

A.2 Memory Types and Subclasses864

We describe the 4 memory types: (1) Relationship,865

which involves recognizing users’ surrounding rela-866

tionships and attributes of related individuals, such867

as birthdays and names of family members; (2)868

Preference, where we identify users’ likes and dis-869

likes for various topics or entities; (3) Event, fo-870

cusing on key event information about users, such871

as their status, recent experiences, and upcoming872

schedules; and (4) Attribute, encompassing users’873

personal details such as name, gender, age, posses-874

sions, and other relevant information.875

We enumerate the supported business subclasses876

of the EMG with memory examples in Table 7.877

A.3 Baseline Details878

We compare EMG-RAG with the following RAG879

methods, and the details are presented below:880

• NiaH (Briakou et al., 2023): It simply inputs all881

of the users’ memories into a LLM within the882

context window size to generate the answer.883

• Naive (Ma et al., 2023): It implements a basic884

RAG execution process involving indexing, re-885

trieval, and generation.886

• M-RAG (Wang et al., 2024): It partitions a887

database into different partitions, and employs888

Multi-Agent RL to train two agents for conduct-889

ing RAG. One agent (Agent-S) learns to select a890

database partition, while the other agent (Agent-891

R) refines the stored memories within the parti-892

tion to generate a better answer. We adapt the893

approach by omitting Agent-R, as in our scenario,894

the generated answers should be grounded in the895

user’s personal memories, which cannot be al-896

tered due to potential risks.897

Table 6: Impacts of the number of K for activated nodes.

K 1 2 3 4 5
R-L 84.55 86.06 88.06 88.06 87.19
Inference (s) 1.35 1.63 2.14 2.55 3.32

• Keqing (Wang et al., 2023a): It is a recent RAG 898

method based on knowledge graphs. It begins 899

by decomposing a question into various sub- 900

questions and retrieving candidate entities (asso- 901

ciated with memories) from the knowledge graph 902

for each sub-question. Next, it generates an an- 903

swer for each sub-question and integrates them 904

into an overall answer. 905

In addition, we integrate the RAG methods into 906

three typical LLM architectures. 1) GPT-4 (Ope- 907

nAI, 2023) is a Transformer-based pre-trained 908

model known for its human-level performance. 2) 909

ChatGLM3-6B (Du et al., 2022) is a long-text di- 910

alogue model with a sequence length of 32K. 3) 911

PanGu-38B (Ren et al., 2023) is a dialogue sub- 912

model of the PanGu series, which follows a Mix- 913

ture of Experts (MoE) architecture. 914

A.4 Implementation Details 915

We implement EMG-RAG and other baselines in 916

Python 3.7, using the Faiss library 2 for retrieval in- 917

dex construction. We utilize TransE (Bordes et al., 918

2013) to obtain embeddings of entities and rela- 919

tions, and CPT-Text (Neelakantan et al., 2022) to 920

obtain embeddings of questions and memories. The 921

RL agent is implemented with a two-layer neural 922

network, where the hidden layer consists of 20 neu- 923

rons and uses the tanh activation function. The 924

output layer has 2 neurons corresponding to the 925

action space. The hyperparameter K for activated 926

nodes is empirically set to 3. We generate 1,000 927

episodes for the warm-start stage (WS) and 100 928

episodes for the policy gradient stage (PG). We 929

use the Adam stochastic gradient descent with a 930

learning rate of 0.001 to optimize the policy, and 931

the reward discount is set to 0.99. Additionally, we 932

cache the generated QA pairs 3 during training to 933

boost efficiency. 934

A.5 Parameter Study 935

We vary the value of K from 1 to 5 and report the 936

R-L score for the question answering task, along 937

with the corresponding inference times. As shown 938

2https://github.com/facebookresearch/faiss
3https://github.com/zilliztech/GPTCache
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Table 7: The supported memory subclasses with memory examples.

Memory Types Memory Subclasses Memory Examples

Relationship

Spouse

Tomorrow is my mom’s birthday.
Parents/Children
Relatives
Colleague/Friends
Teacher/Student

Preference

Diet preference I like spicy food.

Cultural preference (tourism, travel) I enjoy traveling by airplane.
I like going to museums.

Car preference I like BMWs.
Sports preference
(favorite sports types, sports celebrities)

I like playing table tennis on weekends.
James is my favorite basketball star.

Gaming preference (category, name) I like the game League of Legends.
Audio-visual entertainment preference
(favorite videos, music, movies, TV shows)

I like science fiction movies.
I like listening to Jay Chou’s songs.

Event

Life events
(academic, marriage, buying a flat, parenting)

The college entrance examination is coming soon.
I met a girlfriend online.
My family is welcoming a second child.

Arrangement
I’m going to visit clients tomorrow.
I want to travel to Amsterdam next month.
I have an oral defense next Monday.

Anniversary Next month’s fifth is our wedding anniversary.

Attribute

Name/Nickname My name is Wang Xiaoming, call me Lord Radish.

Birthday/Age
I am 17 years old this year.
I was born in 1998.
My birthday is April 2nd.

Gender I am a girl.
Education I am an undergraduate student.
Personal belongings/Pets Riding my beloved electric scooter, my pink BMW.
Address I reside in Jurong West, Singapore.
Occupation I am a research scientist.

in Table 6, we observe that K = 3 provides the best939

effectiveness while maintaining reasonable infer-940

ence time. When K is smaller, the limited number941

of activated nodes for graph traversal restricts the942

ability to find crucial memories. Conversely, when943

K is larger, it activates many nodes and returns944

numerous memories, potentially introducing noise945

that hinders the LLM generation. As expected, the946

inference time increases as K increases.947
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