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ABSTRACT

We introduce NNetNav, a method for unsupervised interaction with websites that
generates synthetic demonstrations for training browser agents. Given any website,
NNetNav produces these demonstrations by retroactively labeling action sequences
from an exploration policy. Most work on training browser agents has relied on
expensive human supervision, and the limited prior work on such interaction-based
techniques has failed to provide effective search through the exponentially large
space of exploration. In contrast, NNetNav exploits the hierarchical structure of
language instructions to make this search more tractable: Complex instructions are
typically decomposable into simpler sub-tasks, allowing NNetNav to automatically
prune interaction episodes when an intermediate trajectory cannot be annotated
with a meaningful sub-task. LLama-3.1-8b finetuned on 10k NNetNav self-
generated demonstrations obtains over 16% success rate on WebArena, and 35%
on WebVoyager, an improvement of 15pts and 31pts respectively over zero-shot
LLama-3.1-8b, outperforming zero-shot GPT-4 and reaching the state-of-the-art
among unsupervised methods, for both benchmarks.

1 INTRODUCTION

Building grounded agents that map human language instructions to a sequence of executable actions
is a long-standing goal of artificial intelligence (Winograd, 1972). A promising new approach
for building such agents is to use large language models to control policies in environments like
web-browsers and computers (Yao et al., 2022; Murty et al., 2024; Xie et al., 2024, among others).

Unfortunately, language models struggle with such grounded instruction following out-of-the-box
because LMs do not know about the myriad and ever changing interaction possibilities of different
websites. For instance, on a new e-commerce website, a zero-shot LM browser agent may struggle to
make a return or change order details, without expensive test-time exploration. Even simple tasks
like choosing a flight can involve different UI element such as directly entering airport codes or
interacting with drop-down menus, and a zero-shot agent cannot know a priori the correct thing to do.

The most common solution is to provide LM browser agents with knowledge about new web
interfaces via expert demonstrations, that can either be used for in-context learning (Yao et al., 2022)
or supervised fine-tuning (Lai et al., 2024; Shen et al., 2024). These demonstrations are either fully
provided by human experts (Sodhi et al., 2023; Yao et al., 2022) or consist of human-generated
trajectories paired with model-generated instructions (Lai et al., 2024). However, collecting human
demonstrations that cover each possible use case for every website is an unattractively large, never-
ending task. Thus, in this work, we propose a method for training LM browser agents in a completely
unsupervised way, via synthetic demonstrations derived from interaction.

At a high level, our approach, NNetNav (Fig 2), uses a language model exploration policy to perform
extended interactions with a website, and another language model trajectory labeler to annotate
trajectories with instructions. To effectively control the exponential space of meaningful interactions,
NNetNav uses the hierarchical structure of language instructions as a pruning heuristic: for exploration
to discover a meaningfully complex task, trajectory prefixes must correspond to meaningful sub-tasks.
Thus, during an exploration episode, if a language model cannot label trajectory prefixes (at set
time-steps) with a sub-task, further exploration is automatically pruned. Imposing such a structure
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Figure 1: Given web URLs (1),NNetNav(2) uses a structured exploration strategy to interact
with websites (3) and autonomously discover diverse (instruction, trajectory) demonstrations, as
summarized in (4). To effectively prune exploration, the trajectory-so-far is periodically evaluated
by a relabeling module and further exploration continues only if it can be assigned a meaningful
language instruction. All components inNNetNavare implemented with the same zero-shot base
LLM.

over search not only enhances ef�ciency, but also results in complex and hierarchical instructions (See
Table 6 for examples).NNetNavprompts the same base language model for exploration, relabeling
and inferring sub-tasks.

We useLlama-3.1-70B (Dubey et al., 2024) to collect a large scale dataset of over 10k demonstra-
tions (around 100k state, action transitions) from 20 websites, including 15 live, in-the-wild websites,
and 5 self-hosted websites from WebArena (Zhou et al., 2023). We classify these instructions
into various intents and �nd a highly diverse range of internet use cases, including�ight booking,
�nding recipes, buying iPhones, searching for trails, commenting on github issues, andposting
on Reddit(see Fig 3 for more examples). We use these demonstrations for supervised �ne-tuning
of Llama-3.1-8B . On WebArena, our model achieves a success rate of 16.3%, outperforming
zero-shotGPT-4 by 2 points and reaching state-of-the-art performance among unsupervised methods.
On WebVoyager (He et al., 2024), our best model reaches a success rate of 35.2%, outperforming
zero-shotGPT-4 by 1.7 points and all known open methods on this task to the best of our knowl-
edge. Interestingly, we �nd thatNNetNavenables effective self-training—�ne-tuning a smaller LM
usingNNetNavdemonstrations generated by the same model yields a 4 point absolute improvement
(from 1% to 5%) on WebArena.NNetNavopens up interesting avenues for open-ended discovery of
work�ows on unknown web-interfaces, without human supervision.

2 BACKGROUND

Following instructions on a web-browser is a multi-turn sequential decision making problem.
Given an instructiong, a browser agent interacts with the browser by issuing a sequence ofcom-
puter controlactionsha1; a2; : : : ; aT i where eachai 2 A is drawn in response to an observation
oi . Executing an action causes a state transition based on some unknown environment dynam-
ics, leading to a new observationoi +1 . The entire episode can be summarized as atrajectory
� := ho1; a1; o2; a2; : : : oT � 1; aT ; oT i . We formalize the instruction following agent as a mapping
� (at j ot ; � <t ; g) where� <t := ho1; a1; : : : at � 1i is the trajectory so far. In our case, observations are
represented as either �attened DOM trees or website accessibility trees, andA consists of keyboard /
mouse commands that operate on elements of these trees (see Appendix A for the full action space).

LLMs for Browser Control. Recent work explores using instruction-tuned large language models
(LLMs) to directly parameterize the agent. These methods typically work in settings with textual
observations and action spaces. At time-stept, the agent� LM is provided with the following context:
the instructiong, the full action space described as a string, the current observationot , and some
representation of the trajectory-so-far� <t , typically the action history. Given this information, the
LLM generates an output that is parsed into an action. Typically, the LLM output contains both a
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