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Abstract

When perceiving the world from multiple view-
points, humans have the ability to reason about
the complete objects in a compositional manner
even when an object is completely occluded from
certain viewpoints. Meanwhile, humans are able to
imagine novel views after observing multiple view-
points. Recent remarkable advances in multi-view
object-centric learning still leaves some unresolved
problems: 1) The shapes of partially or completely
occluded objects can not be well reconstructed.
2) The novel viewpoint prediction depends on ex-
pensive viewpoint annotations rather than implicit
rules in view representations. In this paper, we in-
troduce a time-conditioned generative model for
videos. To reconstruct the complete shape of an
object accurately, we enhance the disentanglement
between the latent representations of objects and
views, where the latent representations of time-
conditioned views are jointly inferred with a Trans-
former and then are input to a sequential exten-
sion of Slot Attention to learn object-centric rep-
resentations. In addition, Gaussian processes are
employed as priors of view latent variables for
video generation and novel-view prediction with-
out viewpoint annotations. Experiments on multi-
ple datasets demonstrate that the proposed model
can make object-centric video decomposition, re-
construct the complete shapes of occluded objects,
and make novel-view predictions.

1 INTRODUCTION

Humans understand the multi-object world in a composi-
tional manner that the representations of multiple objects
are memorized separately and then combined into the per-
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ceived whole [Kahneman et al.,|1992||Spelke and Kinzler,
2007, Johnson, [2010]]. When it comes to the multi-object
scene with multiple viewpoints, humans exhibit higher-level
intelligence in multiple aspects: On one hand, a certain ob-
ject is endowed with a canonical representation that depicts
its complete 3D shape and appearance through multi-view
perception [Turnbull et al.,|{1997]. As a result, humans have
the ability to reason about the complete object even when
an object is completely occluded from certain viewpoints
[Shepard and Metzler, [1971]]. On the other hand, scenes
observed from novel viewpoints can be imagined on the
basis of the learned implicit rules of perspective [[Schacter|
et al.,[2012, Beaty et al.,[2016]. Such compositional model-
ing from multiple viewpoints is the fundamental ingredient
for high-level cognitive intelligence.

Unsupervised object-centric learning that is dedicated to
simulating human intelligence have recently achieved re-
markable advances [Yuan et al.| [2022a], especially in single-
view object-centric learning on both images [Burgess et al.,
2018}, 'Yuan et al., 2019albl |[Engelcke et al.,2021] and videos
[Kosiorek et al.l 2018} Jiang et al., 2019, [Lin et al., [2020].
Meanwhile, multi-view object-centric learning [Li et al.,
2020, |Chen et al., 2021 [Kabra et al., 2021, [Yuan et al.,
2022b], which aims to learn 3D object representations, also
demonstrates a promising blueprint; however, it still leaves
some unresolved problems: 1) The shapes of partially or
completely occluded objects from some viewpoints cannot
be reconstructed through 3D representations learned from
other viewpoints. Although some models can theoretically
restore occlusions, relatively poor restoration (e.g. inaccu-
rate shadows, blurs and noises) is inevitably observed. 2)
Despite using the query objective during training [Li et al.,
2020], the ability for novel viewpoint prediction depends
on expensive viewpoint annotations, which provide strong
location information and play a crucial role in update of
object-centric representations; while the implicit rules of
view representations are not fully explored to make predic-
tion. It is, therefore, crucial to develop a unified multi-view
model to perform object-centric learning like humans.
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Figure 1: Top: Video decomposition and prediction with
multiple observed time-conditioned viewpoints. The yellow
and red triangles represent the observed frames and pre-
dicted frames, respectively. Bottom: The expected outputs:
(a) reconstruction, (b) segmentation, (c) overlaps, and (d)
complete segmentation. In our problem setting, only the
observation set and time stamps are provided.

In this paper, we focus on learning object-centric and view-
point representations conditioned on time stamps from multi-
view static scenes for video decomposition and unknown-
viewpoint prediction. The problem setting and the expected
outputs are illustrated in Figure [T} Under the setting that
only the observation set and time stamps are provided, a gen-
erative model is developed to 1) make video decomposition
based on object-centric representations; 2) reconstruct the
complete shapes of partially or even completely occluded
objects; and 3) predict 2D images from unknown viewpoints
conditioned on known viewpoints.

To enable the abovementioned abilities, we propose a time-
conditioned generative model for video decomposition and
prediction. The proposed model reconstructs the complete
shape of an object accurately through enhancing the dis-

entanglement between object-centric representations and
viewpoint representations, where the latent representations
of time-conditioned views are jointly inferred with a Trans-

former [Vaswani et al., [2017] and then are input to a se-
quential extension of Slot Attention [Locatello et al. [2020]

to learn viewpoint-invariant object-centric representations.
In addition, the prediction from novel viewpoints without
viewpoint annotations is enabled. Specifically, Gaussian pro-
cesses are employed as priors of viewpoint latent variables
for video generation and novel-view inference, based on the
learned functions depicting the underlying implicit rules in
view representations.

Experiments on multiple synthetic datasets demonstrate that
the proposed model can 1) make object-centric video de-
composition, 2) reconstruct the complete shapes of occluded
objects, and 3) make novel-view predictions. Moreover, the
proposed model outperforms the state-of-the-art methods in
video decomposition and, compared with the method that
uses viewpoint annotations, achieves competitive results on
novel-view prediction.

2 RELATED WORK

Single-View Object-Centric Learning. Recent advances
mainly focus on aggregating the input image into multiple
slots based on the attention mechanism. AIR
extracts a variable number of object representations

based on the bounding-box attention [Jaderberg et al.}[2013].
SQAIR [Kosiorek et al.l 2018] further extends AIR to videos.

Both SPACE and GMIOO
model the background separately and model occlu-
sions from different perspectives. SCALOR
implements object discovery and tracking in videos
with dynamic backgrounds based on SPACE. G-SWM
integrates the advantages of current models
on videos and further models the multimodal uncertainty.
MONet [Burgess et al.l 2019] adopts the attention network
to iteratively infer masks and then extract object-centric rep-
resentations based on masked features. GENESIS
additionally models layouts of scenes based
on MONet. GENESIS-V2 [Engelcke et all 2021] infers the
attention masks inspired by instance coloring previously
used in supervised instance segmentation. Slot Attention
[Cocatello et al [2020] and EfficientMORL
2021]) randomly initialize the embeddings of objects in the
slots to compute the similarities between the embeddings
and local features. ADI Proposes a con-
tinual learning strategy and makes pilot explorations in the
acquisition and exploitation of knowledge.

Multi-View Object-Centric Learning. We can coarsely
categorize the recent advances in terms of viewpoint an-
notation. GQN [Eslami et al., 2018]) uses viewpoint anno-
tations to build single-object scenes. Based on novel-view
annotations, single-object images from the given viewpoints




can be generated. MulMON [Li et al., 2020] models the
multi-object multi-view scenes according to viewpoint an-
notations. The double-level iterative inference is conducted
to achieve both multi-object segmentation and prediction.
ROOTS [Chen et al., 2021]] divides the three-dimensional
space into equal-spaced grids and discovers objects in dif-
ferent grids. ROOTS also considers occlusions and makes
predictions with viewpoint annotations. SIMONe [Kabra
et al.,[2021]] and OCLOC [Yuan et al.,[2022b] are the most
recent models without viewpoint annotations. They learn
viewpoint representations and object-centric representations
separately. The difference is that SIMONe learns represen-
tations from videos and can recompose representations to
novel scenes, while OCLOC is capable of modeling scenes
from unordered viewpoints.

Deep Learning with Stochastic Processes. The Gaussian
Process (GP) [Rasmussen and Williams, 2006] is a clas-
sical non-parametric model that regards the outputs of a
function as a random variable of multivariate Gaussian dis-
tribution. The Neural Process (NP) [Garnelo et al., 2018]
Kim et al., 2019] captures function stochasticity with a Gaus-
sian distributed latent variable obtained from an inference
network. To integrate stochastic processes into generative
models, [Shi et al.;2021]] employs GPs with deep kernels for
Raven’s progressive matrices completion. CLAP-NP [Shi
et al 2023] takes the first attempt in compositional law
parsing with random functions based on NPs. In addition,
a number of deep generative models [Deng et al.| 2020,
Norcliffe et al.,[2021} [Song et al.,[2021]] introduce ODEs or
SDEs to learn diverse random functions on latent states.

3 BACKGROUND

In order to enable the abilities illustrated in Figure[I] in the
following we list the treatments to consider in multi-view
object-centric representation learning from videos without
viewpoint annotations.

Variable Number of Objects. As the number of objects dif-
fers from one scene to another, it requires modeling and in-
ference. A possible solution is to introduce a set of Bernoulli
variables 2P = {20"* .. 22"} to model object presences
in the K slots for automatlc counting, where K denotes the
maximum number of objects that may appear in a scene.

Separately Modeling of Background. As foreground ob-
jects only occupy local regions while the background covers
the entire image, the generation of 3D objects from multiple
viewpoints tends to blur through a decoder shared with the
background. We train two different decoders, a shared fore-
ground object decoder and a separate background decoder.

View-independent Object Representations. We don’t
learn object representations from different viewpoints sepa-
rately. As we can view representations of the same object in-
herently consistent independent of viewpoints, we consider

bi bi . . . .
{2k 207, 2%} as view-independent object-centric rep-

resentations, learned from multiple observed viewpoints to
represent viewpoint-invariant 3D objects.

Depth Estimation of Objects. We introduce a depth vari-
able o, 1, € [0,1] of the kth object in the tth frame and its

complete shape st v [0 1} before being occluded in
generative modehng In this way, the pixels of an object
with larger depth values will cover the pixels with smaller
depth values. We can thus naturally obtain the observed
shape of an possibly occluded object. It is worth noting that
this treatment is also applicable to situations where an object
is completely occluded.

Modeling of Viewpoints. We explicitly learn the viewpoint
representations according to modelling the correlations of
viewpoints, instead of directly leveraging viewpoint an-
notations as previous works [Li et al., 2020, |Chen et al.|
2021]). The view-correlation based modeling can also enable
novel-view prediction given any time. To this end, we define
2View ¢ RTXD gpnd A € RT*DP*Dx where T denotes the
number of frames, D denotes the dimensionality of view-
point representations, and z"" follows the GPs w.r.t. X that
characterizes the position of the camera in different frames.

4 METHOD

Our goal is to infer object-centric latent variables indepen-
dent of viewpoints and correlated viewpoint latent variables
dependent on time ¢. In the following, we introduce our
time-conditioned generative model, the inference method
and a two-stage training procedure to achieve the goal.

4.1 GENERATIVE MODEL

Let s = {x1, ..., } be the T frames in a video and ts
be their timestamps. The frame set s can be arbitrarily
divided into an observation frame set 7 and a prediction
frame set ¢ o, where s = &1 U & g. For convenience, the
elements in £7 and x g is sorted according to the time, e.g.
x7 = (1,3, T7, T9); similarly, ts can be divided into
t7 and to accordingly. Figure 2] shows the flowchart of the
generative process. The generative model conditioned on
time ts can be expressed as:

At ~ N(Aw;, 02 1) 0

K (s Aerd) = 2 exp (”giww 2Jg$<xﬂ,d>||§) o

zzbj ~ N(0,I) 2P L N(0, 1) 3
Ko (Al,da ALd) K (AL, Ar.a)

Ko = : : @)
vafl, ()\T 4> ALd) /ff, (A7.d, AT.q)

215 ~ N(0, K7) )
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Figure 2: The proposed time-conditioned generative process for generating the ¢th frame in a video. The correlations between
the viewpoint representations of 7' frames are modeled dimension-wisely with GPs. The notations in circles denote latent
variables; the notations in deep gray boxes denote neural networks.

2V — concat(zY’ifw, - z_v’i%”) (6)
22 ~ Bernoulli(vy) v ~ Beta(a/K, 1) 7
shy . . obj i
stj;n = Sigmoid(gsnp (23", 2}V )n) (8)
obj i
Otk = gord(zk J, ZZICW) (9)
K pres shp _
Hk’:l(l — R t,k’,n)7 0
Tt Jeon = (1—7r,,10,,,,)(1—22{655?’%7"0Lk) 1 (10)
SR (=TS, o) T T
bek [, vi bek
a i _ ga;c(z‘t“ew7z ¢ )n7 k O (11)
ko = bj / _vi bj
ggpé(zzlew, Z(]l J)na k>1
K 2
2o~ N (D2, k@i, o2 ) (12)

In the above, the ranges of all indices (1 <t <T,1<d <
D,1 <k < K,1<n < N)are omitted for simplicity.
The way to time embedding w; = TimeEncoding(¢) can
be diverse, e.g. wy = [cost,sint|. Ay 4 follows a linear
Gaussian distribution with a projection matrix A, which can
be either learned or provided, and o, is a hyperparameter.
Iidn is the kernel function corresponding to the dth dimension

view

of 2¥*¥ composed of a neural network gﬁl’ and an RBF kernel
parameterized with 1, [ and o ([Wilson et al., ) 2016]). Each
dimension of the viewpoint latent variable z}¥ is generated
by a different GP in Eq[5] The occlusions are treated in
Eq[T0]through sorting the depth values of objects to obtain
the soft masks 7 ;, of the background and objects. a; j in
Eq[TT] denotes the complete appearance of the kth object
or background in GRB values at time ¢. The likelihood of
the nth observed pixel at time ¢ is a Gaussian distribution

parameterized with 7 and a in Eq[T2]

Let £ = {2000 gbck zpres pview X v} denote the collection
of all latent variables, the joint conditional probability of
x s and €2 can be written as:

T N
p((l?s, Q |t$) = Ht:l Hn:1 p(a}t,n | Q)p(zbd‘)
D T
'Hdzlp( | As.a) thlp(/\t,d | ts)

K pres

: szl p(z;")p(z

4.2 INFERENCE

view
ZS.d

obj

2 | vi)p(vi) 13)

Since we can hardly compute the likelihood through inte-
grating out the latent variables €2, the amortized variational
inference approach is employed to approximate the poste-
rior of €2. In our problem setting, only a subset of the frame
collection, x, for each video is observed. This implies that
the posteriors of Ay and z?ew that correspond to 7 can
be inferred directly with the inference networks, while the
posteriors of Ag and z‘g’w that correspond to ¢ are hard to
compute. We use the least square method to approximate the
posterior of Ag and then explicitly compute the posterior of
z‘gw based on the properties of the GP prior. For simplicity,
the parameters in the inference networks are denoted by
¢ and the parameters in the learnable kernels in GP are
denoted by 1. The variational posterior ¢ (2 | T7,ts)
conditioned on the observed set can be written as:

view

Uom(Q |z, ts) = qp(2°* | @7)qp (25 | 7, 1)

"GN | 2T, t7)90 (A0 | AT, ts)
K bi
TL . 900 [ 27)as (| 27)a0 (v | 27)
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In the following, we will introduce the inference methods
for the observed view-dependent latent variables in Section
|.2.1] the predicted view-dependent latent variables in Sec-
tion and the view-independent object-centric latent
variables in Section[4.2.3] The overview of the inference pro-
cedure is illustrated in Figure[3] The mathematical details of
the inference procedure can be found in the Supplementary
Material.

4.2.1 Inference of Observed View-dependent Latents

The posteriors of the viewpoint latent variable 2} (t € T)
and the timestamp latent variable A\, 4 (t € 7,1 <d < D)
are defined as:

:N(zxiew | u;/rew d1ag( v1ew)2)

= N()‘t,d | /J't,dv UwI)

4g (2" | @7, t7)

Gp(Aed | 7, t7)
where [}V, g}ieV] = f"iew(wT) and uf"d = f$(m7, wi);
the variance 0' is fixed. As Frgureshows: First, 1 is fed
into a Transformer block along with a 3D position embed-
ding [Kabra et al.,[2021]], where the viewpoint information
with correlations between frames is learned. A || x L x C
feature map extracted by the Transformer is averaged over
L = HW pixels on the feature map to obtain y}¥ (t € T),
and y}¥ is an intermediate variable to obtain [p}'", o}V
and p 4 in £ and f3, respectively.

4.2.2 Inference of Predicted View-dependent Latents

Inference of latent variables related to predicted viewpoints
is challenging because x¢ is not provided. Therefore, the
predicted view-dependent latent variables need to be in-
ferred through the observed viewpoints. We introduce the
inference methods for Ag and z“ew respectively.

Inference of \g. Accordmg to the prior distribution of A; 4
defined in qu ut 4 of the posterior ¢g(Asq | A7, t7) can
be approximated to satisfy a linear function w.r.t. wy, i.e.
ufﬁd = Adwt, Ad € RPxxlwel Based on the Least Square

method, the optimal AZ (1 < d < D) in the linear set and

the posterior of A; 4 (¢ € Q) are:
do(Aea | A, ts) =N(Aywe, 02 1) (15)
A=W (WIW) ! (16)

wir] " e RITXwd and &, =
-

(11,05 By7a) € RITHOA

Inference of 2. ¢, (25" | 2%°¥, As) follows the same
distribution as the predrctrve drstrlbution of the GPs (the

where Wi = [wy, ...

details can be found in the Supplementary Material):

view z view AS

dn (ZQ Hpﬂ zvrew %1_3\&/’)\5 d) 17
where pn(z‘”ew | -) satisfies the multivariate Gaussian dis-
tributions N (1, &), and the parameters pway and

‘5"; are analytical functions of Ag 4, z"‘ew and 7.

4.2.3 Inference of View-independent Latents

The posteriors of the view-independent object-centric latent
variables {2, 2%, 2P 1} in Eq[14]are defined as:

q¢(zb0k | ZCT) ( bck | HbCk drag( bck)2) (18)
go(20 | 7)) = N2 | i, diag(o}?)?)  (19)
4o (28" | 1) = Bernoulli(2]"" | ki) (20)

q¢ (Vi | 1) = Beta(vy | 7,1, Th,2) 21

where the default range of £ is 1 < k < K. All the parame-
ters of the above distributions will pass through a sequential
extension of Slot Attention [Locatello et al.l [2020], which
is illustrated in Figure[3]

The model maintains K +1 slots ¢ = [ybek 4% y‘}?]

Y3 € RP:. Different from Slot Attention [Locatello et al.,

2020], two types of initialization are employed for the fore-
ground objects and the background, respectively. Then yi"
is combined with y}*¥ € RP+ (¢ € T) obtained in Sec-

tion to produce |7| x (K + 1) slots y™M! € RPs
with the viewpoint information, where Dy = Ds + D,.

We use another encoder to extract the feature maps of 7,
denoted as y*. We do M iterations like Slot Attention. In
each iteration, Eq@] first uses the cross attention to obtain
the attention masks a; € RV*(K+1) of K objects and the
background. Then, the pixel-wise normalized masks of all
the objects and background are multiplied with the value of
¥ to obtain the hidden state u;, € R+ Ds for GRU
updating. In addition, we perform temporal mean over the

updated attribute part of Qi“}cl after GRU updating.

E(ys full T
a; = Softmax( ) q(yt 1xc+1) ) (22)
R D,
N
up = Z (Sof}\rfnax(log aiy) v(yian)) (23)

n=1

. . it .

I =CRUGM, wer)  [B0% 915 T ol 4)
Yt = meanir (§37,.) (25)
where k, ¢ and v are MLPs for producing key, query and
value, respectively. The procedure maintains the permuta-
tion invariance w.r.t. the input order of frames. u°* and
o> are obtained through the neural network f§ with 3"

as input; u‘,’cbj, o-‘,;bj, Kk, Tk.1, Tk,2 are obtained through the
shared neural network f:;bj with y(,;bj as input.
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Figure 3: The inference procedure of the proposed model. The three modules correspond to the inference of observed
view-dependent latent variables (top-left), the inference of predicted view-dependent latent variables (top-middle), and the
inference of view-independent object-centric latent variables (bottom), respectively.

4.3 TRAINING

Optimizing the evidence lower bound (ELBO) for all
frames (including both observed and predicted frames)
is unstable. To solve this problem, a two-stage train-
ing procedure is adopted. Let Qs = {Q7,Q0},
where Q7 = {2 2% 2P p A, 2¥V] and Qg =
{20k, 200 2P b Xg, 25V}, ie. the view-independent
latent variables share in both 27 and 5. The two-stage
losses are as follows:

Ly =—Eq, (@r|r) 108 pon(xT | 27)]

+ Dict (46.0(7 | @7)lIPo.n(27))

1
La=- WE%,n(QﬂmT,tﬂ [Ing¢7"(xT | QT)]

1
_@E(ﬁb(nT‘wT»tT)qnbm(QQ‘QT’tQ) [Ingﬂ,n(wQ | QQ)]

(26)

6D (46 (2s | @7 t5)IPo.n(Rs | t5)  @D)
where £ is a standard ELBO of 27 on 7 to learn object-
centric representations from multiple frames and does not
depend on ts; while £5 adopts the curriculum learning to
learn the function of viewpoint latent variables w.r.t. £s. Let
&’ denote the subset of S and |S’| is scheduled to gradually
increase during training. 8" will be randomly divided into T
and Q, where |Q| ~ U(1,C) (C < |S’| and increases dur-
ing training). £, averages the observed and predicted losses
to balance the two losses, where 5 > 1 is a hyper-parameter

follows [Burgess et al.l, 2018]]. Note that the reconstruction
performance of Lo is worse than that of the first stage; how-
ever, it can perform well on the prediction task.

S EXPERIMENTS

We design experiments to investigate 1) how well the pro-
posed model performs compared to state-of-the-art multi-
view models in object-centric video decomposition on the
observation set; 2) whether the proposed model can dis-
entangle the 3D scene into object-centric view-invariant
representations and viewpoint representations; 3) how well
the proposed model handles occlusions compared to exist-
ing methods; 4) how well the proposed model makes the
prediction only depending on timestamps; and 5) whether
the proposed model can generate videos.

To validate the above, we compare the proposed modeﬂ
with three state-of-the-art models, MulMON
2020] with viewpoint annotations, viewpoint-free models
SIMONe [Kabra et al.| 2021]] and OCLOC
2022b]]. We design four synthetic video datasets, called
CLEVR-SIMPLE, CLEVR-COMPLE, SHOP-SIMPLEX,
and SHOP-COMPLEX, through modifying multi-view
CLEVR [Johnson et al [2017] and SHOP

Mikolajczykl, [2020] based on the official code. The two
SHOP datasets are more challenging than the two CLEVR

IThe code is available at https://github.com/FudanV1/
compositional-scene-representation-toolbox
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Figure 4: Left: Visualization results of the compared methods on the observation set of CLEVER-COMPLEX, where four
consecutive frames are demonstrated. Right: Visualization results on the prediction set of SHOP-SIMPLE. The ‘images’ in
blue boxes are unobserved ground truths and the ‘recons’ in blue boxes are predicted results.
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(a) Video Recomposition (SHOP-COMPLEX)

(b) Video Generation (CLEVR-SIMPLE)

(c) Video Generation (SHOP-SIMPLE)

Figure 5: Left: Scene image generation from novel viewpoints through recomposing viewpoint representations and object-
centric representations. Right: Video generation based on CLEVR-SIMPLE and SHOP-SIMPLE.

datasets in terms of the object texture; the two COMPLEX
versions are more challenging than the two SIMPLE ver-
sions because of more types of objects and backgrounds.

We train the proposed model with the introduced two-stage
strategy. Stage 1 can reconstruct the observation set with-
out supervision while Stage 2 can predict unobserved set
only with timestamp supervision. We train the proposed
model on all the datasets using the Adam optimizer with a
learning rate 4e-4 for 300K gradient steps. The increment
of curriculum learning is 2.

Video Decomposition. Since the proposed model main-
tains the view-invariant object-centric representations in
3D structure, video decomposition is crucial to evaluating
the completeness and accuracy of learned representations.
Figure E (Left) demonstrates the visualization results on
CLEVR-COMPLEX. The proposed model can accurately
represent objects with complex shapes from multiple view-
points and build crisp segregation between the foregrounds
and the background. Moreover, the proposed model tends

to treat shadows as parts of objects (e.g., the horse in Figure
Hld)), it is reasonable for shadows to be blended with the cor-
responding objects due to lighting. Surprisingly, the shadow
area is noticeably smaller than those of other models.

Table[T[a) reports the segmentation performance in terms of
foreground objects. ARI-O measures how accurately a video
is decomposed into separate objects. We find that, except
for CLEVR-SIMPLE, the proposed model outperforms the
other models, especially on the two SHOP datasets, proba-
bly because the 3D representations integrity of objects helps
reconstruct better masks. SIMONe and OCLOC fail to cap-
ture the objects on SHOP-COMPLEX. A possible reason is
that the background is indistinguishable with the objects in
SHOP-COMPLEX, such that these models cannot represent
the background separately during the inference. Although
OCLOC models the background separately, sampling from
permutation-equivalent slots may affect the extraction of the
background representation.

Video Recomposition. An intriguing experiment is to gen-



Table 1: Performance comparison of MulMON, SIMONe and the proposed model (Ours). ARI-O is adopted for evaluating
segmentation, IoU and OOA are adopted for evaluating segmentation with occlusions, and MSE is adopted for evaluating
reconstruction. Except for MSE in (d), all results are recorded in ‘mean =+ std” over 5 random seeds. ‘-S’ and *-C’ are short

for ‘SIMPLE’ and ‘COMPLEX’, respectively.

(a) ARI-O (observation set)

(b) IoU and OOA (observation set)

CLEVR-S CLEVR-C SHOP-S SHOP-C TIoUtT OOAT
Model Model
ARI-OF ARI-OF ARI-OF ARI-OF OCLOC Ours OCLOC Ours
MulMON (cond) 96.4 +0.1 929+0.2 883+0.6 87.1+0.2 CLEVR-S | 456 +0.2 59.5+0.5|93.6+12 953+ 1.1
SIMONe 91.0£0.0 914+0.0 553+00 335+0.0 CLEVR-C | 35.1+£0.2 509+04 |89.1+12 93.0+0.8
OCLOC 92.7+£08 82.7+0.8 91.3+£04 293+0.5 SHOP-S | 61.9+0.6 659+0.1 | 728+14 789+04
Ours 959+03 941+03 958+0.1 949+04 SHOP-C |21.5+03 66.2+0.6|579+19 81.8+13
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Figure 6: Single-view prediction performance in ARI-O, MSE, and IoU in terms of the number of observed views. All
results are tested with 5 random seeds and each point on a curve is the mean value and the shaded band denotes +£std.

erate scene images from novel viewpoints through cross-
combining viewpoint representations and object-centric rep-
resentations of objects (including z"* and z°%). The recom-
position is implemented as follows: We randomly choose
two videos (each comprises 10 frames) and select the first 5
frames from one video and select the last 5 frames from the
other. Then, we encode the selected frames into viewpoint
representations and object-centric representations. Finally,
we combine the first five object-centric representations from
one video and the last five viewpoint representations from
the other frame-wisely to generate the scene images from
novel viewpoints. Figure [5{a) demonstrates that disentan-
gled object-centric and viewpoint representations from dif-
ferent scenes can be effectively coupled, based on which the
proposed model can generate novel views.

Occlusion Evaluation. Among the compared methods, only
OCLOC is designed to handle occlusions. The comparison
results on CLEVR-COMPLEX are visualized in Figure[d](c)
and (d). As the camera moves counterclockwise around the

center, a gray ball is completely occluded behind the green
mug in the second frame. The proposed model can recon-
struct the complete shape of an object even it is completely
occluded (e.g. the gray ball). We evaluate IoU and OOA
used in [[Yuan et al.|[2019a] that respectively assess the qual-
ity of reconstructed complete shapes and the accuracy of the
estimated pairwise ordering of objects. The proposed model
clearly outperforms OCLOC, probably because OCLOC
samples the pixel-wise shape during the generation, which
produces noisy pixels and large shadows.

GP Prediction. Due to modeling the viewpoint latent vari-
ables with GPs, we can use the analytical posterior of zVQi"‘W
to predict the rest viewpoints given the observation set. In
our experimental setting, 10 consecutive viewpoint repre-
sentations in Figure [] satisfy the GPs and we randomly
remove four frames (i.e. the ground truths in the blue boxes
are unobserved). The remaining six frames are encoded to
infer z°b, zbek AT, Ag, z?ew and zVQieW. The four view-
point representations predicted by GPs are concatenated



with the object-centric representations to reconstruct the
scene images. Figure d(f) shows that the proposed model can
predict arbitrary-time frames given the observation. Com-
pared with MulMON which uses viewpoint annotations, the
proposed model can additionally process occlusions while
reconstructing frames from novel viewpoints. To assess the
segmentation performance and reconstruction quality on the
prediction set, we choose four fixed frames in Mode 1 and
Mode 2 to make prediction (see the Supplementary Material
for details). Table Ekc) and (d) show that the proposed model
is comparable to MulIMON on the two CLEVR datasets and
clearly outperforms MulIMON on the two SHOP datasets.
The reconstruction loss helps improve the texture charac-
terization of objects, which may be the reason that the pro-
posed model achieves better performance in MSE on the
two SHOP datasets.

Ablation Study. GPs have a generic nature: As the number
of observed variables increases, the prediction uncertainty
gradually decreases. We assume the number of observed
frames (hyperparameter) to be the most important factor that
affects the accuracy and uncertainty of the prediction. To
verify the assumption, we fix a single frame and gradually
increase the number of observed frames from 2 to 9. The
viewpoint representations of both the predicted frame and
the observed frames are used to construct GPs together.
We execute the GP prediction and plot the performance
curves in ARI-O, MSE, and IoU in terms of the number of
observed views in Figure[6] One can see that the proposed
model gradually reduces the uncertainty and improves the
performance as the number of observed views increases,
and tends to be stable after the number of observed views
achieves 5.

Video Generation. As we model the viewpoint latent vari-
ables with GPs, we can generate videos from the GPs along
the timeline. Figure [5[b) and (c) plot two example videos
with 10 frames generated based on CLEVR-SIMPLE and
SHOP-SIMPLE. One can find that the 10 frames obviously
rotate clockwise around the center, reflecting the captured
correlations between viewpoints; meanwhile, the generated
objects and backgrounds have no irregular shapes.

6 CONCLUSION

We propose a time-conditioned generative model for video
decomposition and prediction. The proposed model en-
hances the disentanglement between viewpoint and object-
centric representations, and additionally adopts GPs for
viewpoint modeling, inference and generation. We design
experiments to show that the proposed model can: 1) ag-
gregate 3D object-centric information from multiple view-
points, and as a result, outperforms the state-of-art multi-
view models; 2) restore the complete shapes of objects even
when completely occluded; and 3) predict the scene images
from unknown viewpoints without viewpoint annotations.

ACKNOWLEDGMENTS

This work was supported in part by the National Natural Sci-
ence Foundation of China (No0.62176060), STCSM project
(N0.20511100400), and the Program for Professor of Spe-
cial Appointment (Eastern Scholar) at Shanghai Institutions
of Higher Learning.

References

Roger E Beaty, Mathias Benedek, Paul J Silvia, and Daniel L
Schacter. Creative cognition and brain network dynamics.
Trends in Cognitive Sciences, 20(2):87-95, 2016.

Christopher P Burgess, Irina Higgins, Arka Pal, Loic
Matthey, Nick Watters, Guillaume Desjardins, and
Alexander Lerchner. Understanding disentangling in /-
VAE. arXiv:1804.03599, 2018.

Christopher P Burgess, Loic Matthey, Nicholas Watters,
Rishabh Kabra, Irina Higgins, Matt Botvinick, and
Alexander Lerchner. MONet: Unsupervised scene decom-
position and representation. arXiv:1901.11390, 2019.

Chang Chen, Fei Deng, and Sungjin Ahn. ROOTS: Object-
centric representation and rendering of 3D scenes. Jour-
nal of Machine Learning Research, 22(1):11770-11805,
2021.

Ruizhi Deng, Bo Chang, Marcus A Brubaker, Greg Mori,
and Andreas Lehrmann. Modeling continuous stochastic
processes with dynamic normalizing flows. Advances in
Neural Information Processing Systems, 33:7805-7815,
2020.

Patrick Emami, Pan He, Sanjay Ranka, and Anand Rangara-
jan. Efficient iterative amortized inference for learning
symmetric and disentangled multi-object representations.

In International Conference on Machine Learning, pages
2970-2981. PMLR, 2021.

Martin Engelcke, Adam R. Kosiorek, Oiwi Parker Jones,
and Ingmar Posner. GENESIS: Generative scene infer-
ence and sampling of object-centric latent representations.

In International Conference on Learning Representations,
2020.

Martin Engelcke, Oiwi Parker Jones, and Ingmar Posner.
GENESIS-v2: Inferring unordered object representations
without iterative refinement. Advances in Neural Infor-
mation Processing Systems, 34:8085-8094, 2021.

SM Ali Eslami, Nicolas Heess, Theophane Weber, Yuval
Tassa, David Szepesvari, Koray Kavukcuoglu, and Geof-
frey E. Hinton. Attend, infer, repeat: Fast scene under-
standing with generative models. Advances in Neural
Information Processing Systems, 29, 2016.



SM Ali Eslami, Danilo Jimenez Rezende, Frederic Besse,
Fabio Viola, Ari S Morcos, Marta Garnelo, Avraham
Ruderman, Andrei A Rusu, Ivo Danihelka, Karol Gregor,
et al. Neural scene representation and rendering. Science,
360(6394):1204-1210, 2018.

Marta Garnelo, Jonathan Schwarz, Dan Rosenbaum, Fabio
Viola, Danilo J Rezende, SM Eslami, and Yee Whye Teh.
Neural processes. arXiv:1807.01622, 2018.

Max Jaderberg, Karen Simonyan, Andrew Zisserman, and
Koray Kavukcuoglu. Spatial Transformer networks. Ad-

vances in Neural Information Processing Systems, 28,
2015.

Jindong Jiang, Sepehr Janghorbani, Gerard De Melo, and
Sungjin Ahn. SCALOR: Generative world models with
scalable object representations. In International Confer-
ence on Learning Representations, 2019.

Justin Johnson, Bharath Hariharan, Laurens van der Maaten,
Li Fei-Fei, C. Lawrence Zitnick, and Ross Girshick.
CLEVR: A diagnostic dataset for compositional language
and elementary visual reasoning. In IEEE Conference on
Computer Vision and Pattern Recognition, pages 2901—
2910, 2017.

Scott P Johnson. How infants learn about the visual world.
Cognitive Science, 34(7):1158-1184, 2010.

Rishabh Kabra, Daniel Zoran, Goker Erdogan, Loic Matthey,
Antonia Creswell, Matt Botvinick, Alexander Lerchner,
and Chris Burgess. SIMONe: View-invariant, temporally-
abstracted object representations via unsupervised video
decomposition. Advances in Neural Information Process-
ing Systems, 34:20146-20159, 2021.

Daniel Kahneman, Anne Treisman, and Brian J Gibbs. The
reviewing of object files: Object-specific integration of
information. Cognitive Psychology, 24(2):175-219, 1992.

Hyunjik Kim, Andriy Mnih, Jonathan Schwarz, Marta
Garnelo, Ali Eslami, Dan Rosenbaum, Oriol Vinyals,
and Yee Whye Teh.  Attentive neural processes.
arXiv:1901.05761, 2019.

Adam Kosiorek, Hyunjik Kim, Yee Whye Teh, and Ingmar
Posner. Sequential attend, infer, repeat: Generative mod-
elling of moving objects. Advances in Neural Information
Processing Systems, 31, 2018.

Nanbo Li, Cian Eastwood, and Robert Fisher. Learning
object-centric representations of multi-object scenes from
multiple views. Advances in Neural Information Process-
ing Systems, 33:5656-5666, 2020.

Zhixuan Lin, Yi-Fu Wu, Skand Vishwanath Peri, Weihao
Sun, Gautam Singh, Fei Deng, Jindong Jiang, and Sungjin
Ahn. SPACE: Unsupervised object-oriented scene rep-
resentation via spatial attention and decomposition. In

International Conference on Learning Representations,

2019.

Zhixuan Lin, Yi-Fu Wu, Skand Peri, Bofeng Fu, Jindong
Jiang, and Sungjin Ahn. Improving generative imagina-
tion in object-centric world models. In International Con-
ference on Machine Learning, pages 6140-6149. PMLR,
2020.

Francesco Locatello, Dirk Weissenborn, Thomas Un-
terthiner, Aravindh Mahendran, Georg Heigold, Jakob
Uszkoreit, Alexey Dosovitskiy, and Thomas Kipf. Object-
centric learning with slot attention. Advances in Neural
Information Processing Systems, 33:11525-11538, 2020.

Michal Nazarczuk and Krystian Mikolajczyk. SHOP-VRB:
A visual reasoning benchmark for object perception. In
IEEE International Conference on Robotics and Automa-
tion, pages 6898—6904. IEEE, 2020.

Alexander Norcliffe, Cristian Bodnar, Ben Day, Ja-
cob Moss, and Pietro Lido. Neural ODE processes.
arXiv:2103.12413, 2021.

Carl Edward Rasmussen and Christopher KI Williams.

Gaussian processes for machine learning, volume 1.
Springer, 2006.

Daniel L Schacter, Donna Rose Addis, Demis Hassabis,
Victoria C Martin, R Nathan Spreng, and Karl K Szpunar.
The future of memory: remembering, imagining, and the
brain. Neuron, 76(4):677-694, 2012.

Roger N Shepard and Jacqueline Metzler. Mental rotation of
three-dimensional objects. Science, 171(3972):701-703,
1971.

Fan Shi, Bin Li, and Xiangyang Xue. Raven’s progressive
matrices completion with latent gaussian process priors.
In AAAI Conference on Artificial Intelligence, pages 9612—
9620, 2021.

Fan Shi, Bin Li, and Xiangyang Xue. Compositional law
parsing with latent random functions. In International
Conference on Learning Representations, 2023.

Yang Song, Jascha Sohl-Dickstein, Diederik P Kingma, Ab-
hishek Kumar, Stefano Ermon, and Ben Poole. Score-
based generative modeling through stochastic differential
equations. In International Conference on Learning Rep-
resentations, 2021.

Elizabeth S Spelke and Katherine D Kinzler. Core knowl-
edge. Developmental Science, 10(1):89-96, 2007.

Oliver H Turnbull, David P Carey, and Rosaleen A Mc-
Carthy. The neuropsychology of object constancy. Jour-

nal of the International Neuropsychological Society, 3(3):
288-298, 1997.



Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N Gomez, Fukasz Kaiser, and
[llia Polosukhin. Attention is all you need. Advances in
Neural Information Processing Systems, 30, 2017.

Andrew Gordon Wilson, Zhiting Hu, Ruslan Salakhutdinov,
and Eric P Xing. Deep kernel learning. In Artificial
Intelligence and Statistics, pages 370-378. PMLR, 2016.

Jinyang Yuan, Bin Li, and Xiangyang Xue. Generative
modeling of infinite occluded objects for compositional
scene representation. In International Conference on
Machine Learning, pages 7222-7231. PMLR, 2019a.

Jinyang Yuan, Bin Li, and Xiangyang Xue. Spatial mixture
models with learnable deep priors for perceptual grouping.
In AAAI Conference on Artificial Intelligence, pages 9135—
9142, 2019b.

Jinyang Yuan, Bin Li, and Xiangyang Xue. Knowledge-
guided object discovery with acquired deep impressions.
In AAAI Conference on Artificial Intelligence, pages
10798-10806, 2021.

Jinyang Yuan, Tonglin Chen, Bin Li, and Xiangyang Xue.
Compositional scene representation learning via recon-
struction: A survey. arXiv:2202.07135, 2022a.

Jinyang Yuan, Bin Li, and Xiangyang Xue. Unsupervised
learning of compositional scene representations from mul-
tiple unspecified viewpoints. In AAAI Conference on
Artificial Intelligence, pages 8971-8979, 2022b.



	Introduction
	Related Work
	Background
	Method
	Generative Model
	Inference
	Inference of Observed View-dependent Latents
	Inference of Predicted View-dependent Latents
	Inference of View-independent Latents

	Training

	Experiments
	Conclusion

