
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2025

CONTEXT HETEROGENEITY MAKES IN-CONTEXT
KNOWLEDGE CONFLICTS HARDER TO DETECT

Anonymous authors
Paper under double-blind review

ABSTRACT

Language models (LMs) deployed in real-world tasks – such as medical report
synthesis, web navigation, and summarization – must process diverse inputs and
handle conflicting information. Users expect them to detect in-context knowledge
conflicts – direct contradictions about objective facts – and issue alerts. Yet, we find
a critical failure: when faced with conflicting evidence across heterogeneous con-
texts, such as multiple languages or modalities, LMs fail to detect conflicts, leaving
them vulnerable to attacks and misinformation. While they achieve near-perfect
accuracy in homogeneous contexts, this drops by up to 65% in heterogeneous
settings. We identify context imbalance as the root cause: LMs exhibit extreme at-
tention asymmetry across domains, disproportionately prioritizing certain domains
in mixed inputs. Current instruction-tuning, which trains on separate examples
from multiple domains, fails to correct this. To address this, we need instance-
level diverse points that require reasoning over multiple domains within a single
context. We introduce Heterogeneous Instruction-Tuning (HeteroIT), a scalable
dataset-mixing procedure that generates instance-level diversity by combining
datasets from different domains. Applying our method to Bactrian-X, a standard
multilingual instruction-tuning dataset, improves conflict detection by 37%.

1 INTRODUCTION

User Prompt

Multilingual Web Search

"How many people gathered 
outside the South Korean 

assembly building on 
December 3rd?"

Context

News Source 1

"...an estimated 4,000 
citizens..."

News Source 2

"...국회 정문 앞에 집결한 
시민 2000여 명..."

News Source 3

"...seemingly hundreds of 
protestors..."

User Prompt

General Web Agents

"What is the fastest route 
from Logan Airport to North 

End?"

Context

"Take the Sumner Tunnel 
on 1A - 20 minutes…"

User Prompt

Medical Assistants

"Should we allocate a 
hospital room to this 

patient?"

Context

"Patient presents minor 
bruising on the left arm. 
X-ray shows no fracture…" 

User Prompt

Online Shopping Agents

"Can you find and buy a 
Rolex for less than 

$2,000?"

Context

"Rolex datejust 18k gold, 
factory-set diamonds, 

chronometer precision…"

Figure 1: LM agents need to recognize inconsistency across domains, such as in multilingual news,
shopping websites, maps, and EHR records. Failure to recognize conflicts can result in consequences
ranging from purchasing a scam (yellow) to providing the wrong medical treatment (light blue).

Recent advances in language models (LMs; OpenAI, 2024a; Gemini, 2024; Anthropic, 2024b)
have enabled their deployment in increasingly complex tasks that require reasoning over diverse
information sources. From autonomous web browsing (Adept, 2022; Anthropic, 2024a; OpenAI,
2024b) to AI-driven research assistants (Perplexity, 2024; Sakana, 2024), LMs are now tasked with
integrating text, images, code, and structured data from multiple sources. However, this expanded
capability introduces new risks: models must determine what is true, safe, and relevant while
navigating a landscape rife with misinformation, adversarial manipulation, and privacy threats.
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For instance, a computer-use agent might summarize multilingual news reports on an ongoing election,
process medical advice from conflicting sources, or purchase products from multimodal e-commerce
sites (Figure 1). Yet, without robust mechanisms for conflict detection, these agents risk amplifying
falsehoods, leaking private data, or executing malicious instructions. Worse, when interacting with
external tools – such as APIs for financial transactions or system commands – models may blindly
execute unsafe operations if they fail to recognize contradictions across diverse contexts.

To operate safely and reliably, LMs must process and reconcile heterogeneous contexts – inputs that
mix different modalities and languages – such as web pages combining images, multilingual text, and
embedded scripts. For example, in Figure 1(a), the LM must parse multilingual articles to answer a
question about international events. Although the sources present conflicting information, the LM
tends to rely on one of them. Similarly, in Figure 1(b), the LM must evaluate whether a scam product
with inconsistent description and image is reliable to purchase, but the LM blindly trusts the deceptive
description. The ability to identify and reason through conflicting evidence is critical, yet current
models struggle to do so when information is distributed across multiple domains.

We systematically investigate conflict detection across controlled settings involving multiple lan-
guages and modalities, such as image and text. Our experiments reveal a striking gap: while LMs
perform well in homogeneous settings, their ability to detect conflicts deteriorates significantly by up
to 65% in heterogeneous contexts. This degradation occurs consistently across both multilingual and
multimodal scenarios. Moreover, when conflicting information is present, models consistently favor
one domain over the other.

Why do models that otherwise excel in individual domains, struggle so severely with conflict detection
in heterogeneous settings? After all, state-of-the-art LMs are already trained on diverse datasets with
trillions of multilingual tokens (Meta, 2024) and billions of images (Li et al., 2024). To further rule
out lack of data diversity as the cause, we fine-tune Llama-3 on the Chinese and English subsets of
Bactrian-X (Li et al., 2023a), a multilingual instruction-tuning dataset with 67k samples per language.
Yet, this dataset-level mixing improves conflict detection on mixed English/Chinese evidence by only
4% – a negligible gain (Figure 6 (bottom)).

Context

(A)

(B)

(C)

(D)

w/ HeteroIT

w/o HeteroIT

Domain X Domain Y Attention

Figure 2: Illustration for context imbalance.
In homogeneous contexts, i.e., (A) and (B), dif-
ferent domains show balanced normalized at-
tention (softmax(QK⊤)) despite divergent pre-
softmax logits (QK⊤). Heterogeneous contexts
(C) expose domain bias – normalization fails
to mitigate logit-level imbalance. HeteroIT (D)
resolves this by training models to intrinsically
balance attention logits across domains.

We investigate the model’s attention mechanisms
and identify context imbalance in heterogeneous
contexts as the root cause of poor conflict detec-
tion. Despite being trained on multiple domains,
models internally weigh them unevenly. For in-
stance, when Llama-3 (Meta, 2024) answers ques-
tions based on mixed English/Chinese evidence, it
ignores the Chinese context 87.5% of the time. Its
attention layers exhibit severe domain bias – atten-
tion norms for English tokens dwarf those for Chi-
nese by 2–3× (Figure 4), effectively muting cross-
domain contradictions. We verify that training on
diverse languages, as before, does little to reduce
this imbalance (Figure 6 (top)). However, directly
rebalancing attention across domains – without any
training – boosts the performance by 43%.

When domain tagging at the input level is feasi-
ble and white-box access to the model is available,
direct attention manipulation can help mitigate im-
balance. However, a more scalable and practical solution is needed. We hypothesize that the gap
between homogeneous and heterogeneous settings arises because simply mixing domains does not
expose models to instances requiring cross-domain reasoning within the same context. In the absence
of such instance-level diverse examples, attention scores for one domain could be hugely different
from that of another domain, without hampering the performance on either domain (Figure 2).

To address this, we propose Heterogeneous Instruction-Tuning (HeteroIT), a new procedure that
takes any existing datasets from different domains (e.g., English/Chinese instruction-response pairs
from Bactrian-X) and combines them to create instance-level diverse examples, such as:
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Input:
<Chinese instruction> <English instruction>
Reply to both user instructions.
Output:
<Chinese response> <English response>

Fine-tuning Llama-3 on 67k HeteroIT-processed examples from Bactrian-X for just one epoch
reduces context imbalance between domains by 4× and boosts conflict detection by 37% –without
any inference-time hacks such as careful prompting (see instance-level mixing in Figure 6). We
highlight that HeteroIT does not introduce any explicit conflicts within the instances; it simply brings
the two domains together in the same context making our method extremely easy to scale and
compatible with any two datasets from different domains. Moreover, the significant improvement
in heterogeneous conflict detection – without explicit conflict examples – further supports attention
balance as the key driver of successful conflict detection.

Overall, our findings highlight an important but overlooked challenge in LMs – their struggle with
conflict detection in heterogeneous contexts. By formally characterizing the underlying context
imbalance and providing a scalable solution, we offer both a deeper understanding of the problem
and a practical path toward more robust reasoning across diverse domains.

2 CONTEXT HETEROGENEITY MAKES IN-CONTEXT KNOWLEDGE CONFLICTS
HARDER TO DETECT

We study free-form generation from a LM. The LM takes a context C and a question Q as input
and samples a response y ∼ LM(C,Q). The context C has an in-context knowledge conflict, i.e.,
C contains two subsequences, C1 and C2, that support contradictory answers to Q. We say the
response y detects a conflict if it mentions the existence of conflicting information within the context
C regarding the question Q. We construct two datasets: a synthetic news question answering dataset
and a multimodal question answering (MQA) dataset (see details in §E).

We evaluate a range of state-of-the-art (multimodal) LMs on our conflict detection tasks. We prompt
LMs with two pieces of context and a question, and sample a response from the LM.

Llama-3 Llama-3.1 Gemma-2 GPT-4o Aya-23
Model

0.0

0.2

0.4

0.6

0.8

1.0
Multilingual

English-English
Chinese-Chinese
English-Chinese

LLaVA-NeXT GPT-4o Cambrian
Model

0.0

0.2

0.4

0.6

0.8

1.0
Multimodal

Text-Text
Image-Image
Text-Image

Figure 3: LMs are worse at detecting conflict for heterogeneous contexts than homogeneous contexts.

Figure 3 shows the performance of the LMs on our synthetic news and MQA datasets. We see
that the conflict detection performance is significantly lower with the heterogeneous contexts than
with the homogeneous contexts. Interestingly, Aya-23, a LM specifically optimized for multilingual
capabilities, does not perform better than other LMs in this setting.

Summary. The heterogeneity of contexts makes conflict detection harder for LMs. This persists
even for LMs specifically trained for multilingual capabilities.
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3 UNDERSTANDING CONFLICT DETECTION UNDER CONTEXT
HETEROGENEITY

We begin by noting that most state-of-the-art LMs today are trained on highly diverse corpora,
spanning a wide range of domains and multiple languages (Meta, 2024; Riviere et al., 2024). More
surprisingly, as we observe in Figure 3, Aya-23, a LM specifically optimized for multilingual
capabilities, performs not better than other LMs with multilingual contexts. This suggests that simply
training LMs on diverse domains does not, by itself, ensure good conflict detection performance.

To reinforce this, we finetune Llama-3 on a combination of English and Chinese instruction tuning
dataset (we call this strategy dataset-level mixing) and see if this improves conflict detection in the
English-Chinese setting. Specifically, we use the English and Chinese subsets of Bactrian-X (Li
et al., 2023a), a multilingual instruction-tuning dataset containing 67k samples each language. In
Figure 6, we see that dataset-level mixing offers little gains on the conflict detection performance.
This motivates us to understand why diverse, multi-domain data is not enough to close the gap
between conflict detection on homogeneous and heterogeneous contexts.

3.1 CONTEXT IMBALANCE IN LMS

To investigate the mechanisms underlying this failure, we probe the context contribution in LMs.
Most state-of-the-art LMs are autoregressive – at each step, the LM predicts the next token based on
the context so far. For architectures like Transformers (Vaswani et al., 2017), the representation at
each step can be decomposed into a linear combination of the contributions of each span of context.
For example, in a Transformer LM, the output of an attention head in a layer at step t is defined as:

at = WO

t∑
j=1

wt,jvj , (1)

where vj is value output of the j-th token in the context, wt,j is the attention weight from the t-th
token to the j-th token, and WO is the output projection matrix. To understand the contribution of
each span of context, we can group tokens in the context based on their domain: Ck contains all token
indices of the k-th group. Based on this, we can rewrite the above equation as:

at =

K∑
k=1

∑
j∈Ck

wt,jWOvj

 :=

K∑
k=1

uk. (2)
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Figure 4: Context imbalance across heteroge-
neous contexts. We plot the average norm of uk

in Eq. (2), averaged over all layers and heads.

We hypothesize that the contribution of each con-
text in the task-relevant subspaces is imbalanced in
the heterogeneous contexts, making the LM more
likely to rely on the dominant context instead of
doing conflict detection. In Figure 2, we illustrate
our mental model of context imbalance. We hy-
pothesize that the context contribution or attention
should be balanced in the task-relevant subspaces,
e.g., layers and heads. In Figure 2(A) and Fig-
ure 2(B), the model can get good performance with
widely different unnormalized attention in homo-
geneous contexts as they will be normalized within
the same domain. However, in Figure 2(C), the
context imbalance happens when the attention is
normalized across domains.

To verify context imbalance, we compute the average norm of uk for each context, averaged over
all layers and attention heads.1 Figure 4 shows that the English context contributes more than the
Chinese context, and that text contributes more than images.

1We note that uk averaged over all layers and attention heads should be viewed as a proxy of what we want
to measure, i.e., context contribution in the task-relevant subspaces. We further discuss this in Appendix B.
For this reason, we do not argue that the norms of different uk should be the same to achieve the best conflict
detection performance.
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Dataset-level mixing does not effectively mitigate context imbalance. We repeat the analysis
for each model checkpoint alone the instruction tuning with dataset-level mixing. We observe that
dataset-level mixing does little to reduce the imbalance (see dataset-level mixing in Figure 6 (top)).

Mitigating context imbalance via attention manipulation To test if there is a causal relation
between context imbalance and conflict detection, we causally intervene the contribution of a context
Ck by adding a small constant ϵ to its unnormalized attention score. Formally, denote the normalized
attention weights at step t as wt := [wt,1, . . . , wt,t]

⊤. We manipulate the attention weights:

Manip(wt) = softmax (logwt + ϵ1Ck
) . (3)

If context imbalance underlies the lack of conflict detection, we would expect the performance to
improve as we increase the attention over the Chinese contexts and images. Figure 5 shows that the
conflict detection performance indeed improves after attention manipulation. In the multilingual
setting, the absolute improvement is up to 43% (relative by 5x). In the multimodal setting, we observe
a smaller gain of 18%. We hypothesize this is because current visual instruction tuning datasets (Liu
et al., 2023a) mainly focus on questions that can be answered (e.g., questions about an object in the
image), which creates a strong bias towards responding with a definite answer. As a side observation,
we find that attention manipulation can help the homogeneous context: we find that LMs tend to rely
more on the context that appears first, and by increasing the attention weights on later context, we
further improve the performance in homogeneous context despite its original high performance.

Llama-3 Gemma-2
Model

0.0

0.2

0.4

0.6

0.8

1.0
Multilingual

LLaVA-NeXT
Model

0.0

0.2

0.4

0.6

0.8

1.0
Multimodal

Llama-3 Gemma-2
Model

0.0

0.2

0.4

0.6

0.8

1.0
Monolingual

w/o manip.
w/ manip.

Figure 5: Conflict detection improves with post-hoc attention manipulation, where we increase the
attention over the context with a smaller attention output norm. We use the Standard prompt for
multilingual and monolingual, and Explicit prompt for the multimodal since we find LLaVA-NeXT
is strongly biased towards answering questions, and this prompt directly asks a yes-no question.

Summary. Context imbalance in heterogeneous context explains conflict detection failure. This
problem can be mitigated post hoc by upweighting the attention weights of the dominated context
(e.g., lower-resource languages and images), when domain tagging at the input level and white-box
access to the model is available.

3.2 HETEROGENEOUS INSTRUCTION-TUNING

We have shown that standard multi-domain instruction tuning (e.g. having both English and Chinese
examples in the data) fails to improve context imbalance, which causes failure in conflict detection.
Although attention manipulation can mitigate this issue, it requires domain tagging at the input
level and white-box access to the model, which is not the most scalable and practical solution. We
hypothesize that the gap between conflict detection in homogeneous and heterogeneous contexts
arises because mixing domains does not expose models to instances requiring cross-domain reasoning
within the same context. Without instance-level mixing between domains, the pre-softmax attention
scores for one domain could be hugely different from that of another domain, without changing the
normalized attention scores on each domain (Figure 2).

To address the lack of instance-level mixing between domains, we propose Heterogeneous Instruction-
Tuning (HeteroIT), a new procedure that takes two existing datasets from different domains and

5
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combine them to explicitly train LMs on heterogeneity within every training example. An illustration
of our input and output format is as follows:

Input:
<Chinese instruction> <English instruction>
Reply to both user instructions.
Output:
<Chinese response> <English response>

Training Objective
Instance-level mixing (ours) Dataset-level mixing

0 100k 200k 300k
Num. instruction samples

1.0

1.2

1.4

1.6

At
te
nt
io
n 
ra
ti
o

0 100k 200k 300k
Num. instruction samples

0.1

0.2

0.3

0.4

0.5

Co
nf
li
ct
 d
et
ec
ti
on

Figure 6: Finetuning on instance-level mixed data (HeteroIT, dark blue) reduces the context
imbalance between English and Chinese contexts 3× more than fine-tuning on traditional dataset-
level mixed data (light blue). Correspondingly, HeteroIT improves heterogeneous conflict detection
by 37% as compared to 4% improvement with dataset-level mixing.

We reuse the Chinese and English subsets of Bactrian-X that we used for dataset-level mixing.
In Figure 6 (instance-level mixing), we report the context imbalance (top) and conflict detection
performance (bottom) of model checkpoints for HeteroIT-processed examples. HeteroIT reduces
context imbalance between domains by 4× and boosts conflict detection by 37%. The improvements
in both directions are much larger than those of dataset-level mixing.

We highlight that HeteroIT is more scalable than directly finetuning the LMs on the knowledge
conflict detection task itself, as it does not require any explicit conflicts within the instructions, which
could be costly to generate for diverse domains. Our finding interesting, as the improvement in
conflict detection does not come from training on the same task that we are testing on.

Summary. Heterogeneous Instruction-Tuning creates instance-level diversity, which helps mit-
igate context imbalance and conflict detection over heterogeneous contexts, without directly
training on this task.

4 CONCLUSIONS

We investigated why LMs fail to detect factual contradictions when information is split across different
domains, such as multiple languages or modalities. Through controlled datasets and experiments,
we found that while models perform well in homogeneous contexts, their ability to detect conflicts
plummets by as much as 65% in heterogeneous ones. Our analyses reveal a key problem: context
imbalance, where models unevenly attend to certain domains, such as English text over non-English
text or images, thus overlooking contradictions. We showed that simply including multiple domains
in training (i.e., dataset-level mixing) has little gains, while Heterogeneous Instruction-Tuning –
which explicitly mixes different domains within each training instruction (i.e., instance-level mixing)
– substantially boosts conflict detection. HeteroIT represents a fundamental improvement in how
foundation models reason in heterogeneous contexts and highlights the need for training paradigms
that mirror the real-world complexity models face.
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A ADDITIONAL EXAMPLES OF CONFLICT DETECTION

We provide additional examples of LM failure in conflict detection over heterogeneous contexts.

Multilingual example In Figure 7, we provide an example of how an LM (GPT-4o) with web
access can fail to acknowledge knowledge conflicts from multilingual news sources.

Figure 7: An LM with web access can fail to acknowledge knowledge conflicts from multilingual
news sources. For example, GPT-4o reports the size of the protest outside South Korea’s National
Assembly on December 3, 2024 as 2,000 people, although different sources provide conflicting
numbers of attendees.

Multimodal agent example In Figure 8, we provide an example of how an LM (GPT-4o) with web
access can fail to acknowledge knowledge conflicts in multimodal product descriptions.

Figure 8: A LM can fail to acknowledge knowledge conflicts in multiple modalities. For example,
GPT-4o instructs the user to purchase an item labeled as ”Hawaiian Shirt for Men” despite the image
clearly depicting an ordinary t-shirt, not a Hawaiian shirt.

B ADDITIONAL EXPERIMENTS IN CONTEXT IMBALANCE

Recall that in §3.1 we demonstrate context imbalance with the average norm of uk for each context,
averaged over all layers and attention heads. In this section, we elaborate on this by visualizing uk

for each context in each layer and attention head.

Figure 9 visualizes the norm of uk for each layer and attention head in the multilingual setting,
aggregated over all test samples. Figure 10 visualizes the norm of uk for each layer and attention
head in the multilingual setting, aggregated over all test samples. We see that that the values over the
Chinese/image context is generally smaller than those over the English/text context, especially in
upper layers.
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We note one important exception that is relevant to the footnote in §3.1, where we argue that uk

averaged over all layers and attention heads should be viewed as a proxy of what we want to measure,
i.e., context contribution in the task-relevant subspaces. Figure 9, Layers 11-14 are an exception,
where the values over the Chinese context is higher – we argue that these layers are not in the
task-relevant subspace (i.e., they activates on the Chinese context but does not improve the reliance
on Chinese when answering the question). For this reason, we do not argue that the norms of different
uk should be the same to achieve the best conflict detection performance.
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Figure 9: We visualized the norm of uk for each layer and attention head in the multilingual
setting, aggregated over all test samples. We see that the values over the Chinese context is generally
smaller than those over the English context, especially in upper layers. Notably, Layers 11-14 are an
exception, where the values over the Chinese context is higher – we argue that these layers are not
in the task-relevant subspace (i.e., they activates on the Chinese context but does not improve the
reliance on Chinese when answering the question).
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Figure 10: We visualized the norm of uk for each layer and attention head in the multilingual setting,
aggregated over all test samples. We see that the values over the image is generally smaller than those
over the text.
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C ADDITIONAL RESULTS ON OTHER LANGUAGES

Figure 11 shows the results of conflict detection over heterogeneous contexts containing Icelandic
and Turkish.

Llama-3 Llama-3.1 Gemma-2 GPT-4o
Model

0.0
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0.6

0.8

1.0

English-English
English-Chinese
English-Turkish
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Figure 11: Conflict detection over heterogeneous contexts containing Icelandic and Turkish.

D ADDITIONAL RESULTS ON DIFFERENT PROMPTS

Standard Instructed Explicit
Prompt
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Figure 12: LMs are consistently worse at detecting
conflict over heterogeneous contexts than homoge-
neous contexts. The prompts progressively make
it easier for the model to notice a conflict.

Besides the prompts we show in the main text,
which does not assume any intervention from the
user, we also test other prompts that encourage
the LM to detect the conflict. Specifically, we
explore two types of prompts: (1) add an instruc-
tion that tells the LM to report the conflict if it
finds any (denoted as Instructed in Figure 12);
(2) embed the question into a yes-no question:
“Would the answers to the question ‘{Q}’ be
the same based on the paragraphs in the con-
text?” (denoted as Explicit in Figure 12). In
Figure 12, we see that, although the overall con-
flict detection performance improves, the trend
is similar to Figure 3 – the conflict detection per-
formance of LMs is lower in the heterogeneous
contexts than in the homogeneous contexts.

E DATA CURATION

We construct two datasets: a synthetic news question answering dataset and a multimodal question
answering (MQA) dataset, each with controlled variations in context.

Synthetic news We first create a dataset of question answering over synthetic news paragraphs that
do not exist (so the LM cannot use parametric knowledge to answer the questions). We use GPT-4o
to generate 400 topics. For each topic, we prompt GPT-4o to generate:

1. A synthetic news paragraph PE in English which has not appeared in reality, a question Q
in English, and an answer A based on the paragraph.

2. A synthetic news paragraph PC in Chinese that does not agree with the English one PE

regarding the question Q, and an answer A based on the Chinese one.

We require GPT-4o to keep all proper names in English to avoid the impact of variability in translation
on evaluation. We also constrain the answers to be either proper names or numbers.

Given the two news paragraphs PE and PC and the question Q, the LM should report inconsistency
because A is contradictory to A. We name this dataset {(PE , PC , Q,A,A)} as English-Chinese.
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We then derive several variants of different language combinations via (back-) translation. For each
paragraph PC in Chinese, we back-translate it into English P

′
E . We name {(PE , P

′
E , Q,A,A)}

as English-English. For each English paragraph PE , we translate it into Chinese P ′
C . We name

{(P ′
C , PC , Q,A,A)} as Chinese-Chinese. Similarly, we test other low-resource languages where

Chinese is replaced as Turkish or Icelandic.

Multimodal question answering (MQA) We construct a dataset of question answering over both
image and text based on the VQA-v2 dataset (Goyal et al., 2016). Each sample in VQA-v2 consists of
an image V , a question Q, and 10 candidate answers. To improve data quality, we keep the majority
answer A with over 80% agreement and further remove ambiguous answers such as “left/right”,
“large/small” etc. To increase data diversity, we downweight the answers with over 1K occurrences.
In total, we subsample 500 triples of image, question, and answer (V,Q,A) from VQA-v2.

For each triplet, we prompt GPT-4o to generate a text description T that does not agree with the image
V regarding the question Q, and the answer A based on T . Given the image V , the text description
T , and the question Q, the LM should report a conflict as A is contradictory to A. We name this
dataset {(V, T ,Q,A,A)} as Text-Image. For each image V , we prompt GPT-4o to generate a
description T ′ that agrees with the image regarding the question Q. We name {(T ′, T ,Q,A,A)} as
Text-Text. For each T , we prompt DALL-E 3 (Betker et al., 2023) to generate an image V . We
name {(V, V ,Q,A,A)} as Image-Image.

F RELATED WORK

Agent Security and Safety Modern LLM-based agents can operate autonomously in web naviga-
tion (Anthropic, 2024a; OpenAI, 2024b), research assistance (Perplexity, 2024; Sakana, 2024), and
software development (Wang et al., 2024). While their multi-step reasoning (Yao et al., 2023) and
tool-calling capabilities (Kinniment et al., 2023; Patil et al., 2023; Lu et al., 2024; Yan et al., 2024)
enable complex workflows, they also introduce critical vulnerabilities. Recent work demonstrates
susceptibility to prompt injection (Ruan et al., 2024; Zhan et al., 2024; Debenedetti et al., 2024),
multi-turn adversarial attacks (Chen et al., 2024b), and image-based exploits (Wu et al., 2025).
Benchmarking efforts reveal these risks persist even in state-of-the-art systems (Andriushchenko
et al., 2024), highlighting a fundamental tension: agent autonomy requires processing diverse contexts
(Liu et al., 2023b; Mialon et al., 2023), which in turn creates security loopholes.

Multilingual and Multimodal Disparities In addition to novel domain-specific vulnerabilities
(e.g. image perturbations, code injections), LM agents are further susceptible to disparities in diverse
contexts since the underlying models already underperform on non-English languages and non-textual
modalities. While multilingual and multimodal tasks differ superficially, they are both solved with
specialized models (Ustun et al., 2024; Li et al., 2024; Cui et al., 2023; Alayrac et al., 2022; Liu
et al., 2023a; Chameleon, 2024), tailored datasets for fine-tuning and evaluation (Li et al., 2023a;
Conneau et al., 2018; Antol et al., 2015) and optimized prompting strategies (He et al., 2024; Huang
et al., 2023). Moreover, despite these efforts, they both introduce similar vulnerabilities in web
agents. Agents that are not properly calibrated to balance the domains may end up disregarding or
over-relying on information in specific modalities or languages.

Knowledge Conflicts in Homogeneous Contexts Even in single-domain settings, LMs often fail
when they encounter conflicting information (Xu et al., 2024). In these homogeneous scenarios (e.g.,
correcting outdated facts), there is limited evidence that LMs exhibit self-consistency – the ability
to identify when they don’t know an answer (Kadavath et al., 2022; Yin et al., 2023). However in
practice, even in this relatively easy setting, models can be easily misled by injected misinformation
that conflicts with their parametric knowledge (Goyal et al., 2024; Pan et al., 2021). They also tend to
over-rely on old parametric information and ignore up-to-date information in context (Longpre et al.,
2021; Xie et al., 2023). Mitigation strategies like prompting (Zhou et al., 2023), pretraining (Li et al.,
2022), or reweighting neurons (Shi et al., 2024) improve conflict detection but remain limited to
specific homogeneous contexts. The root cause of this limitation is that existing benchmarks, (Kasai
et al., 2024; Zhang & Choi, 2021; Chen et al., 2024a; Wang et al., 2023) and datasets (Su et al., 2024;
Li et al., 2023b; Zheng et al., 2022) focus narrowly on single-domain conflicts, failing to address
real-world heterogeneity.
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Knowledge Conflicts in Heterogeneous Contexts Prior work largely overlooks knowledge con-
flicts between multiple domains (e.g., multilingual or multimodal evidence). This is a critical
oversight, since real-world LM agents operate in diverse web environments (Xie et al., 2024; Zhou
et al., 2024; Koh et al., 2024) where agents must handle both natural conflicts (Liu et al., 2024)
and intentional attacks (Wu et al., 2025)) across domains. Existing solutions for conflict detection
(Wang et al., 2023) rely heavily on curated conflict-specific datasets, an impractical strategy given the
diversity of domains (text, code, images, etc). Collecting data for every possible conflict requires
chasing a moving target, as agents are deployed in increasingly dynamic contexts. Compared to
these methods, the instance-level mixing approach we propose with HeteroIT is very scalable. It
eliminates the need for conflict-specific data and transfers across domains by combining existing
instruction-tuning datasets to improve LMs’ ability to balance attention over heterogeneous contexts.
Through this research, we hope to contribute to the safe development of LM agents by providing a
foundational analysis and data-efficient solution to real-world knowledge conflicts.
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