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ABSTRACT

Deep neural networks are widely known to be vulnerable to adversarial examples.
However, vanilla adversarial examples generated under the white-box setting often
exhibit low transferability across different models. Since adversarial transferability
poses more severe threats to practical applications, various approaches have been
proposed for better transferability, including gradient-based, input transformation-
based, and model-related attacks, etc. In this work, we find that several tiny changes
in the existing adversarial attacks can significantly affect the attack performance,
e.g., the number of iterations and step size. Based on careful studies of existing
adversarial attacks, we propose a bag of tricks to enhance adversarial transferability,
including momentum initialization, scheduled step size, dual example, spectral-
based input transformation, and several ensemble strategies. Extensive experiments
on the ImageNet dataset validate the high effectiveness of our proposed tricks and
show that combining them can further boost adversarial transferability. Our work
provides practical insights and techniques to enhance adversarial transferability,
and offers guidance to improve the attack performance on the real-world application
through simple adjustments.

1 INTRODUCTION
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Figure 1: Attack success rates (%)
of 100 adversarial examples against
Google’s vision API with VGG-16
as the surrogate model. We de-
note Vanilla as the general setting,
Adjustment as adjusting the hyper-
parameters, and Tricks as being in-
tegrated with our tricks.

Adversarial examples, in which imperceptible perturbations to
benign samples can deceive deep neural networks (DNNs), have
attracted significant attention in recent years (Szegedy et al.,
2013; Goodfellow et al., 2015; Agarwal et al., 2022). These
examples highlight the vulnerability of DNNs and raise critical
security concerns in various domains, including autonomous
driving (Cao et al., 2019; Nesti et al., 2022; Girdhar et al., 2023),
facial authentication (Chen et al., 2017; 2019; Joos et al., 2022),
object detection (Li et al., 2021; Nezami et al., 2021; Zhang
& Wang, 2019), etc. The study of adversarial examples has
spurred researches on enhancing the robustness (Madry et al.,
2018; Shafahi et al., 2019; Zheng et al., 2020; Jia et al., 2022)
and understanding (Shumailov et al., 2019) of DNNs. Overall,
adversarial examples have become a crucial tool for uncovering
vulnerabilities and boosting the robustness of DNNs.

Without any knowledge (e.g., architecture, parameters, training
loss functions, etc.) about remote victim models used in real-
world applications, attackers usually employ the local surrogate
model to craft adversarial examples to deceive the victim mod-
els, dubbed adversarial transferability. To improve the attack
success rate against the victim model using the surrogate model,
numerous approaches have been proposed to improve the ad-
versarial transferability, such as gradient-based attacks (Dong
et al., 2018; Wang & He, 2021; Wang et al., 2021b), input transformation-based attacks (Xie et al.,
2019; Dong et al., 2019; Wang et al., 2021a), model-related attacks (Liu et al., 2017; Xiong et al.,
2022; Gubri et al., 2022), etc.
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Existing transfer-based attacks generally follow a unified setting, which sets the number of iterations
T as 10, the momentum decay factor γ as 1, the step size α as 1

T , etc. However, it does not represent
the actual performance in real-world applications. As shown in Fig. 1, when employing VGG-16 to
generate 100 adversarial examples to attack Google’s vision API 1 using I-FGSM (Goodfellow et al.,
2015), MI-FGSM (Dong et al., 2018), PI-FGSM (Gao et al., 2020), VMI-FGSM (Wang & He, 2021),
and GIMI-FGSM (Wang et al., 2022a), respectively, the average attack success rate over different
methods under the general setup (Vanilla) is 23.6%, while it has a large improvement of 11.6% by
the hyper-parameters adjustment (Adjustment, see Appendix A). It supports that simple adjustment
has a great impact on adversarial transferability, leading to performance differences in applications.
This finding motivates us to investigate the real performance of different attacks.

To give a comprehensive study, we first investigate the impact of key hyper-parameters on adversarial
transferability in generally used gradient-based attacks, which also serve as the backbone of other
methods. Then, we propose a collection of simple yet effective tricks to boost the performance of
different categories of attacks, including 1) gradient-based attacks: random initialization, scheduled
step size, dual example; 2) input transformation-based attacks: high-frequency transformation,
spectral-based augmentations; 3) ensemble-based attacks: gradient alignment, asynchronous input
transformation, and model shuffle. As shown in Fig. 1, the integrated tricks (Tricks) further
bring 10.8% improvement of the mean attack success rate against Google’s vision API. Extensive
experiments on the ImageNet dataset demonstrate that our tricks help overcome the limitations and
challenges in crafting adversarial examples and significantly improve the attack performance of the
selected dozen attacks. By combining these tricks, we can achieve superior attack performance
on defense models and Google’s vision API, which reveals the inefficiency of existing defense
mechanisms and scalability in real-word applications.

2 RELATED WORK

2.1 ADVERSARIAL ATTACK AND ADVERSARIAL TRANSFERABILITY

Since Szegedy et al. (2013) uncovered the vulnerability of DNNs to adversarial examples, numerous
adversarial attacks have been proposed, including 1) white-box attacks: the attacker has the full
knowledge of the victim model (Goodfellow et al., 2015; Moosavi-Dezfooli et al., 2016; Carlini
& Wagner, 2017), e.g., architecture, loss function, etc. 2) black-box attacks: the attacker has no
prior information of the victim model. It is often impossible to access information about the target
victim model in real-world scenarios, necessitating black-box attack techniques. Existing black-
box attacks can be grouped into three classes: score-based (Andriushchenko et al., 2020; Yatsura
et al., 2021), decision-based (Li et al., 2022; Chen et al., 2020; Wang et al., 2022b), and transfer-
based (Dong et al., 2018; Lin et al., 2020; Wang et al., 2021a) attacks. Score-based and decision-based
attacks typically require a significant number of queries on the victim model, while transfer-based
attacks adopt the adversarial examples generated on surrogate models to fool different victim models.
This makes transfer-based attacks more computationally efficient and better suited for real-world
applications. Hence, we focus on transfer-based attacks. Numerous researchers have devised
strategies to enhance adversarial transferability, concentrating mainly on three approaches: iterative
gradient-based optimization, input transformation-based methods, and model-related techniques.

Gradient-based optimization methods. I-FGSM (Kurakin et al., 2018) extends FGSM (Goodfellow
et al., 2015) into an iterative version to substantially enhance the attack effectiveness under the white-
box setting but exhibit poor transferability. MI-FGSM (Dong et al., 2018) incorporates momentum to
improve adversarial transferability, while NI-FGSM (Lin et al., 2020) applies Nesterov momentum for
optimization acceleration. PI-FGSM (Gao et al., 2020) recycles the clipped adversarial perturbation
to the neighbor pixels to enhance the transferability. VMI-FGSM (Wang & He, 2021) adjusts the
gradient based on the gradient variance of the previous iteration to stabilize the update direction.
EMI-FGSM (Wang et al., 2021b) enhances the momentum by averaging the gradient of data points
sampled from the optimization direction. GIMI-FGSM (Wang et al., 2022a) initializes the momentum
by running the attacks in several iterations for gradient pre-convergence.

Input transformation methods. Input transformation-based attacks have shown great effectiveness
in improving transferability and can be combined with gradient-based attacks. For instance, diverse

1https://cloud.google.com/vision
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input method (DIM) (Xie et al., 2019) resizes the input image to a random size, which is then padded
to a fixed size for gradient calculation. TIM (Dong et al., 2019) adopts Gaussian smooth on the
gradient to approximate the average gradient of a set of translated images to update the adversary.
Scale-invariant method (SIM) (Lin et al., 2020) calculates the gradient on a collection of scaled
images. Admix (Wang et al., 2021a) incorporates a fraction of images from other categories into
the inputs to generate multiple images for gradient calculation. SSA (Long et al., 2022) randomly
transforms the image in the frequency domain to craft more transferable adversarial examples.

Model-related methods. Liu et al. (2017) initially discovered that an ensemble attack, which
generates adversarial examples on multiple models, can result in better transferability. Li et al. (2020)
simultaneously attack several ghost networks, which are generated by adding dropout layers to the
surrogate model. Xiong et al. (2022) minimize the gradient variance across different models to
enhance ensemble attacks. Gubri et al. (2022) train the model with a high learning rate to produce
multiple models and attack them sequentially to improve existing attacks’ transferability.

2.2 ADVERSARIAL DEFENSE

To mitigate the threat of adversarial attacks, a variety of defense methods have been proposed,
eg., adversarial training (Goodfellow et al., 2015; Zhang et al., 2019; Wang et al., 2020a), input
pre-processing (Guo et al., 2018), certified defense (Cohen et al., 2019) etc. For example, Liao et al.
(2018) propose a high-level representation guided denoiser (HGD) to purify the adversarial examples.
Madry et al. (2018) introduce an adversarial training method (AT) that utilizes PGD adversarial
examples to train models, aiming to enhance their adversarial robustness. Wong et al. (2020) employ
random initialization in FGSM adversarial training, leading to Fast Adversarial Training (FAT),
which achieves accelerated training and improved adversarial robustness comparable to PGD training.
Cohen et al. (2019) propose a random smoothing technique (RS) to provide the model with certified
robustness against the adversarial examples. Naseer et al. (2020) design a neural representation
purifier (NRP) to remove harmful perturbations of images to defend adversarial attacks.

3 BAG OF TRICKS

In this study, we explore various techniques to generate more transferable adversarial examples. We
evaluate the effectiveness of these factors and tricks using several attacks, including FGSM (Goodfel-
low et al., 2015), I-FGSM (Kurakin et al., 2018), MI-FGSM (Dong et al., 2018), NI-FGSM (Lin et al.,
2020), VMI-FGSM (Wang & He, 2021), EMI-FGSM (Wang et al., 2021b), and GIMI-FGSM (Wang
et al., 2022a). In our default setting, we choose 10, 000 images from the ImageNet-1K dataset as our
evaluation set. We use seven surrogate/victim models, comprising 1) Convolutional Neural Network
(CNNs): VGG-16 (Simonyan & Zisserman, 2015), ResNet-18 (He et al., 2016), ResNet-101 (He
et al., 2016), DenseNet-121 (Huang et al., 2017), and MobileNet (Howard et al., 2017); and 2)
transformers: Vit (Dosovitskiy et al., 2020) and Swin (Liu et al., 2021). We generate adversarial
examples using VGG-16 and evaluate their performance on the other seven models by reporting the
mean attack success rate. To align with previous works, we set the maximum perturbation magnitude
ϵ = 16

255 . Unless otherwise specified (denoted as Ori.), we set the number of iterations as 10, the
step size as 1.6

255 , momentum decay factor γ as 1, the look-ahead factor for NI-FGSM as 1.6
255 , the

number of additional samples used in EMI-FGSM and VMI-FGSM as 11 and 20, the number of
pre-computing epochs for GIMI-FGSM as 5. We give detailed experiment settings in Appendix A
and more results using different models as the surrogate model in Appendix E and F.

3.1 HYPER-PARAMETERS STUDY

When fixing the maximum perturbation and evaluation criteria, the other hyper-parameters, such as
the number of iterations, step size, and momentum coefficient, might greatly impact performance but
be overlooked in existing works. Here, we conduct experiments to examine the effects of the number
of iterations T , the scale factor s for step size, and the momentum decay factor γ on performance.

On the number of iterations T : After MI-FGSM adopts T = 10 for evaluations, the subsequent
works take T = 10 as the default setting. However, it remains unexplored how varying the value
of T impacts different attack methods. Here we conduct a series of experiments with T ranging
from 1 to 20 to analyze its influence on various attack techniques. As shown in Fig. 2a, increasing T
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(a) Studies on the number of iterations.
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(b) Studies on the scale factor for step size.
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(c) Studies on the decay factor.

Figure 2: Hyper-parameters studies of seven iterative adversarial attacks on the number of iterations,
scale factor for step size and decay factor.

significantly affects the performance of I-FGSM, indicating the crucial role of near-sample gradients
in boosting the adversarial transferability. Conversely, for the other baseline methods, augmenting the
number of iterations initially improves their attack performance. GIMI-FGSM, in particular, achieves
its peak performance at T = 5, showing the effectiveness of the global momentum in skipping the
local optima near samples but still suffering from performance degradation for larger values T due
to multiple local optimas far away from the samples. Notably, VMI-FGSM consistently improves
performance as the number of iterations increases. This suggests that the variance tuning mechanism
of VMI-FGSM effectively stabilizes the update direction, enabling it to escape poor local minima
and achieve superior results. Hence, the optimal number of iterations varies for various attacks and it
is crucial to set the appropriate value of T for superior performance.

On the scale factor s for step size: It is common to set the step size α = ϵ/T for generating
adversarial examples. However, recent researches (Gao et al., 2020; Xie et al., 2021) have indicated
that adopting a larger step size can enhance the transferability of adversarial examples. To investigate
this further, we conduct experiments by scaling the step size with a factor ranging from 0.8× to
1.2× relative to ϵ/T . The results are illustrated in Fig. 2b. We can see that increasing the step size
yields improved performance for several momentum-based attack methods, indicating an adequately
large step size can be utilized to skip over the local optima and boost the adversarial transferability.
However, it is important to note that excessively large step sizes can overlook the optima and cause
inefficient optimization under l∞ constraint, thus harming attack performance, especially for PI-
FGSM. Therefore, it is crucial to carefully consider an adequately large step size that balances the
improved transferability without performance degradation.

On the momentum decay factor γ: Typically, the decay factor for momentum is set to 1, indicating
no decay, while γ < 1 indicates the increasing impact of momentum (Wang et al., 2021b). To
investigate the impact of γ, we conduct experiments using different momentum decay factors, ranging
from 0 to 2 with a step size of 0.2. As shown in Fig. 2c, setting γ as 1.0 or 1.2 leads to better
transferability. A small value of γ tends to result in degradation towards the behavior of I-FGSM,
while a large value of γ leads to the dominance of historical momentum. It is important to set an
appropriate momentum decay factor to balance the historical momentum and novel gradients, thus
better searching for the direction towards optima to boost the adversarial transferability.

Takeaways. In general, the optimal number of iterations and scale factor for step size varies for
different attacks. Achieving superior performance necessitates a meticulous process of finetuning.
For most attacks, a momentum decay factor γ = 1.0 or γ = 1.2 is appropriate. Besides, the results
of the hyper-parameter study suggest that adversarial transferability is much more sensitive to some
basic settings than we thought. We appeal to more concerns on the overlooked confounders when
benchmarking attacks. More discussions are provided in Appendix G.

3.2 MOMENTUM INITIALIZATION

Initialization techniques (e.g., random start, Xavier (Glorot & Bengio, 2010), Kaiming (He et al.,
2015)) have been recognized as crucial methods to expedite convergence in optimization problems.
As depicted in Fig. 2c, the momentum takes a crucial role in stabilizing the optimization direction.
However, there is limited research on leveraging better momentum initialization techniques to enhance
adversarial transferability. Recently, GIMI-FGSM initializes the global momentum by running MI-
FGSM for a few iterations, which achieves better adversarial transferability. However, accurately
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Table 1: Average attack success rates (%) of momentum-based attacks with GI or RGI for global momen-
tum initialization, including MI-FGSM, NI-FGSM, PI-FGSM, EMI-FGSM, and VMI-FGSM. We report the
performance under the default setting (T = 10)/optimal setting. We denote ”Ori.” as the vanilla attacks.

MI-FGSM NI-FGSM PI-FGSM EMI-FGSM VMI-FGSM

Ori. 55.6/56.7 57.4/58.6 60.2/61.0 65.0/67.1 69.5/73.8
GI 60.7/61.7 56.9/57.9 60.7/62.2 68.2/68.2 70.6/75.2

RGI 64.4/64.8 64.8/65.1 69.6/69.6 73.3/73.3 78.1/79.3

capturing the true global momentum and pre-computing it becomes challenging due to the presence
of multiple local optima around the initial benign samples.

To address this issue, we posit that the initialization of the global momentum warrants a thorough
examination of the entire surrounding region. Inspired by VMI-FGSM and EMI-FGSM, we randomly
sample several samples in the ϵ-neighborhood of input image x to accumulate the momentum as the
global momentum, denoted as random global momentum initialization (RGI). By incorporating RGI,
we aim to capture a more representative global momentum that takes into account the diverse local
optima surrounding the initial benign sample. The detailed algorithm is in Appendix B.1.

Results. Since GIMI-FGSM initializes the global momentum with 5 iterations, we sample 5 ex-
amples in RGI for a fair comparison. Table 1 demonstrates the impact of different initialization
methods. It can be observed that Global Initialization (GI) only exhibits a noticeable effect on
a few baselines, failing to enhance the adversarial transferability of NI-FGSM and PI-FGSM. In
contrast, RGI consistently improves the adversarial transferability for all the baselines, surpassing GI
by a remarkable margin. This outcome confirms the effectiveness of momentum initialization and
supports our argument that proper initialization of the global momentum necessitates comprehensive
exploration of the neighborhood.

3.3 SCHEDULED STEP SIZE

Although I-FGSM achieves superior white-box performance, as shown in our hyper-parameter study
of Fig. 2a, it exhibits poorer adversarial transferability than FGSM (T = 1). Interestingly, I-FGSM
exhibits poorer adversarial transferability as the number of iterations increases. This inspires us that
the gradient of data points close to the input image plays a crucial role in generating transferable
adversarial examples. To balance the white-box performance and transferability, we adjust the
importance of the gradient at each iteration by using various step sizes to update the perturbation. In
particular, we optimize xadv as follows:

xadv
t+1 = Clip[x−ϵ,x+ϵ]

{
xadv
t + ϵ · α̂t · sign

(
∇xadv

t
L
(
f
(
xadv
t

)
, y
))}

, (1)

where Clip[x−ϵ,x+ϵ](·) clips the input into [x − ϵ, x + ϵ], α̂ is the scheduled increasing step size
sequence and xadv

0 = x.

Results. To validate the effectiveness of scheduled step size, we adopt five sequences, namely
logarithm: αi =

ln(T−i)∑T
k=1 ln(T−k)

, linear: αi =
T−i∑T

k=1(T−k)
, exponential: αi =

eT−i∑T
k=1 eT−k , and pvalue:

αi =
1/ip∑T

k=1 1/kp . These five sequences are ploted in Fig. 3. We can see that they exhibit various
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Figure 3: Scheduled step size at various
iterations.

Table 2: Average attack success rates (%) of gradient-based attacks using
various scheduled step sizes, including I-FGSM, MI-FGSM, NI-FGSM,
PI-FGSM, EMI-FGSM, VMI-FGSM, and GIMI-FGSM. We report the
performance under the default setting (T = 10)/optimal setting. We
denote ”Ori.” as the identity step size.

I-FGSM MI-FGSM NI-FGSM PI-FGSM EMI-FGSM VMI-FGSM GIMI-FGSM

Ori. 36.1/51.6 55.6/56.7 57.4/58.6 60.2/61.0 65.0/67.1 69.5/73.8 60.7/61.7
log 35.9/49.5 56.9/57.1 58.6/59.1 60.8/61.2 65.9/67.4 73.9/74.1 61.1/61.9

linear 35.7/46.2 56.4/56.9 60.4/60.7 61.2/62.0 66.7/68.3 70.3/70.9 60.9/60.9
exp 37.8/46.2 59.9/59.9 57.9/57.9 52.1/52.1 63.8/64.5 71.1/71.1 58.8/59.0

pvalue 38.4/52.2 57.7/57.7 58.3/59.0 56.1/56.2 64.2/64.9 69.7/70.5 61.8/62.5
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Table 3: Average attack success rates (%) when applying dual example w/o or w ensemble strategy using
various sequences as step size to various attacks, i.e., I-FGSM, MI-FGSM, NI-FGSM, PI-FGSM, EMI-FGSM,
VMI-FGSM, and GIMI-FGSM. We denote ”N/A” as vanilla adversarial attacks, and others as dual example with
scheduled step size.

I-FGSM MI-FGSM NI-FGSM PI-FGSM EMI-FGSM VMI-FGSM GIMI-FGSM

N/A 36.1 55.6 57.4 60.2 65.0 69.5 60.7
Ori. 48.9/62.3 56.1/65.5 59.3/64.0 62.8/66.6 66.3/68.9 75.2/77.3 63.4/71.0
log 50.6/62.9 60.7/66.9 62.5/66.9 56.6/66.0 63.8/69.4 77.9/78.7 66.8/71.2

linear 40.9/62.0 60.9/66.6 61.7/67.3 63.5/66.9 67.1/69.4 76.9/78.8 68.1/70.6
exp 39.3/61.9 61.5/65.6 61.3/65.8 60.6/66.4 65.9/67.3 70.5/74.9 63.4/69.1

pvalue 48.9/62.1 57.7/66.1 62.0/64.2 62.8/67.0 66.2/68.7 75.6/77.9 66.6/69.9

decreasing rates, resulting in different magnitudes of significance for each iteration. In Tab. 2,
we present the results of applying the scheduled step size to seven attacks. We can observe that
the scheduled step size consistently improves the adversarial transferability of all seven attacks.
For example, the logarithmic sequence yields a significant improvement of 4.4% for VMI-FGSM,
indicating the considerable potential of the scheduled step size approach in enhancing transferability
by carefully adjusting the step size. However, it is worth noting that the optimal scheduled sequence
for each attack method differs from one another. This highlights the importance of tailoring the step
size schedule to the specific characteristics and requirements of each attack. These findings highlight
that researchers can enhance adversarial transferability for free by carefully considering the decline
rates of different sequences and their impact on the importance of each iteration.

3.4 DUAL EXAMPLE

Although the scheduled step size can boost the adversarial transferability, it might significantly
diminish the gradient of the latter iterations. This is especially evident when the step size decreases
significantly over time. For instance, using an exponential sequence that yields the best performance
on MI-FGSM, the step size becomes close to zero after t = 5. Consequently, the last five iterations
have a negligible effect on updating the adversarial perturbation. To address this issue, we aim to
strike a balance between utilizing gradients near the benign samples for enhanced transferability
and achieving efficient updates on the adversarial perturbations during the later steps. By doing
so, we aim to overcome the limitations imposed by a diminishing step size and ensure that the later
iterations contribute meaningfully to the attack process.

The core concept behind using a scheduled step size is to prioritize the gradients of data points that
are closer to the input image. Scheduled step size gives more weight to the gradients of data points
close to the input image by assigning large step sizes in the first several iterations. In addition to
using a scheduled step size, an alternative approach is to adopt the gradient of data points close to the
input image more frequently. This means that during the iterative attack process, the gradients of
nearby data points are utilized multiple times, thereby placing greater importance.

Hence, we propose a new strategy that builds upon existing attacks but incorporates the use of
gradients calculated on a dual example. The dual example is optimized by I-FGSM with an increasing
sequence as the step size, resulting in a larger number of data points for gradient calculation. To
further emulate the transferability of gradients across different models, we initialize the perturbation
of the dual example as uniform random noise. This initialization helps to explore a broader range
of perturbation space and encourages the attack to discover more effective adversarial examples.
Additionally, we adopt an ensemble strategy by initializing multiple dual examples, which can capture
a diverse set of starting points and gradients. This ensemble approach allows us to fully explore
the neighborhood of the input image and leverage the average gradient from multiple data points,
leading to a more comprehensive and precise estimation of the true gradient. We provide the detailed
algorithm in Appendix B.2.

Results. Similar to Sec. 3.3, we adopt the inverse decreasing sequences in Fig. 3 as the increasing
sequence. As shown in Tab. 3, the dual example can significantly boost seven adversarial attacks.
By achieving the trade-off between utilizing gradients near the benign samples and efficient updates
during the later steps, the dual example can achieve much better performance than the scheduled step
size. In addition, by adopting an ensemble strategy, where multiple dual examples are utilized, we
further boost the adversarial transferability. The ensemble approach provides a more comprehensive
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Figure 5: Average attack success rates (%) of
baselines and proposed tricks on SSA.

exploration of the neighborhood around the input image and allows for the aggregation of gradients
from multiple starting points. As a result, we achieve a clear margin of improvement over the
baselines, with performance gains of 26.8% on I-FGSM, 12.39% on MI-FGSM, 9.25% on VMI-
FGSM, and 10.94% on GIMI-FGSM. These results validate our initial motivation and hypothesis
that focusing on the gradients of data points close to benign samples can mitigate overfitting issues
and generate more transferable adversarial examples.

3.5 INPUT TRANSFORMATION-BASED ATTACKS USING SPECTRAL SIMULATIONS

Input transformation-based attacks have shown superior performance by transforming the input image
before gradient calculation, such as DIM (Xie et al., 2019), TIM (Dong et al., 2019), SIM (Lin et al.,
2020), Admix (Wang et al., 2021a) and SSA (Long et al., 2022). Recent input transformation-based
attacks often introduce a large variation on the input image for high diversity. However, this variation
can introduce additional noise and uncertainty, making it challenging to obtain precise gradients for
adversarial perturbation calculation. To eliminate the variance by these transformations, they adopt
the average gradient of several transformed images, which can lead to unfair comparisons and biased
results. Here we first investigate the impact of the number of copies on the adversarial transferability
for DIM, SIM, Admix and SSA and propose a spectral-based input transformation for transferable
adversarial examples.

Hyper-parameter study: To investigate the impact of the number of copies, we conduct the attacks
using the number of copies from 1 to 20. DIM, the first input transformation-based attack, pads the
resized image into 1.1× size, which introduces limited diversity of transformed data. Here we further
consider padding the resized image into 2× and 3× size, denoted as DIM2 and DIM3. As shown in
Fig. 4, DIM3 exhibits better transferability than vallina DIM. This result validates our hypothesis
that using a small padding size in DIM limits the diversity of transformed data and hampers its
transferability. In general, the number of copies significantly influences SIM, Admix and SSA while
having little effect on DIM. This suggests that attacks with larger variations, such as SIM, Admix, and
SSA, require a larger number of copies to eliminate the variance introduced by the transformations.
Furthermore, our findings indicate that a higher diversity, achieves through a larger number of copies,
leads to improved transferability of adversarial examples.

High frequency transformation generates more transferable adversarial examples: As shown
in Fig. 4, SSA exhibits the best performance by transforming the input image in the full frequency
domain. Note that a lot of work has pointed out that deep models usually focus on the low-frequency
region, which is also the spectral representation of the contour and shape in the image (Long et al.,
2022), while the high-frequency region captures more noise (Chang-Yanab et al., 2008). Moreover,
recent research has shown that perturbing the high-frequency region can be more effective in crafting
adversarial examples (Wang et al., 2020b; 2022b). Motivated by these observations, we propose
SSA-H, which perturbs the high-frequency region (representing 20% in the frequency domain) to
augment the data. As presented in Fig. 5, SSA-H exhibits a 1.84% improvement in the average attack
success rate compared to vanilla SSA. This result further confirms the effectiveness of high-frequency
perturbation in enhancing adversarial transferability.
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Spectral-based input transformations: Building upon the observation that high-frequency transfor-
mations are more effective in generating transferable adversarial examples, we propose SSA+ as an
extension of SSA. Specifically, SSA+ integrates conventional augmentation techniques used in input
transformation-based attacks, such as scaling, dropout, and adding noise, into the spectral domain by
perturbing the high-frequency domain for the attack. As shown in Fig. 5, SSA+ achieves a significant
improvement of 5.36% over SSA. This finding highlights the potential benefits of transforming
augmentation techniques from the time domain to the frequency domain for enhancing adversarial
transferability. We provide the detailed algorithm in Appendix B.3.

3.6 ENSEMBLE STRATEGIES

Ensemble attack has been widely recognized as an effective approach to enhance the transferability
of adversarial examples, which can be generally categorized into two categories: lateral strategy and
longitude strategy. Lateral strategy parallel attacks multiple models by fusing the predictions, logits,
or losses of multiple models, denoted as prediction, logit, and loss based ensemble, respectively.
Longitude strategy (Li et al., 2020) attacks multiple models in sequence. As revealed by the saliency
map (Dong et al., 2019), different models exhibit identity and different regions of interest, which
attribute to adversarial transferability across models. We provide a deep dive into different ensemble
strategies using the saliency map and gradient analysis in Appendix D. To better utilize the diversity
of model interests, we propose three tricks to boost the ensemble adversarial attacks.

Gradient Alignment (GA): When using an ensemble strategy for crafting adversarial perturbations,
one challenge arises from the variation in the regions of interest across different models. This variation
leads to differences in the backpropagated gradients from the surrogate ensemble models, which
can conflict with each other and hinder the effectiveness of the ensemble attack. To overcome this
challenge, we propose Gradient Alignment (GA) to generate adversarial perturbations that generalize
well across different models. Specifically, for each model, we calculate the cosine similarity between
the gradient from this model and the mean of gradients from others. If the cosine similarity is less
than 0, it indicates a conflict between the gradients, which can decrease the attack efficiency. To
mitigate this conflict, we apply the Gram-Schmidt orthogonalization to the conflicted gradient before
averaging the gradient for attack. We provide the detailed algorithm in Appendix B.4.

Asynchronous Input Transformation (AIT): Existing works (Xie et al., 2019; Dong et al., 2019;
Lin et al., 2020) have integrated input transformation-based methods, such as resizing and padding,
translation, scale into ensemble strategies to enhance transferability. However, these approaches
typically apply the same transformations to inputs across multiple models, which may limit the
input diversity and potentially hinder the overall transferability. Motivated by this, we propose a
novel approach that incorporates asynchronous input transformations (such as vertical and horizontal
shift, random rotations, scaling, random resizing, adding noise, and dropout) into ensemble attacks.
Instead of applying aligned transformations to inputs across all models, we apply asynchronous input
transformation for different individual models. By doing so, we aim to increase the input diversity
within the ensemble, leading to improved transferability of the generated adversarial examples.

Model Shuffle (MS): In the longitude strategy, the attacker attacks multiple models sequentially,
which might overfit the specific characteristics of each model and limit the transferability. To alleviate
such an issue, we propose Model Shuffle (MS), which iteratively randomly shuffles the order of
models during the attack process. By introducing randomness in the model order, we aim to reduce
the potential bias towards specific models and promote more transferable adversarial perturbations.

Results. We select four models as the surrogate models: ResNet-18, ResNet-101, DenseNet-121,
and MobileNet. These models are used to craft adversarial perturbations using the MI-FGSM attack
with cross-entropy loss function. We set the number of attack iterations for the ensemble models to
10. Another four black-box models, i.e., VGG-19, ResNeXt-50, ViT, and Swin, serve as the target
models for evaluating the transferability of the adversarial perturbations generated by the surrogate
models. As shown in Tab. 4, the longitude ensemble strategy outperforms the runner-up strategy
with a performance improvement of 2.9% in terms of adversarial transferability, which is consistent
with our analysis. Among the lateral ensemble methods, GA improves the performance with an
average improvement of 1.2%, while the AIT achieves an average improvement of 2.1%. MS brings
a 1.6% improvement in adversarial transferability for the longitude ensemble method. These results
demonstrate the effectiveness and superiority of the proposed ensemble strategies in enhancing the
transferability of adversarial examples.
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Table 4: Attack success rates (%)
using various ensemble strategies.

Strategy Trick ASR

Loss
- 72.4

GA 74.3
AIT 73.1

Logit
- 82.3

GA 83.6
AIT 86.5

Prediction
- 73.5

GA 74.8
AIT 75.0

Longitude - 85.2
MS 87.8

Table 5: Attack success rates (%) of our combined tricks and various
attacks on the defense methods and Google’s vision API.

Method Tricks AT FAT HFD RS NRP Google

VMI ✗ 74.9 36.1 84.9 28.2 70.4 73.0
✓ 98.6 60.8 99.8 55.3 88.2 100.0

RAP ✗ 59.2 33.5 75.3 20.6 58.1 52.0
✓ 65.3 36.9 79.2 24.8 65.7 62.0

NAA ✗ 69.5 34.3 80.2 25.5 64.6 59.0
✓ 80.2 61.3 85.7 35.9 73.1 71.0

MIG ✗ 72.1 38.6 69.5 24.6 65.3 66.0
✓ 91.3 52.1 88.5 42.4 81.6 79.0

TGR ✗ 75.1 35.3 82.4 29.5 73.0 70.0
✓ 97.3 61.5 95.4 57.6 91.3 100.0

MI-CWA ✗ 82.7 45.2 89.1 39.2 83.5 83.0
✓ 99.1 62.4 100.0 59.1 92.8 100.0

4 EVALUATION ON THE COMBINED TRICKS

To further validate the effectiveness of the proposed tricks, we combine them to attack defense
models and a real-world application, Google’s vision API. Specifically, we select various advanced
adversarial attack methods as the base strategy, including the VMI (Wang & He, 2021), RAP (Qin
et al., 2022), NAA (Zhang et al., 2022), MIG (Ma et al., 2023), TGR (Zhang et al., 2023), and
MI-CWA (Chen et al., 2023). Under the ensemble setting of the pool of eight surrogate models, we
use these methods combined with our tricks to generate the adversarial examples and fool advanced
defense methods, including adversarial training (AT) (Madry et al., 2018), high-level representation
guided denoiser (HGD) (Liao et al., 2018), random smoothing (RS) (Cohen et al., 2019), and neural
representation purification (NRP) (Naseer et al., 2020). For comparison, we use different methods to
attack defense models without any tricks. We use different methods to generate 1, 000 adversarial
examples to fool defense models and 100 adversarial examples to deceive Google’s vision API.

Tab. 5 presents the effectiveness of our combined methods compared to various baselines when
attacking several advanced defense methods and Google’s vision API. The use of our proposed
tricks significantly enhances the attack performance of existing works against the defense models.
Notably, when integrating our proposed tricks to the SOTA method MI-CWA, it has a remarkable
improvement of 19.9% when attacking the most powerful defense method RS. This significant
improvement highlights the importance of our proposed tricks in enhancing adversarial transferability
against defense methods and real-world applications. The results demonstrate the effectiveness of our
proposed tricks in generating more transferable adversarial examples, allowing them to successfully
bypass the advanced defense mechanisms employed by the targeted models and apply them to real-
world scenes. Besides, we present the whole picture of the combination of our tricks in Fig. C4 of
Appendix C.4, provide experiments of ablation study on each of the integrated tricks (see Appendix
C), and integrating our tricks into more advanced ensemble frameworks (Xiong et al., 2022; Hao
et al., 2022) (see Appendix D.3).

5 CONCLUSION

In this work, we propose a comprehensive set of tricks to enhance the adversarial transferability
of existing methods. These tricks are designed for different types of attacks, including gradient-
based attacks (e.g., global momentum initialization, scheduled step size, and dual example), input
transformation-based attacks (e.g., spectral-based input transformation), and ensemble attacks (e.g.,
gradient alignment, asynchronous input transformation, and model shuffle). Extensive experimental
results validate the effectiveness of our proposed tricks, which can be combined to further improve
the adversarial transferability. The proposed bag of tricks provides valuable insights and techniques
to enhance the transferability of adversarial attacks and highlights the importance of understanding
and exploring the factors that influence the transferability. Also, there is still remaining work to be
explored, such as the optimal scheduled step size, transformations in the spectral domain, etc.

9



Under review as a conference paper at ICLR 2024

REFERENCES

Akshay Agarwal, Nalini Ratha, Mayank Vatsa, and Richa Singh. Exploring Robustness Connection
Between Artificial and Natural Adversarial Examples. pp. 179–186, 2022.

Maksym Andriushchenko, Francesco Croce, Nicolas Flammarion, and Matthias Hein. Square Attack:
A Query-efficient Black-box Adversarial Attack via Random Search. pp. 484–501, 2020.

Joey Bose, Gauthier Gidel, Hugo Berard, Andre Cianflone, Pascal Vincent, Simon Lacoste-Julien,
and Will Hamilton. Adversarial example games. Advances in neural information processing
systems, 33:8921–8934, 2020.

Yulong Cao, Chaowei Xiao, Benjamin Cyr, Yimeng Zhou, Won Park, Sara Rampazzi, Qi Alfred Chen,
Kevin Fu, and Z Morley Mao. Adversarial Sensor Attack on Lidar-based Perception in Autonomous
Driving. In Proceedings of the ACM SIGSAC Conference on Computer and Communications
Security, pp. 2267–2281, 2019.

Nicholas Carlini and David Wagner. Towards Evaluating the Robustness of Neural Networks. In
IEEE Symposium on Security and Privacy, pp. 39–57, 2017.

Chi Chang-Yanab, Zhang Ji-Xiana, and Liu Zheng-Juna. Study on Methods of Noise Reduction in a
Stripped Image. The international archives of the photogrammetry, Remote sensing and spatial
information Sciences, 37(B6b), 2008.

Huangxun Chen, Wei Wang, Jin Zhang, and Qian Zhang. Echoface: Acoustic Sensor-based Media
Attack Detection for Face Authentication. IEEE Internet of Things Journal, 7(3):2152–2159, 2019.

Huanran Chen, Yichi Zhang, Yinpeng Dong, and Jun Zhu. Rethinking model ensemble in transfer-
based adversarial attacks. arXiv preprint arXiv:2303.09105, 2023.

Weilun Chen, Zhaoxiang Zhang, Xiaolin Hu, and Baoyuan Wu. Boosting Decision-based Black-box
Adversarial Attacks with Random Sign Flip. pp. 276–293, 2020.

Yimin Chen, Jingchao Sun, Xiaocong Jin, Tao Li, Rui Zhang, and Yanchao Zhang. Your Face Your
Heart: Secure Mobile Face Authentication with Photoplethysmograms. In Proceedings of the
IEEE Conference on Computer Communications, pp. 1–9, 2017.

Jeremy M. Cohen, Elan Rosenfeld, and J. Zico Kolter. Certified Adversarial Robustness via Random-
ized Smoothing. pp. 1310–1320, 2019.

Ambra Demontis, Marco Melis, Maura Pintor, Matthew Jagielski, Battista Biggio, Alina Oprea,
Cristina Nita-Rotaru, and Fabio Roli. Why do adversarial attacks transfer? explaining transferability
of evasion and poisoning attacks. In 28th USENIX security symposium (USENIX security 19), pp.
321–338, 2019.

Yinpeng Dong, Fangzhou Liao, Tianyu Pang, Hang Su, Jun Zhu, Xiaolin Hu, and Jianguo Li. Boosting
Adversarial Attacks with Momentum. pp. 9185–9193, 2018.

Yinpeng Dong, Tianyu Pang, Hang Su, and Jun Zhu. Evading Defenses to Transferable Adversarial
Examples by Translation-invariant Attacks. pp. 4312–4321, 2019.

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas
Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. An Image
is Worth 16x16 Words: Transformers for Image Recognition at Scale. 2020.

Pierre Foret, Ariel Kleiner, Hossein Mobahi, and Behnam Neyshabur. Sharpness-aware minimization
for efficiently improving generalization. In International Conference on Learning Representations,
2020.

Lianli Gao, Qilong Zhang, Jingkuan Song, Xianglong Liu, and Heng Tao Shen. Patch-wise Attack
for Fooling Deep Neural Network. pp. 307–322, 2020.

Mansi Girdhar, Junho Hong, and John Moore. Cybersecurity of Autonomous Vehicles: A Systematic
Literature Review of Adversarial Attacks and Defense Models. IEEE Open Journal of Vehicular
Technology, 2023.

10



Under review as a conference paper at ICLR 2024

Xavier Glorot and Yoshua Bengio. Understanding the Difficulty of Training Deep Feedforward
Neural Networks. In Proceedings of the International Conference on Artificial Intelligence and
Statistics, pp. 249–256, 2010.

Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and Harnessing Adversarial
Examples. 2015.

Martin Gubri, Maxime Cordy, Mike Papadakis, Yves Le Traon, and Koushik Sen. Lgv: Boosting
Adversarial Example Transferability from Large Geometric Vicinity. pp. 603–618, 2022.
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A EXPERIMENT SETTINGS

In the introduction, we adjust the hyper-parameters to boost the attack performance against Google’s
Vision API. Here, we present the details of Adjustment. For I-FGSM, we set the number of steps
as 2. For MI-FGSM, we set the number of iterations as 5 with the momentum decay factor as 1.2.
For PI-FGSM, we set the number of steps as 18, the step size scale factor as 0.8, and the momentum
decay factor as 0.95. For VMI-FGSM, we set the number of steps as 32, the momentum decay factor
as 1.0, and the number of copies as 15. For GIMI-FGSM, we set the number of iterations as 4, the
number of pre-computed iterations as 9, and the momentum decay factor as 1.3.

Table A1: Parameter settings used in our research. We denote γ as the momentum decay factor, n1 as the
number of random initialization, p as the scaled factor for pvalue scheduled step size, n2 as the number of copies
for input transformation-based method, τ as the criteria to judge whether the two gradients have conflicts for
gradient alignment in ensemble strategy.

Method Parameters

Random global initialization γ = 1.0,n1 = 5
Scheduled step size p = 0.6

Dual example n2 = 3
High-frequency augmentation c = 20, ρ = 0.2

Ensemble Strategy τ = 0.1

In our paper, we evaluate our tricks on 10,000 images, of which 10 images are selected from each
class in ImageNet-1K. For each of the models, we use the pre-trained models provided by Pytorch
trained on the ImageNet-1K dataset. We summarize the key parameters for different tricks in Tab.
A1.

B IMPLEMENTATION DETAILS FOR OUR TRICKS

In this section, we provide additional implementation details of our tricks.

B.1 RANDOM GLOBAL MOMENTUM INITIALIZATION

Alg. 1 outlines the implementation details of random global momentum initialization. Given a benign
sample x with its corresponding ground-truth label y, we initialize N random perturbations. Each
perturbation is added to a separate copy of the benign sample, resulting in N parallel perturbed
copies. We then apply the MI-FGSM attack to each perturbed copy for a pre-defined number of
iterations T ′. During this process, we calculate the global momentum achieved in each MI-FGSM
run and compute the average global momentum as the enhanced global momentum. Afterward, we
reset the perturbation to zero, set the momentum as the enhanced global momentum, and proceed
with the adversarial attack using the enhanced global momentum in the subsequent iterations. The
additional iterations for global momentum computation definitely increase the computation overhead
and training time (around 50%). However, it is noteworthy that this increase in computation facilitates
a substantial enhancement in adversarial transferability. Besides, the computation of N copies is
independent, which is amenable to parallel computation.
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Algorithm 1 Random global momentum initialization

Input: The neural network f(·), benign sample x with the ground truth y, loss function L, number of
iterations T ′ and number of random restarts N for momentum initialization, number of iterations
T for attack, momentum decay factor γ, step size α.

Output: The adversarial perturbation δ.
1: for n = 1 to N do
2: Initialize the momentum mn,0 = 0, and randomly initialize δn,0
3: for t = 1 to T ′ do
4: mn,t ← ∇xL(f(x+ δn,t−1), y) + γ ·mn,t−1

5: δn,t ← δn,t−1 + α · sign(mn,t)
6: end for
7: end for
8: Initialize δ0 with 0, and the momentum m0 with 1

N

∑N
n=1 mn,T ′

9: for t = 1 to T do
10: mt ← ∇xL(f(x+ δt−1), y) + γ ·mt−1

11: δt ← δt−1 + α · sign(mt)
12: end for
13: return δT

B.2 DUAL EXAMPLE

We present the implementation of dual examples with ensemble strategy in Alg. 2. We initialize
δ0 = 0 and N dual adversarial perturbations with random initialization, {δdualn,0 }Nn=1. For each dual
example δdualn,t at the t-th iteration, we compute the gradient gn,t and adopt an increasing scheduled
step size αn to update the dual example through I-FGSM optimization. Then, we calculate the average
gradient 1

N

∑N
n=1 gn,t and update the adversarial perturbation δt using MI-FGSM optimization. The

algorithm iterates for a specified number of iterations T to refine the adversarial perturbation. Finally,
the adversarial example is obtained by adding the refined perturbation δT to the original input x. The
utilization of dual examples with an ensemble strategy allows for a more comprehensive exploration
of the perturbation space and enhances the effectiveness of adversarial attacks. When N = 1, it
degenerates to the vanilla dual example method. Besides, it should be noted that the computation
of each dual example in the ensemble strategy is independent and parallel, which is amenable for
GPU to efficient computation.

Algorithm 2 Dual example with ensemble strategy

Input: The neural network f(·), benign sample x with the ground truth y, loss function L, number
of iterations T , number of dual examples N , momentum decay factor γ, increasing scheduled
step size sequence {αt}Tt=1.

Output: The adversarial perturbation.
1: Initialize {δdualn,0 }Nn=1 using the random initialization, and δ0 = 0
2: Initialize the momentum m0 with 0
3: for t=1 to T do
4: for n=1 to N do
5: gn,t ← ∇xL(f(x+ δdualn,t−1), y)

6: δdualn,t ← δdualn,t−1 + αt · sign(gn,t)
7: end for
8: mt ← 1

N

∑N
n=1 gn,t + γ ·mt−1

9: δt ← δt−1 + αt · sign(mt)
10: end for
11: return δT

B.3 SPECTRAL-BASED INPUT TRANSFORMATIONS

We denote three spectral-based transformations: scale, add noise and dropout. The implementations
of these transformations are described as follows:

15



Under review as a conference paper at ICLR 2024

Scale: We perform a scaling operation on the spectral representation of images by multiplying its
frequency values with a random coefficient α ∈ (0, 1).

Add Noise: We introduce uniform random noise to perturb the frequency values of the spectral
representation of images.

Dropout: We randomly set 10% frequency values in the spectral representation of images to 0.

Notably, these transformations exclusively affect the top 20% of the high-frequency region while
leaving the remaining frequency regions unaffected. By focusing on the high-frequency part of the
image, these transformations introduce controlled perturbations that can enhance the transferability
of adversarial examples.

B.4 GRADIENT ALIGNMENT

Algorithm 3 Ensemble adversarial attack with gradient alignment

Input: N surrogate neural networks fn(·), n = 1, 2, ., , , N , benign sample x with the ground truth
y, loss function L, number of iterations T , and step size α.

Output: The adversarial perturbation δ
1: Initialize the adversarial perturbation δ0 = 0
2: for t = 1 to T do
3: for n = 1 to N do
4: gn ← ∇xL(fn(x+ δt−1), y)

5: gavg = 1
N−1

[∑N
j=1∇xL(fj(x+ δt−1), y)− gn

]
6: if sign(gn) · sign(gavg) < 0 then
7: gn ← gn − gn·gavg

∥gavg∥2
2
gavg

8: end if
9: end for

10: δt ← δt−1 + α · sign(
∑N

n=1 gn)
11: end for
12: return δT

We present the implementation of the gradient alignment strategy in Alg. 3. Given the gradients of the
adversarial perturbation obtained from multiple surrogate models, the algorithm iterates through each
gradient. For each gradient, it calculates the inner product between the sign value of that gradient and
the mean of the remaining gradients. This inner product value serves as an indicator of whether a
conflict arises between the gradients. If the inner product value is less than 0, indicating a conflict,
the algorithm orthogonalizes the conflicting gradient. By iterating through all gradients and aligning
them to remove conflicts, the efficiency and effectiveness of the ensemble attack are enhanced.

C ABLATION STUDY ON TRICKS

C.1 MOMENTUM INITIALIZATION

In our momentum initialization strategy, we employ multiple copies with random initialization to
assist the adversarial perturbation in escaping local maxima during the momentum initialization. This
enables the discovery of a better global momentum. We specifically select 5 copies for this purpose.
Here, we also explore the impact of varying the number of copies on the performance of adversarial
transferability.

The ablation study on the number of copies for our momentum initialization strategy is presented in
Fig. C1. The results demonstrate that increasing the number of copies leads to an improvement in the
success rate of adversarial attacks across all studied attack methods. When comparing our proposed
strategy with only 1 copy, which corresponds to the GIMI-FGSM approach, a clear performance
gap of 9.82% is observed for various attacks when using 10 copies. This finding further supports
our argument that achieving optimal global momentum requires thoroughly exploring the entire
neighborhood.
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C.2 DUAL EXAMPLE

In our study, we incorporate the ensemble strategy (5 copies) to enhance the performance of dual
examples. Here, we conduct an ablation study to assess the impact of the number of copies on
adversarial transferability. Fig. C2 presents the results of the ablation study on the number of copies.
It is evident that as the number of copies increases, the attack success rate also increases. When
compared to the vanilla dual example strategy with only N = 1 copy, each adversarial attack
demonstrates a significant improvement of 9.1% on average with an increase in the number of
copies to 10 (N = 10). These findings emphasize the effectiveness of conducting a comprehensive
exploration in the vicinity of the benign sample to enhance adversarial transferability. By utilizing
multiple copies of dual examples, we can capture a wider range of perturbation variations, leading to
improved performance in generating transferable adversarial examples.

C.3 SPECTRAL-BASED INPUT TRANSFORMATION
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Figure C3: Ablation study on the selec-
tion of the ratio for high frequency in
spectral-based adversarial attacks.

In our study, we utilize spectral-based input transforma-
tions focusing on high-frequency components for adversar-
ial attacks. In our paper, we specifically select the top 20%
of the high-frequency components. Here we also conduct
an additional ablation study to investigate the effect of
varying the ratio of high frequency on the performance of
adversarial transferability.

Consistent with the settings in our paper, Fig. C3 depicts
the results of the ablation study. We can observe a decreas-
ing trend in the adversarial attack success rate as the ratio
of high-frequency components increases. Comparing the
results of applying spectral-based input transformations
on the full frequency range versus the top 20% frequency
range, we note a performance drop of 3.72% in terms of
the adversarial attack success rate. These findings provide further evidence of the efficacy of utilizing
high-frequency components to enhance adversarial transferability.

C.4 COMBINATION OF TRICKS

In our paper, we integrate the combination of tricks into the ensemble strategies to attack the defense
methods and show the effectiveness of our tricks. We use Fig. C4 to demonstrate the whole picture
of the combination of tricks in adversarial attacks. Here, we conduct an ablation study on the
combination of tricks by iterative removing each of the tricks.
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Figure C1: Attack success rate when varying the
number of copies for random global momentum
initialization.
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Figure C2: Attack success rate when varying the
number of copies for the dual ensemble example
strategy.
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Figure C4: Overview of the combination of our proposed tricks. We use the random global initializa-
tion (RGI) and dual example strategy in the initialization stage. We use high-frequency perturbation
with spectral-based augmentation to boost the performance of input transformation-based attacks. We
integrate the gradient alignment (GA), asynchronous input transformation (AIT), and model shuffle
(MS) into the ensemble-based attacks.

Table C2: Attack success rate of the ensemble attack using a bag of tricks when removing each component.
We denote H as the high-frequency transformation, D as the dual example, S as the scheduled step size, R
as the random global initialization, GA as the gradient alignment, MS as the model shuffle, and AIT as the
asynchronous input transformation. We use ’-’ to represent the removing operation.

Methods AT FAT HGD RS NRP

ours 98.6 60.8 99.8 55.3 88.2
ours-H 98.0 59.5 99.2 55.1 87.6

ours-H-D 94.3 52.9 97.1 49.6 84.7
ours-H-D-S 93.2 50.2 96.5 48.0 83.5

ours-H-D-S-R 91.7 45.4 96.1 40.8 81.4
ours-H-D-S-R-GA 91.0 44.3 95.9 39.4 80.6

ours-H-D-S-R-GA-MS 90.9 43.9 95.8 38.1 80.2
ours-H-D-S-R-GA-MS-AIT 90.6 43.4 95.8 37.2 79.8

As shown in Tab. C2, we can see a clear performance drop with removing each of the integrated
tricks. But the combination of remaining tricks still presents high attack success rate against different
defense methods.

C.5 ORTHOGONALITY STUDY

We conduct experiments on the orthogonality study of proposed tricks. We pair up the proposed
tricks two by two and evaluate the attack performance of the combination. The studied tricks include
random global momentum initialization (RGI), dual example with scheduled step size (DS), high-
frequency spectral transformation (HT), gradient alignment (GA), asynchronous input transformation
(AIT), and model shuffle (MS). We use the MI-FGSM as the optimization method for attack under
the ensemble settings in our paper. We report the average attack success rates against the defense
models for study, including the AT, FAT, HGD, RS, and NRP. The results are presented in Tab. C3.

From the results, we can see the integration of different tricks can improve the performance further.
For example, while the attack success rate using RGI is 48.2% and using DS is 49.3%, the combination
of RGI and DS is 51.5%. It supports our argument that the tricks are orthogonal to each other in
boosting performance.
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Table C3: Average attack success rates (%) of the combination of our combined tricks on the defense methods.

Tricks RGI DS HT AIT MS GA
RGI 48.2 51.5 53.4 49.3 48.5 48.7
DS - 49.3 55.9 51.8 50.6 53.9
HT - - 50.2 57.0 53.4 51.8
AIT - - - 48.5 49.3 49.0
MS - - - - 47.6 48.5
GA - - - - - 48.1

Figure D5: Visualization of the saliency maps for different models on the same input image. The
strength of the colors in the maps represents the importance of the features that influence the
classification decision (orange > red > blue).
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D A DEEP DIVE INTO THE ENSEMBLE STRATEGIES

D.1 SALIENCY MAPS OF DIFFERENT MODELS AND ENSEMBLE STRATEGIES

Saliency maps represent the areas of the image that have the most influence on the models’ decision-
making process, with different levels of importance represented by different colors. To explore the
identities and differences across various models, we present the saliency maps generated by XRAI on
different models and ensemble strategies in Fig. D5. We can see that most models exhibit similar
regions of interest, particularly focusing on the bird’s head. This indicates the presence of adversarial
transferability, where the models share a common vulnerability to adversarial perturbations in that
region. However, there are notable differences among the models as well. For example, MobileNet
emphasizes the bird’s body, while ViT pays more attention to the background. These differences
in areas of interest can help explain the variations in adversarial transferability observed across
different models. We also compare the saliency maps generated using the logit-based lateral strategy
and the longitude-based ensemble strategy. We can observe that the region of interest identified by
the longitude ensemble strategy is larger than that of the lateral ensemble strategy. This suggests
that the longitude ensemble strategy is more effective in capturing important regions for adversarial
transferability, resulting in better performance.

D.2 GRADIENT ANALYSIS OF DIFFERENT ENSEMBLE STRATEGIES

The objective function of each ensemble framework can be formulated as

• logit- or prediction-based ensemble: maxδ L(x+ δ, y) = −1y · log(
∑K

k=1 wkmk(x+ δ)),
• loss-based ensemble: maxδ L(x+ δ, y) =

∑K
k=1 (−1y · log(mk(x+ δ))),

• longitude strategy: maxδ Lk(x+ δ, y) = −1y · log(mk(x+ δ)), k ∈ {1, · · · ,K}.

Here wk is the weight for k-th model, mk is the k-th model output (logits or prediction), and 1y is
the one-hot encoding of the ground-truth label y of x.

We can calculate the gradient w.r.t. zk,c for loss-based ensemble as pk,c−yc, for logit-based ensemble

as 1
K

∑K
m=1 pm,c−yc , and for prediction-based ensemble as

(
1
K

∑K
m=1 pm,c − yc

)
(1− pk,c) pk,c,

where pk,c =
ezk,c∑
i e

zk,i is the probability output for class c of model k, and zk,c is the logit output for
class c of model k. Compared with the loss-based ensemble, the k-th model’s backpropagated gradient
using the logit- and prediction-based ensemble strategy also infuse with other models’ meaningful
perception information, thus enhancing the adversarial transferability. The term (1− pk,c) pk,c in
prediction-based ensemble attacks is less than 1, which leads to a weaker gradient than logit-based
ensemble attacks. Thus, the logit-based ensemble yield a much stronger gradient than the prediction-
and loss-based ensemble.

Then, compared with attacking multiple models in parallel which optimizes multiple targets together,
it is more efficient to craft stronger adversarial examples by attacking one model one time, which
corresponds to using the greedy strategy for multi-object optimization, with a limited number of
iterations. Based on our analysis, the rank of efficiency of different ensemble attacks is

longitude > logit-based > prediction-based > loss-based, (2)
which is also verified by our experiment results.

D.3 INTEGRATED INTO OTHER ENSEMBLE METHODS

In our paper, we integrate the combination of tricks into three general ensemble strategies. There
are also some novel ensemble strategies proposed to enhance the performance of ensemble attacks,
such as the stochastic variance reduced ensemble (SVRE) and the stochastic serial attack (SSA)
adversarial attack. SVRE aims to reduce the variance of the gradients of each model for a more
transferable ensemble attack. SSA is a longitudinal-based ensemble attack that randomly selects a
subset of models for attack in each iteration. In contrast, our approach utilizes all models for attack in
each iteration.

To verify the effectiveness of our proposed tricks, we integrated them into the SVRE and SSA
methods, respectively. The results, as shown in Table D4, demonstrate that the integration of our
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Table D4: Attack success rate of different methods against defense methods. Here, we denote the combination
of tricks in our paper as ours, and integrate the combination of our tricks into two ensemble strategies SVRE and
SSA as SVRE+ours and SSA+ours, respectively.

Methods AT FAT HGD RS NRP Swin-L XCiT-L12

ours 98.6 60.8 99.8 55.3 88.2 37.4 53.9
SVRE 92.3 45.7 97.2 38.1 81.6 20.5 38.7

SVRE+ours 99.9 62.7 99.7 58.5 90.4 38.1 55.6
SSA 90.8 42.5 95.3 37.2 80.6 14.6 35.2

SSA+ours 97.3 58.2 99.1 54.0 86.5 37.4 50.4

proposed tricks further enhances the performance of both SVRE and SSA. This indicates that the
tricks are complementary and can significantly improve the transferability of ensemble attacks.

Furthermore, the average attack success rate of our proposed approach is better than SSA, which
suggests that utilizing all models for attack in each iteration leads to better strategies for achieving
higher transferability.

E ADDITIONAL EXPERIMENTS ON RESNET-18

In our paper, we conduct experiments on VGG-16 to verify the effectiveness of the proposed
tricks, including the random global momentum initialization, scheduled step size, dual example, and
spectral-based input transformations. Here, we further conduct experiments on ResNet-18 to verify
the generality of the proposed tricks among different models.

E.1 RANDOM GLOBAL MOMENTUM INITIALIZATION

Table E5: Average attack success rate of momentum-based attacks with GI or RGI for global momentum initial-
ization, including MI-FGSM, NI-FGSM, PI-FGSM, EMI-FGSM, and VMI-FGSM. We report the performance
under the default setting (T = 10).

MI-FGSM NI-FGSM PI-FGSM EMI-FGSM VMI-FGSM

Ori. 62.1 63.7 65.6 69.2 76.5
GI 67.6 63.6 66.6 75.1 77.5

RGI 70.5 70.6 72.9 77.6 83.4

Following the same setting in our paper, Tab. E5 presents the results of random global momentum
initialization. It can be observed that global initialization has a minor or negative effect on the
adversarial transferability of a few baselines, including NI-FGSM, PI-FGSM, and VMI-FGSM. In
contrast, the RGI method significantly improves the adversarial transferability for all the baselines,
surpassing the GI method with a mean attack success rate of 4.92%. These results provide further
confidence in supporting our argument that proper initialization of the global momentum requires a
comprehensive exploration of the neighborhood. The effectiveness of the RGI method in enhancing
the adversarial transferability across various baselines demonstrates the importance of initializing the
momentum in a way that encourages the discovery of more effective perturbations.

E.2 SCHEDULED STEP SIZE

The results presented in Table E6 are consistent with the conclusions of our paper, demonstrating that
the scheduled step size can improve the adversarial transferability of all five attacks. However, it is
also evident that the choice of the scheduled sequence can have a different impact on the adversarial
transferability depending on the model being targeted. For instance, the exp sequence has a negative
effect on the performance when targeting VGG-16, resulting in a performance drop of 8.1%. However,
it has a positive impact on the performance when targeting ResNet-50, with an improvement of 0.6%.
This observation highlights the need for further study on the selection of scheduled step sizes for
different models and different attack methods.
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Table E6: Average attack success rate of gradient-based attacks using various scheduled step sizes, including
I-FGSM, MI-FGSM, PI-FGSM, VMI-FGSM, and GIMI-FGSM. We report the performance under the default
setting (T = 10).

I-FGSM MI-FGSM PI-FGSM VMI-FGSM GIMI-FGSM

Ori. 41.4 62.1 65.6 76.5 67.5
log 42.9 62.7 66.8 78.9 69.2

linear 43.8 63.4 66.4 78.1 68.3
exp 42.9 62.9 66.2 75.1 66.2

pvalue 40.5 62.2 64.1 75.6 67.2

E.3 DUAL EXAMPLE

Table E7: Attack success rate when applying dual example w/wo ensemble strategy using various increasing
sequences as step size to various attacks, i.e., I-FGSM, MI-FGSM, PI-FGSM, VMI-FGSM, and GIMI-FGSM.

I-FGSM MI-FGSM PI-FGSM VMI-FGSM GIMI-FGSM

N/A 41.4 62.1 65.6 76.5 67.6
Ori. 52.8/67.3 64.5/69.2 67.6/70.2 79.6/80.5 70.9/74.1
log 54.0/66.5 65.2/69.6 63.9/68.9 81.3/81.9 71.4/74.3

linear 53.7/66.7 64.7/69.1 66.3/69.5 82.0/83.0 72.3/74.5
exp 53.1/65.9 66.1/69.3 64.3/69.2 79.8/79.9 70.9/73.3

pvalue 54.1/66.7 62.5/68.9 68.9/70.0 77.7/79.4 72.1/74.1

Following the same experimental settings in our main text, we have evaluated the performance
of the dual example method on ResNet-18. The results, presented in Tab. E7, demonstrate clear
improvements over the baseline methods. Compared to the baselines, our dual example approach
achieves significant performance gains on ResNet-18. Specifically, we observe improvement margins
of 25.9% on I-FGSM, 7.5% on MI-FGSM, 4.3% on VMI-FGSM, and 6.9% on GIMI-FGSM. These
results further demonstrate the effectiveness of the dual example and highlight the necessity to fully
utilize the gradient near the benign samples to boost the adversarial transferability.

E.4 SPECTRAL-BASED INPUT TRANSFORMATION
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Figure E6: Comparison between base-
lines and proposed trick, SSA+, on the
best adversarial attack success rate.

Following the same experimental settings as described in
our main text, we have conducted experiments on ResNet-
18 to evaluate the spectral-based input transformation
methods. The results, depicted in Fig. E6, differ from
those obtained with VGG-16. Notably, the performance
of SSA is worse than that of Admix in terms of adver-
sarial transferability. This highlights the significance of
adopting various models for a thorough evaluation. By
contrast, when augmenting only the top 0.2% of the high-
frequency components, SSA-H demonstrates an improve-
ment of 0.58% compared to SSA. Our proposed method,
SSA+, surpasses the runner-up method Admix by a sig-
nificant margin of 5.15%, achieving the best performance
in terms of adversarial transferability on ResNet-18. This
indicates the superiority and robustness of SSA+ in en-
hancing adversarial transferability.

F ADDITIONAL EXPERIMENTS ON DENSENET-121 AND VIT

Here, we also provide numeric results on DenseNet-121 and ViT to give a comprehensive study on
the performance of proposed tricks.
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We present results of the random global initialization in Tab. F9, the dual example in Tab. F9, the
high-frequency augmentation in Tab. F10.

Table F8: Average attack success rate of momentum-based attacks with GI or RGI for global momentum initial-
ization, including MI-FGSM, NI-FGSM, PI-FGSM, EMI-FGSM, and VMI-FGSM. We report the performance
when taking the DenseNet121/ViT as the surrogate models, respectively.

Method MI-FGSM NI-FGSM PI-FGSM EMI-FGSM VMI-FGSM

Ori. 79.7/66.2 82.3/66.9 82.7/65.8 88.2/72.4 88.5/73.1
GI 84.9/72.2 84.8/70.2 85.8/68.6 92.6/80.5 85.5/76.0

RGI 88.8/75.3 89.8/74.4 90.8/75.7 94.3/83.4 91.7/80.4

Table F9: Average attack success rate of the dual example strategy using various increasing sequences as step
size to various attacks. The surrogate models are set as DenseNet121/ViT, respectively. We denote ”N/A” as
vanilla adversarial attacks without any tricks.

Method I-FGSM MI-FGSM PI-FGSM VMI-FGSM GIMI-FGSM

N/A 61.4/45.6 79.6/66.2 82.7/68.8 88.4/73.1 83.2/70.6
Ori. 71.3/63.1 82.9/68.1 84.4/70.4 92.7/78.3 86.7/73.4
log 72.1/65.7 85.1/69.5 84.2/67.9 94.2/78.7 87.4/74.1

linear 70.2/64.2 86.7/71.6 83.5/71.3 95.7/79.1 86.9/73.9
exp 68.9/60.9 83.4/70.0 80.4/65.1 92.1/75.6 85.3/73.0

pvalue 72.4/64.4 85.5/72.3 86.8/71.7 95.2/80.5 86.4/75.7

Table F10: Average attack success rate of different input transformation-based methods.

Surrogate Models TIM DIM SIM Admix SSA SSA+

DenseNet121 77.6 90.1 90.1 91.5 93.0 97.8
ViT 57.1 75.2 69.9 71.3 77.4 81.8

The results of the random global initialization are shown in Tab. F9. The proposed tricks enhance the
adversarial transferability with an average of 2.44% versus the runner-up method.

The results of the dual example using different scheduled step sizes are shown in Tab. F9. It can be
seen that the application of a dual example brings an average attack success rate improvement of
4.5% and 5.8% when taking DenseNet121 and ViT as the surrogate models, respectively. Besides, a
proper selection of the scheduled step size can further boost the attack success rates up to 2.5% and
4.2% for DenseNet121 and ViT, respectively.

The results of the high-frequency augmentation are shown in Tab. F10. The proposed SSA+ surpasses
the runner-up method with 4.8% on DenseNet121 and 4.4% on ViT.

G DISCUSSION ON THE HYPER-PARAMETER STUDY

The hyper-parameter study of Section 3 in our paper is an empirical study suggesting that adversarial
transferability is much more sensitive to some basic settings than we thought. We hope to use experi-
ments on these facts to appeal to more concerns on the overlooked confounders when benchmarking
attacks. They provide practical guidance for real-world applications and motivate the design of our
proposed tricks.

Although empirical research has shed light on adversarial transferability, theoretical analysis (De-
montis et al., 2019; Zhu et al., 2022), especially with respect to the impact of hyperparameters, is
less developed but crucial (Bose et al., 2020). Adversarial examples are typically designed using a
surrogate model and then applied to attack the target model (Yang et al., 2021; Zhao et al., 2023;
Zhang et al., 2024; Wang & Farnia, 2023), with a general theoretical focus on the surrogate model,
the optimization scheme (Yang et al., 2021), and the target model (Zhao et al., 2023). However,
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Table H11: Attack success rates (%) of integrating our tricks into MI-FGSM (MI) on the audio-visual models.
We use the audio-visual model with ResNet-18 as the backbone to generate adversarial examples and attack the
other two models.

Audio-Visual Models ResNet-18 VGG-16 ResNet-34
MI 100.0 39.5 40.6

MI+RGI 100.0 43.7 42.8
MI+Scheduled step size 100.0 42.1 41.9

MI+Dual example 100.0 45.2 46.9

theoretical work that specifically addresses the optimization scheme in adversarial transferability is
limited.

Our study concentrates on the optimization aspects of this process, such as initialization, step size,
and iteration count. Building on the perspective of adversarial example generation as an optimization
process, coupled with recent theoretical advances in optimization, we believe that our findings can
stimulate further theoretical exploration in this area. For instance, our observation that increasing
step size improves transferability raises intriguing theoretical questions:

1. Loss Landscape Flatness: In the context of discussions on the sharpness of the loss landscape
and flat optima (Li et al., 2018; Foret et al., 2020; Izmailov et al., 2018), particularly the
theoretical insight into sharpness and stability analysis, indicating that a large learning
rate is beneficial for a wider minima and smaller sharpness (Wu et al., 2018). A question
naturally arises: Could a larger step size lead to a flat optimum with a tighter lower bound
or looser upper bound of adversarial transferability? This inquiry could inspire novel
strategies inspired from loss landscape flatness, potentially leading to improved bound for
transferability comparing to previous work (Yang et al., 2021).

2. PAC-Bayes framework: Given the theoretical discussions on increasing learning rate sched-
ule (Li & Arora, 2019), especially a PAC-Bayes generalization bound related to learning
rate (He et al., 2019), there is another question: How does step size impact the bound of
adversarial transferability? This could lead to new adversarial transferability bounds related
to step size inspired by the PAC-Bayes framework or novel algorithms with a theoretically
motivated step size schedule.

We hope our empirical findings will inspire deeper theoretical investigations into adversarial transfer-
ability, bridging the gap between practical experimentation and theoretical insights.

H ATTACKING REAL-WORLD AUDIO-VISUAL MODELS

Following previous work (Tian & Xu, 2021), we conduct an experiment on attacking audio-visual
models in the event classification task. For the surrogate model, we use the model that uses ResNet-18
for both audio and visual encoders and the sum operation as the fusion module for features of audio
and visual modalities. The targeted model involves two models, which, respectively use VGG-16 and
ResNet-34 as the visual and audio encoders. We use the audio-visual model with the ResNet-18 as
the backbone to craft 200 adversarial examples and attack the other two models. We use MI-FGSM to
craft the adversarial examples and respectively apply the proposed random global initialization (RGI),
scheduled step size, and dual example strategies to MI-FGSM. The results are reported in H11.

From the results, we can see a clear improvement (3.8% on average) by integrating the tricks into
MI-FGSM. It shows the scalability of our tricks in real-world audio-visual applications.
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