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Abstract

This paper introduces the COCONut-PanCap dataset, created to enhance panoptic
segmentation and grounded image captioning. Building upon the COCO dataset
with advanced COCONut panoptic masks, this dataset aims to overcome limitations
in existing image-text datasets that often lack detailed, scene-comprehensive
descriptions. The COCONut-PanCap dataset incorporates fine-grained, region-
level captions grounded in panoptic segmentation masks, ensuring consistency
and improving the detail of generated captions. Through human-edited, densely
annotated descriptions, COCONut-PanCap supports improved training of vision-
language models (VLMs) for image understanding and generative models for
text-to-image tasks. Experimental results demonstrate that COCONut-PanCap
significantly boosts performance across understanding and generation tasks,
offering complementary benefits to large-scale datasets. It establishes a new
benchmark for evaluating models on joint panoptic segmentation and grounded
captioning tasks, addressing the need for high-quality, detailed image-text
annotations in multi-modal learning.

1 Introduction

Recent advancements in multi-modal foundation models have been largely driven by the availability
of large-scale paired text-image datasets. These datasets, often collected via web crawling with
basic filtering techniques [53, 54, 14], contain low-quality, web-sourced captions that lack depth and
accuracy. In contrast, human-annotated caption datasets, such as COCO-caption [6], offer higher-
quality descriptions but are limited in scale and tend to be concise, with an average caption length
of 10 words. To overcome the limitations of short captions, the research community has leveraged
vision-language models (VLMs) [39, 32, 33, 5, 61] to generate detailed synthetic captions. While
these machine-generated captions improve visual understanding [33, 5] and generation tasks [32],
they remain inferior to high-quality, human-verified annotations [45].

Addressing this challenge requires balancing scalability and annotation quality, as generating detailed
and accurate image descriptions at scale remains labor-intensive [15, 45]. In this paper, we introduce
an efficient annotation approach that combines dense mask annotations with commercial VLMs [5]
to produce high-quality image captions. Our goal is to minimize human effort while generating rich,
structured descriptions. To achieve this, we base our work on the COCO-caption dataset [6] due
to its widespread use and diverse image content. We revisit the COCO-caption dataset to provide
more detailed and comprehensive caption annotations. Our approach involves creating holistic
captions synthesized from region-based dense captions that describe distinct areas within each image.
Specifically, we build on recent COCONut panoptic segmentation annotations [9] to generate a
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The image shows a lively family gathering around <34:along dining table, with various labeled
individuals, dining items, and furniture. In terms of people, the table is surrounded by multiple family
members of varying ages, all seated and enjoying the meal together. Key individuals include <50:2
lady with blonde short curly hair wearing tank>, <52: a lady with black medium hair in blue shirt>,
<53: a women with black medium hair but wearing in tank top>, and <55: a boy in red t shirt >
Sitting right next to the lady in the left side of the image, as well as on the right there are

, <41: 2 boy in white t shirt>. < 62,63,48, 47, 13, 56, 53, 54,

The image depicts a cozy living room with various items of furniture and
decor. The <0:wooden floor> represents the wooden flooring that spans the
room, partially covered by <1: a black and white patterned rug> in the
center. The surrounding the other elements in the

The image shows a meal plate with various labeled regions. In
the center and right side of the plate, the region represents <0:a
serving of French fries>. The upper left side shows

. Positioned on the lower left side, it is <2: a small blue
room. sits on the rug where there is <16: a book> on top
of it, in front of the seating area. Against the back wall, there is <d: wooden
cabinet>, which holds the <10: tv with screen off> , <15: a vase> and some

bowl> containing a red sauce, likely ketchup, while <3:another
bowl> near the top center hold additional dipping sauce. At the
bottom right of the image, <4: a silver knife> is partially visible
under some of the food items. The main item on the plate,

occupies the center and
there is <6: another sandwich> on the right. Finally, all these
items are put on the <7: dining table surface>. Together, the
image captures the different elements of the meal setup,
showing a typical plate with a sandwich, fries, and dipping
sauce.

55, 52, 50, 33, 42, 43, 41, 32, 45, 44, 47, 46:Additional people> are seated around or standing near
the table, filling the room with a sense of warmth and gathering. The dining items are plentiful and
include numerous <14, 26, 25, 40: wine glass>, <15, 17, 36, 16, 20, 39, 38: cup>, and <12, 60:other
bowl> and <30, 10:spoon> objects scattered across the table. Utensils, such as <5: fork> and <9:
knife>, are visible among the plates of food, which include main dishes and side dishes. In the
background, the <0: light colored wall> and <1: wooden cabinet> display family photos, framed art,
and in , adding a personal touch to the room decor. The
combination of food, drink, and a lively gathering suggests a celebratory or holiday meal.

decorative items. The is located on the back wall, partially
covered by <6: white window blind>, which lets light into the room. Above
the cabinet, <7:a shelf> holds various decor pieces, including <14:a vase>.
<8: A mirror> is mounted on the left wall along with multiple frames, while
<9:a light fixture> is visible in the upper right corner. In the foreground, <12:
a light-upholstered couch> where <11:a black cat> lies, adds a cozy touch.
On the right side, there is <13:a blue-upholstered chair> near the coffee
table, and <17:a reddish chair> positioned near the back wall.
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Empowered Tasks by COCONut-PanCap Dataset

Detailed Captioning Panoptic Segmentation Grounded Caption Text-to-Image Generation Downstream Task

USER: Could you please describe the USER: Generate an image with the following =~ VQA:
image in detail?

ASSISTANT: Three teddy bears, each a
different shade of brown, are positioned
together on a blue bedsheet. On the left, a
golden brown teddy ....

slightly with the others, also embracing its
adjacent bears. The soft blue bedsheet in
the background provides a cozy base for
this heartwarming scene.

USER: Please provide a detailed description of the image
and segment each part.
ASSISTANT:

description. This image shows a cozy, well-lt kitchen | e How many kinds of
with white cabinetry, giving it a bright, clean look
The dark countert t th the whi vegetables ?
e dark countertops contrast with the white | | Wl IR E
cabinets. .
broccoli carrot ..
ASSISTANT:

Referring Segmentation: [
USER: Can you segment the
cat which s on the toilet?
ASSISTANT: It is

Figure 1: COCONut-PanCap Dataset. Top: The proposed COCONut-PanCap dataset features
detailed captions grounded with dense panoptic segmentation masks. Bottom: COCONut-PanCap
supports various fine-grained understanding and generation tasks, including detailed captioning,
panoptic segmentation grounded caption, and text-to-image generation. The dataset also facilitates
several downstream tasks, such as visual question-answering (VQA) and referring segmentation.

new set of detailed captions by: (a) annotating each segmentation region with a VLM-generated
draft, carefully refined through human corrections, and (b) summarizing these region captions into a
comprehensive image caption while preserving the grounding correspondence between image masks
and object references. This enables a novel task that integrates panoptic segmentation with grounded
captioning. Our structured annotation process ensures that the captions are both complete, covering
the majority of objects in each image, and grounded, with precise segmentation masks.

The final dataset, named COCONut-PanCap, is designed for a wide range of vision-language
applications, combining Panoptic segmentation and grounded Captioning. It comprises 118K image-
text pairs for training, with an average caption length of 203 words, as well as an additional 25K image-
text pairs, with an average caption length of 233 words for validation. We demonstrate that COCONut-
PanCap significantly boosts the performance of both VLM and text-to-image generation models at
the instruction tuning and fine-tuning stages, outperforming recent detailed caption datasets [45].
This highlights the potential of our grounding-based captions for both vision-language understanding
and image generation tasks.

Our contributions are summarized as follows:

» We propose a caption annotation pipeline leveraging panoptic segmentation to create a high-
quality, detailed caption dataset comprising 143K (118K + 25K) annotated images. The
resulting annotations are comprehensive, accurate, and include grounding masks, making
this dataset substantially larger than recent detailed caption datasets.

* Our COCONut-PanCap dataset facilitates a new challenging task combining Panoptic
segmentation and Grounded Captioning (PGC). We establish evaluation metrics and settings
for this PGC task and benchmark several recent methods to assess performance on this novel
challenge.

* We validate the utility of our proposed dataset across various fine-grained Image-to-Text
(I2T) and Text-to-Image (T2I) tasks, including detailed caption generation, PGC, text-
conditioned image generation, visual question answering (VQA), and referring segmentation.
Experimental results show that our dataset significantly enhances model performance across
all these tasks.



Table 1: Dataset (training set) Comparison. Our proposed COCONut-PanCap dataset stands
out for its detailed (2nd highest in Average Words), high-quality (human interactive annotation)
captions and high-density panoptic segmentation masks (1st in Average Masks). * denotes the mask
number for referring segmentation which only counts the targets in QA format. Note that “Samples”
means the number of collected annotations, where there may exist one image with multiple different
annotations, i.e., in region-level datasets like Osprey.

Dataset Name Image Source [Samples Annotated by|Avg. Words|Masks
BLIP-LCS LAION [54], CC [4], SBU [46]| 558K BLIP [30] 54 X
DenseFusion1M [33] LAION [54]| 1,059K |Vision Specialist Models 191 X
LLaVA-Recap118K [39] COCO [36]| 118K LLaVA-NEXT [39] 186 X
LLaVA-Details-23K [38] COCO [36]| 23K GPT4 105 X
ShareGPT4V [5] LAION [54], CC [4], SBU [46], COCO [36] efc.| 100K GPT4-Vision 162 X
ShareGPT4V-PT [5] LAION [54], CC [4], SBU [46], COCO [36] efc.| 1,246K Share-Captioner [5] 144 X
PixelLM-MUSE [52] LVIS [17]] 246K GPT4-Vision - 3.7¢
Osprey [71] COCO [36]| 724K GPT4-Vision - -
GLaMM-GCG [51] RefCOCOg [41],PSG [68],Flick30K [48]| 214K |Vision Specialist Models 128 3.6
COCO-caption [6] COCO [36]| 118K Human 11 X
DCI [62] SA-1B [24]] 8K Human 144 X
DOCCI [45] DOCCI [45]| 9.6K Human 136 X
W [15] WebLI [15]| 8.5K Human 217 X
COCONut-PanCap (ours) COCO [36]| 118K Human 203 13.2

Table 2: Dataset (evaluation set) Comparison. Our COCONut-PanCap validation set provides
detailed captions and supports multiple multi-modal tasks, including image captioning, text-to-image
generation (T2I), and grounded segmentation (Grd. Seg.).

Dataset Name Samples | Avg. Words | Caption T2I Grd. Seg.
COCO-30K [6] 30,000 11 v v X
DOCCI-test [45] 5,000 136 v v X
ITW-test [15] 445 217 v v X
GenEval [16] 553 8 X v X
T2I-CompBench val [20] 2400 9 X v X
GLaMM-GCG val-test [51] 2,000 128 v X v
COCONut-PanCap val (ours) | 25,000 233 v v v

2 Related Work

Detailed Captions from VLMs. Researchers are increasingly interested in creating large-scale
datasets with detailed captions generated from advanced vision-language models. DenseFu-
sionlM [33] utilizes a pretrained perceptual model to prompt VLMs, facilitating more detailed
image descriptions. Recap-DataComp1B [32] first fine-tunes the Llama-3-8B powered LLaVA-1.5
model [37], then applies it to recaption approximately 1.3 billion images from the DataComp-
1B dataset [14], generating a rich repository of detailed image descriptions. On a similar front,
the PixelProse dataset [60] offers general-purpose image captions designed to serve various
applications, from visual question answering (VQA) to pre-training tasks. Grasp Any Region [64]
and DenseWorld1M [31] generate dense grounded captions by leveraging MLLMs. Unlike datasets
targeting single applications, PixelProse captions are dense, versatile image descriptions that can be
adapted to other formats, such as VQA and instructional data, with the help of large language models
(LLMs). Although these detailed caption datasets are large-scale, they are directly generated by
VLMs without human verification, falling behind human-annotated captions on quality. Our proposed
COCONut-PanCap dataset leverages extensive human effort to ensure high-quality annotations.

Human-annotated Detailed Captions. Several efforts have been made toward this goal, utilizing
fully human-annotated data or human-in-the-loop approaches. One example is DOCCI [45] which is
a small, high-detailed image caption dataset that is entirely human-annotated, containing only 15K
samples but providing diverse details, such as key objects, their attributes, spatial relationships, and
text rendering. Two small-scale detailed caption datasets, ImageInWords [15] and DCI [62], use a
combination of automatic annotation models with human involvement, both with fewer than 10K
samples. Pixmo-Cap [8] introduces a large-scale dataset of detailed image captions from speech-based
descriptions, offering richer visual annotations than text-based methods. Our proposed COCONut-
PanCap dataset yields smaller scale compare to Pixmo-Cap but we have different focuses. Pixmo-Cap
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Figure 2: Annotation Pipeline. Given an input image, human-annotated panoptic segmentation masks
are overlaid using set-of-marks [67] visualization techniques to prompt the vision-language model
(VLM). After generating an initial draft, human effort is investigated for editing and verification.
Finally, the annotated metadata will be formatted to construct the datasets for various tasks at
instruction tuning or finetuning stage.
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Figure 3: Designed Prompt Template. By giving the concatenated set-of-marks images, the right
side (round-1) shows the initial response and the corresponding human edits. Once finalized by
humans, these edits will be merged into a single detailed caption grounded with panoptic segmentation
masks, as shown in the left side (round-2).

focuses on pretraining the VLMs, whereas we focus on the instruction tuning and finetuning stages
of VLMs and image generation models. Our work also shares a similar annotation pipeline with a
recent video captioning dataset Shot2Story [18], where both VLM draft and human corrections are
used to create complete and accurate annotations.

Grounded Captions with Segmentation Masks. Existing work have made significant strides in
creating datasets with region-level captions linked to entity segmentation masks [71] or bounding
boxes [72]. However, few datasets associate grounded segmentation directly with captions.
GLaMM [51] proposes a Grounding-anything Dataset (GranD) using an automated annotation
pipeline that encompasses 7.5M unique concepts grounded in a total of 810M regions available with
segmentation masks. Later, MGLMM [74] further explore the multi-granularity GLaMM model
to generate a multi-granularity dataset. Our proposed COCONut-PanCap dataset follows a similar
approach of grounding captions to dense masks but offers significantly denser masks per caption, as
shown in Tab. 1, with an average of 13.2 masks per image compared to 3.6 in GLaMM. Note that
we focus on grounded segmentation for detailed captions, rather than descriptions of all levels of
segmentation masks (objects or parts) as provided in the GranD dataset [51], which is outside the
scope of our study.



The image features a cozy and well-decorated living
room. At the center of the room, <4:a wooden coffee
table equipped with glasses> holds various items,
including <10:a remote control>, <13: a knife> on the
plates, and <16:a square small book>. On the left, The
seating arrangement includes <14:a patterned couch
] with colorful cushions and blanket> and <15:another

neutral-toned couch with vibrant throw pillows> , providing balance to the layout. The rug with colorful
patters brings more warm atmosphere to the sitting area. Behind the couch, <20:A chair in the back>
complements the seating options. Adding warmth to the room, <8:a black cat> rests comfortably on the
couch. Behind the sitting area, there is <5:a 4-layer wall-mounted wooden shelf> with additional
decorative items, including and other decorative items, enhancing the cozy and inviting
atmosphere. Closed to the shelf, there are several <9,19,22:potted plants with green leaves > are placed
throughout the room, adding a touch of greenery. <2:The wall painted in warm tones>, create a cozy
atmosphere and are adorned with framed artwork and decorations. <0: The floor is neutral-toned>,
supporting the entire setup. The , contrasts subtly with the walls and reflects the
natural light entering the room through

Figure 4: Visual Example of the Proposed COCONut-PanCap Dataset.

3 COCONut-PanCap Dataset

We construct a novel dataset based on COCO images to provide detailed captions at both image and
mask levels, using COCONut panoptic masks as a foundation for comprehensive region descriptions.
Specifically, we leverage panoptic masks from COCONut-S [9] to annotate detailed region captions,
incorporating both ‘thing’ and ‘stuff’ masks to cover a wide range of semantic regions.

3.1 Dataset Description

Comprehensively understanding diverse visual elements in complex scenes can benefit multiple tasks
including perception, understanding, and generation. In this section, we describe the annotation
pipeline for our dataset leveraging the human annotated panoptic masks. We first show the statistical
analysis of our COCONut-PanCap in Tab. 1 (training set) and Tab. 2 (evaluation set). For training, our
captions on average contain 203 words spanning 11 sentences along with 13.2 panoptic masks. We
follow the same split setting in COCO2017 [36] dataset, which includes 118K training images. To
provide a comprehensive evaluation set, we adopt the same 25K images from COCONut-val split [9],
which contains COCO2017-val (5K images) and another 20K Objects365 [56] validation images.

3.2 Dataset Construction

We argue that high-quality descriptions should provide sufficient details of key objects and their
attributes, as well as information about secondary objects and background elements. To achieve
this, as shown in Fig. 2, we use human-annotated panoptic segmentation masks to decide the set of
objects to reference in the caption. These masks include both ‘thing’ and ‘stuff’ classes, representing
single objects and semantic regions, respectively. We adopt the panoptic segmentation masks from
the COCONut-S [9] dataset. The masks are overlaid on the images, labeled with class names
€1,Cay...,cn € C, where C'is the set of COCO’s 133 panoptic classes [36, 23]. We then construct
a prompt with both the edited image and the original image, and a textual question for GPT-4V, as
illustrated in Fig. 3. The resulting region captions from GPT-4V are reviewed and corrected by human
raters for accuracy and consistency. The final annotations are illustrated in Fig. 1 and Fig. 4.

3.3 Dataset Analysis

Concepts Beyond COCO’s 133 Classes. To clarify the goal of our annotation task, we focus on key
visual features such as objects, attributes, spatial relationships, and counting. As shown in Fig. 5,
we utilize the panoptic segmentation mask from COCONut-S, which includes 133 classes in the
word vocabulary. Our proposed dataset, however, incorporates additional concepts beyond these 133
classes, such as ‘vegetable’ and ‘parking’. This demonstrates that our human annotators delivers
accurate and diverse descriptions when using the provided label names as a reference.
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Figure 5: Frequency of Extracted Nouns from the COCONut-PanCap Dataset. The top 10 most
frequent nouns are: people, table, room, street, dining, man, person, cars, chairs, and field.
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study involved human evaluators assessing a  Annotation Ratios. CAPTURE is used to
random sample of 1,000 captions, with a strong  evaluate detailed captioning, while FID assesses
preference shown for captions from our dataset.  the performance of image generation.

User Study for Caption Quality. We randomly sample 1,000 images from our COCONut-PanCap
training set and asked a human evaluator to perform a single-choice selection task. The question
is: ‘Please select the best description for the image, considering the correctness of object names,
attributes, counting, spatial relationships, and action.” The compared captions are generated using
GPT-4V [1], Qwen2-VL [66], and InternVL-2 [7], resulting in a single-choice four-option question.
Fig. 6 illustrates the results, showing that our GPT-assisted human-annotated captions receives the
highest ratings. More details can be found in the appendix.

4 Experimental Results

By utilizing COCONut-PanCap in the fine-tuning/instruction tuning stage, we assess its effectiveness
by performing three primary tasks: detailed captioning, panoptic grounded captioning (PGC), and
text-to-image generation. Additionally, we demonstrate the transferability of the knowledge learned
from our dataset through two downstream tasks: VQA and referring segmentation.

Primary Task 1: Detailed Captioning. We conduct instruction tuning with LLaVA-NeXT
framework [39] for this task. For a fair comparison, we replace the caption data (23k) from the
original LLaVA instruction-tuning set with detailed captions from the same subset of our dataset,
keeping the same amount of instruction data size. We follow the same training setup used for LLaVA-
NeXT with Llama3-8B [11]. Treating it as a QA task, we use the prompt, ‘Could you please describe
the image in detail?’ and collect the corresponding response as the caption for the image. We evaluate
caption quality using CIDEr [63], METEOR [2], BLEU@4 [47], ROUGE-L [35] and CAPTURE [10]
metrics. For evaluating the captioning of dense objects, CAPTURE [10] provides accurate captioning
metric. CAPTURE is a captioning evaluation metric designed to better align with human preferences
by integrating referential similarity and factual consistency. It combines traditional n-gram overlap
scores with image-text alignment signals derived from pretrained vision-language models, offering a
more holistic assessment of caption quality.



Table 3: Caption Benchmark Results Evaluated on Our COCONut-PanCap Val Set. Note that
the amount of data in the instruction dataset remains the same; only the sources of the detailed
captions vary, with a total of 23K images that have detailed captions. * denotes reproduced results.

Method Pretrain Dataset|Instruction-tuning Dataset |Mask Pooled| CAPTURE|CIDEr BLEU@4 METEOR ROUGE-L
LLaVA-NeXT#*  [LAION-CC-SBU|LLaVA 665K X 554 10.8 42 13.2 23.1
LLaVA-NeXT LAION-CC-SBU|LLaVA 665K-ours X 58.7 11.2 4.8 16.2 24.6
LLaVA-NeXT-pool [ LAION-CC-SBU|LLaVA 665K-ours 4 61.4 13.1 5.3 17.1 26.8
LLaVA-NeXT-I = |LAION-CC-SBU|LLaVA 665K-InternVL2-Cap X 53.9 9.4 4.4 11.5 21.4
LLaVA-NeXT-Q [LAION-CC-SBU|LLaVA 665K-Qwen2VL-Cap X 55.4 8.9 4.6 12.9 225
LLaVA-NeXT-G |LAION-CC-SBU|LLaVA 665K-GPT4V-Cap X 56.2 9.6 4.7 13.3 22.8

Table 4: Joint Panoptic Segmentation and Grounded Captioning (PGC) on COCONut-PanCap
Val Set. * denotes reproduced results.

Caption Grounding segmentation
Method Pretrain dataset Instrt. dataset| Mask pooled |CAPTURE CIDEr BLEU@4 METEOR| PQ PQ""™  pQ"
LISA+ * LAION-CC-SBU GranDf X 46.2 6.6 3.8 9.8 0.43 041 0.45
LISA+ LAION-CC-SBU ours X 57.9 8.1 49 13.8  |0.50 0.49 0.44
GLaMM GCG * LAION-CC-SBU+GranD GranDf X 432 6.5 3.6 10.6 10.27 0.35 0.21
GLaMM GCG LAION-CC-SBU+GranD ours X 56.8 7.8 52 143 ]0.55 0.54 0.46
PanCaper (ours) LAION-CC-SBU ours X 62.6 12.0 5.8 154 ]0.56 0.55 0.66
PanCaper-Pro (ours) LAION-CC-SBU ours v 64.3 12.5 6.4 17.9 ]0.61 0.58 0.68

To enhance the dense object captioning ability, we also extend the model by adding the mask-pooled
features from the panoptic segmentation masks as additional signals to the LLaVA model and name
it LLaVA-NeXT-pool. During training, we use the ground truth mask to extract the features while
during inference we use the mask proposals from the pretrained kMaX-DeepLab [69]. Besides, we
also experiment with synthetic captions directly generated using InternVL-2 [7], Qwen2-VL [66] and
GPT-4V [1]. We follow the same data preparation settings as our dataset to build these instruction
datasets for these 23K images with different sources of synthetic detailed captions, namely LLaVA
665K-InternVL2-Cap , LLaVA 665K-Qwen2VL-Cap, and LLaVA 665K-GPT4V-Cap. These datasets
are used to produce models LLaVA-NeXT-I, LLaVA-NeXT-Q, and LLaVA-NeXT-G, respectively.

The results are presented in Tab. 3. LLaVA-NeXT models show improved performance when fine-
tuned on the custom instruction-tuning dataset (2nd row). Among these, LLaVA-NeXT-pool (3rd
row) achieves the highest scores in all metrics, with CAPTURE of 61.4, CIDEr of 13.1, BLEU @4 of
5.3, and METEOR of 17.1, significantly higher than the original model variant LLaVA-NeXT (1st
row), indicating the benefit of added region features for additional visual cues. Models trained on
synthetic captions (LLaVA-NeXT-I, LLaVA-NeXT-Q, and LLaVA-NeXT-G) generally show lower
scores, showing advantage of our human-annotated caption.

Primary Task 2: A New Pixel-Grounding Task (PGC) with Stronger Detail Reasoning
Performance. The proposed COCONut-PanCap dataset enables a new pixel-grounding task:
Joint Panoptic Segmentation and Grounded Captioning (PGC). To build a strong baseline on this
challenging task, we develop PanCaper based on LISA [28] which uses pre-trained LLaVA-NeXT
with Llama3-8B (and fine-tuned with LoRA [19]). The vision encoder uses a fixed CLIP-ViT-L/14-
336 model, modified with linearly interpolated position embeddings to process 448 resolution images.
The trainable components of our model include the mask decoder of kMaX-DeepLab, and the tunable
parts in LLaVA are the same as in LISA. To enhance model performance in visual understanding, we
initialize our PanCaper using pretrained LLaVA-NeXT models from the detailed captioning task. We
also experiment with a model variant that uses mask pooled features similar to LLaVA-NeXT-pool,
and name it PanCaper-Pro. We provide more details of PanCaper in the appendix.

For comparison, we select 3 related methods LISA, PixelLM [52] and GLaMM [51] for evaluation.
It is noteworthy that LISA is not able to perform multi-mask prediction. We therefore adapt
LISA [28] for the multi-mask generation with grounded segmentation, namely LISA+. We introduce
a benchmarking suite for the PGC task, with a validation set of 25K images. For the caption quality,
we report the caption metrics including CIDEr [63], METEOR [2], ROUGE-L [35], BLEU@4 [47]
and CAPTURE [10]. For grounded panoptic segmentation, we report PQ scores [23]. Tab. 4
shows the quantitative results. Our proposed PanCaper-Pro achieves the highest scores across all
captioning metrics (CIDEr: 12.5, CAPTURE: 64.3, BLEU@4: 6.4, METEOR: 17.9), outperforming
all other models. Both PanCaper models show significant improvements over other models in all
captioning metrics, highlighting the effectiveness of the COCONut-PanCap dataset for detailed



Table 5: Benchmark Results on Text Conditioned Image Generation. Stable-Diffusion-3 (SD3)
medium is finetuned with COCO-Caption (short), DOCCI and our COCONut-Panoptic and evaluated
on DOCCI test set [45] and our COCONut-PanCap val set. ‘SD3 PT dataset’ denotes the pretraining
dataset of SD3, and thus the rows correspond to zero-shot evaluation of SD3.

Training dataset Evaluation dataset |FID| FDginov2 | CLIPScoref
SD3 PT dataset [12] 30.2 345 74.9
COCO-caption [6] 27.6 321 76.8
DOCCI [45] DOCCTtestset [4311 251 300 778
COCONut-PanCap (ours) 21.4 290 77.9
SD3 PT dataset [12] 31.8 300 73.8
COCO-caption [6] COCONut-PanCap | 28.0 294 74.0
DOCCI [45] val set (ours) 24.3 267 75.1
COCONut-PanCap (ours) 23.1 260 77.3

Table 6: Effects of Fine-tuning the SD3-medium (T2I model) with Different Datasets on
GenEval [16]. ‘w/o FT’ denotes the model is not finetuned (i.e., zero-shot testing).

w/o FT COCO-caption [6] DOCCI[45] COCONut-PanCap
color attribution 0.37 0.34 0.38 0.40
colors 0.73 0.70 0.74 0.75
position 0.33 0.30 0.36 0.36
counting 0.65 0.64 0.65 0.70
single object 0.96 0.94 0.95 0.96
two objects 0.80 0.78 0.81 0.89
overall score 0.64 0.62 0.65 0.68

caption generation. On grounding segmentation, PanCaper-Pro again leads, with a PQ score of 0.61,
PQMine of 0.58, and PQ*™ of 0.68, reflecting its robustness on both ‘thing” and ‘stuff” classes. Notably,
enabling mask pooling in our proposed PanCaper-Pro further enhances segmentation metrics. The
baseline models (LISA+ and GLaMM with GranD) achieve much lower PQ scores, due to incomplete
segmentation annotations in the GranD dataset.

Primary Task 3: Text-to-Image Generation. We adopt the Stable Diffusion 3 (SD3) medium
model? for text to image generation with LoRA finetuning. We adopt the default training settings but
only with different text-image datasets for training. We evaluate with two types of training images
from COCO [36] and DOCCI [45] datasets. In details, for the COCO images, we explore the short
COCO-caption and detailed captions from our dataset. For DOCCI images, we directly use the
captions from their dataset. Tab. 5 shows the quantitative results. Traning on COCONut-PanCap
achieves the best performance across all metrics when evaluated on DOCCI-test, with the lowest
FID (21.4), lowest FDginov2 (290), and the highest CLIPScore (77.9), indicating superior generation
quality and high image-text relevance. When evaluated on COCONut-PanCap-val set, training on
COCONut-PanCap again shows the best results with the lowest FID (23.1), FDgiov2 (267), and a
high CLIPScore of 77.3.

Tab. 6 shows the results on GenEval benchmark [16]. Finetuning SD3-medium with COCONut-
PanCap consistently scores the highest in most categories, particularly those requiring image details
like color attribution, object positioning, and handling multiple objects. Our proposed dataset enables
more accurate image generation that requires understanding of relationships, multiple objects and
counting, tasks that other datasets struggle with.

Downstream Task 1: VQA. To evaluate the effectiveness of COCONut-PanCap dataset, we utilize
the captions during the instruction-tuning stage and follow the setup of LLaVA-NeXT [39] across
various visual question answering (VQA) and multi-modality understanding benchmarks. We evaluate
on MM-Vet [70], SEED-IMG [29], MMBench-en [40], MME [13], POPE [34], and TextVQA [59],
covering a broad range of evaluation dimensions. We experiment with different amount of our
COCONut-PanCap caption data injected into the instruction tuning stage by replacing the original
COCO captioning data with our dataset. As shown in Tab. 7, the baseline model LLaVA-NeXT (using
its original recaptioned COCO) achieves relatively lower performance across all metrics, with scores

2https://huggingface.(:o/docs/diffusers/stable_diffusion/ stable_diffusion_3



Table 7: Benchmark Results and Ablation Study on VQA. By adding extra detailed caption data
for instruction tuning, the models show increased improvement. * denotes reproduced results. Using
only 20K human labeled data can still achieve comparable performance to 100K synthetic data.

Method LLM  |Instruction-tuning Dataset MM-Vet Seed-IMG MMBench-en TextVQA POPE MME
LLaVA-NeXT *  |Llama3-8B |orginal LLaVA 665K [39] 435 70.1 71.4 68.9 854 1523
LLaVA-NeXT-20K |Llama3-8B [LLaVA 665K-COCONut-PanCap-20K | 44.1 72.5 73.6 69.8 86.1 1552
LLaVA-NeXT-50K |Llama3-8B |LLaVA 665K-COCONut-PanCap-50K | 44.6 73.1 74.2 70.0 87.1 1600
LLaVA-NeXT-Full |Llama3-8B|LLaVA 665K-COCONut-PanCap-118K| 45.5 74.3 75.1 70.7 87.9 1612
LLaVA-1.5 Vicuna-7B |[LLaVA 665K-ShareGPT4V-100K 37.8 674 70.5 64.6 84.7 1519
LLaVA-1.5 Vicuna-7B |LLaVA 665K-COCONut-PanCap-20K 38.5 67.7 70.9 64.5 849 1521

Table 8: Benchmark Results on Referring Segmentation. * denotes reproduced results. It is noted
that GLaMM uses extra data from the GranD dataset for pretraining. + denotes our PanCaper model
is adapted for referring segmentation task.

Method refCOCO refCOCO+ refCOCOg
val testA testB | val testA testB | val  test

51
PixelLM [52] 73.0 76,5 682 | 663 71.7 583 | 69.3 70.5
LISA-7B [28] 741 765 71.1 | 624 674 565 | 664 685
PanCaper™ 745 767 699 | 699 734 595 | 69.8 70.6
PanCaper™ + COCONut-PanCap | 762 77.1 723 | 70.5 739 60.1 | 72.1 71.6

such as 43.5 on MM-Vet, 70.1 on Seed-IMG, and 68.9 on TextVQA. Building on LLaVA-NeXT
baseline, we progressively incorporated varying amounts of COCONut-PanCap data (20K, 50K, and
118K (full), as indicated by postfixes in the baseline names) during instruction-tuning. Consistent
improvements are observed across all evaluated benchmarks as more of our data is integrated.

Downstream Task 2: Referring Segmentation. In this task, the model processes an image and a
textual referring expression to output a segmentation mask corresponding to the expression. The
prompt used is, ‘Please segment the (referring_text) in the image.” The target model response is
‘Sure, it is (SEG).", where the (SEG) token is decoded to obtain the mask. We follow the setup
in LISA [28], using multiple segmentation datasets to jointly train the models. Tab. 8 shows the
quantitative results. Our model achieves superior performance, particularly when additionally trained
with the COCONut-PanCap dataset (last row), outperforming all models except GLaMM [51]. This
improvement underscores our model’s efficacy in handling complex referring expressions, likely
due to the additional data that enhances model generalization and accuracy. It is worth noting that
GLaMM performs competitively with our method, though the comparison is uneven given their
additional use of the SA-1B dataset [25].

Discussion: Synthetic vs. Human Annotated Data. Generating synthetic data for captioning has
been popular for recent tasks in either training vision encoders [49] or text-to-image generation [32].
Therefore, we investigate the effect of varying the mix ratio of synthetic captions generated by
GPT-4V and our human-annotated data for fine-tuning in Fig. 7 (where x-value 0.0 indicates fully
synthetic data), using the COCONut-PanCap dataset for training and the COCONut-PanCap-val
set for evaluation. We adopt LLaVA-NeXT for the captioning task and SD3-medium for the image
generation task. As shown in the figure, adding 25% human-annotated data yields significant
performance improvements in both captioning and generation, with a reduced FID of 26 from 31
(lower is better) and an increased CAPTURE score of 53.6 from 47.5 (higher is better). Consistent
improvements are observed as more human-annotated data is incorporated.

5 Conclusion

In this work, we proposed a novel dataset designed to support detailed captioning and grounded
segmentation tasks built on COCO images. We demonstrated that our dataset can enhance
model performance during instruction tuning and fine-tuning stages across various multi-modal
understanding and generation tasks, such as captioning, grounded segmentation, and text-to-image
generation. We hope that COCONut-PanCap, with its detailed captions grounded with dense panoptic
masks, will foster future advancements in multi-modal learning research.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The abstract and introduction clearly state the claims we made.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in the appendix.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used
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their best judgment and recognize that individual actions in favor of transparency play
an important role in developing norms that preserve the integrity of the community.
Reviewers will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This paper is not theoretical.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the
main experimental results of the paper to the extent that it affects the main claims and/or
conclusions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Ours results is reproducible, and we will release the codes.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all

submissions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?
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Answer: [Yes]
Justification: We will release the data and provide code to use the data.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to understand
the results?

Answer: [Yes]
Justification: The paper specify all the training and test details.
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The methodologies employed in this work involve computational models that
yield consistent and repeatable outputs without variability under the same conditions. These
tests are based on established simulations that deterministically produce the same results
each time they are run, provided the input parameters remain unchanged.

Guidelines:

* The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments that
support the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed to
reproduce the experiments?

Answer: [Yes]

Justification: Our main contribution is the proposed dataset COCONut-PanCap. To evaluate
its effectiveness, the baselines and compared methods are conducted on A100s. We provide
the details in the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We understand the importance of ethical standards in research and take this
matter seriously.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the border impacts in the appendix.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: We commit to continuously monitoring the usage of our released models and
codes and will take action to restrict access or provide additional guidance if we identify
concerning patterns of misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the assets we used have been properly cited. Our dataset builds on top of
COCO and COCONut, and we provide the details in the appendix.

Guidelines:
» The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper proposes a new dataset built on top of COCO and COCONut, both
of which are licensed under the Creative Commons Attribution 4.0 License. Accordingly,
the newly created dataset is also released under the same license.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as possible
should be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We leverage the commercial LLM to collect the captioning draft for our human
raters for further editing to provide efficient and effective annotation. We’ve discussed this
in our appendix.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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The appendix is organized as follows.

* In Sec. A, we show implementation details for Detailed Captioning (Sec. A.1), Panoptic
segmentation and Grounded (Sec. A.2), and VQA (Sec. A.3).

* In Sec. B, we show more visualization examples of our proposed COCONut-PanCap dataset
(Sec. B.1), and analysis of the tier cases in our dataset annotation user study (Sec. B.2).

¢ In Sec. C, we discuss the Limitations.
* In Sec. D, we discuss the Broader Impacts.

* In Sec. E, we provide the information of used datasets.

A Experimental Details

In this section, we provide more implementation details for detailed captioning (primary task 1) in
Sec. A.1, PGC (primary task 2) in Sec. A.2, and VQA (downstream task 1) in Sec. A.3.

A.1 Detailed Captioning

Detailed Captioning Instruction Dataset Construction. The key step in conducting the experiment
is constructing the dataset. The original LLaVA-665K dataset consists of LLaVA-158K combined
with other VQA datasets. Within LLaVA-158K, a subset of detailed captions corresponds to 23K
COCO images. To create our-LLaVA-665K (referred to as LLaVA 665K-COCONut-PanCap in the
table), we replace the detailed caption annotations for these 23K COCO images with our annotations.
Importantly, the total amount of training data remains unchanged (only the captions for these 23K
images are updated), ensuring a fair comparison of the impact of data quality on model performance.
To train LLaVA-NeXT on detailed captioning, we use 16x A100-40G to conduct the experiment and
the training time is around 8 hours.

Synthetic Annotation for Detailed Caption. To build the synthetic dataset with state-of-the-art
VLM, we use three models, including open-sourced InterVL-2, Qwen2-VL and close-sourced GPT-
4V to generate the detailed captions for COCO 118K train set images. We use the same text prompts
that is used in LLaVA [38] for prompting the model to create the detailed captions.

LLaVA-NeXT-pool implementation details. Fig. 8 shows the comparison of the original LLaVA-
NeXT and our proposed LLaVA-NeXT-pool. As shown in Fig. 8a, in order to preserve the details
for the high-resolution images and representations, the original design employs a grid configuration
which can also balance the performance efficiency with operational costs. Then both the patch-level
and image-level features are later concatenated and sent to the LLM. Directly splitting the image
into patches could cause prolems, for example, in the figure, the upper part of the dog’s head is
partitioned into different patches which may result in incomplete feature extraction for single object.
To overcome this drawback, we propose LLaVA-NeXT-pool to extract the dense feature and preserve
the object details by utilizing the panoptic segmentation masks in our COCONut-PanCap dataset.
Fig. 8b shows the details. Compared to the original design, LLaVA-NeXT-pool could effectively
extract the features for the dog in our example. Our design enables more complete region-level
feature extraction and is potential in understanding the details better.

patch-level mask-level
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(a) LLaVA-NeXT-AnyRes (b) our LLaVA-NeXT-pool
Figure 8: Comparison of LLaVA-NeXT and our proposed LLaVA-NeXT-pool.
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Figure 9: Architecture of PanCaper. We utilize a pretrained vision encoder from kMaX-
DeepLab [69] as our vision backbone, which effectively extracts dense features essential for panoptic
segmentation.

A.2 A New Task: Joint Panoptic Segmentation and Grounded Captioning (PGC)

In this section, we introduce our baseline method for joint panoptic segmentation and grounded
captioning (PGC), namely PanCaper. We start with an overview of the pixel grounding task and
then present our proposed approach, which incorporates a panoptic segmentation module specifically
designed for grounding objects in captions.

Revisiting the Pixel Grounding Task. Our baseline model builds upon LISA [28], a model that
combines the language generation capabilities of VLMs with the ability to produce segmentation
mask. LISA consists of three main components: a VLM, a vision backbone V', and a mask decoder
D. With a given text prompt, the VLM (typically LLaVA [38, 37]) generates an output containing a
(SEG) token. For instance, with the input prompt, ‘Could you segment the food with high Vitamin
C?’ LISA generates the response ‘It is (SEG).” This process extracts the last-layer embedding of the
LLM from LLaVA. Then a language-to-prompt (L-P) projection layer (g) transforms the last-layer
embeddings corresponding to (SEG) tokens (Ise,) into the decoder’s feature space. Meanwhile, the
vision backbone extracts dense visual features from the input image. Finally, both the dense features
and the CLIP image embedding from LLaVA are fed into the mask decoder to produce the final
segmentation mask.

Prompt Instruction for Grounded Captioning. We propose a baseline method for the PGC task
by modifying LISA to enable grounded captioning with segmentation masks. Since LISA was
originally designed for generating segmentation with a single output mask, two main adjustments are
necessary: (1) the use of multiple (SEG) tokens, and (2) extracting noun phrases from the caption
for grounding. To facilitate grounded segmentation, we modify the prompt to the VLM as ‘Please
provide a detailed description of the image and segment each part.” This prompt triggers the model
to generate caption responses with corresponding (SEG;) tokens, where i € [1, N] and N is the total
number of predicted segmentations. Given a predicted caption for the image, aligning each (SEG;)
token requires pairing it with a noun phrase, ‘(p)phrase;(/p),” where phrase; is the relevant part in
the caption to be grounded. With these prompt tokens defined, the model uses the vision backbone V'
and mask decoder D to facilitate fine-grained, pixel-level grounding, with D producing segmentation
masks M.

Adapting Baseline Methods for PGC Task. We adopt the same text prompt template to enable the
model to perform PGC tasks. For LISA+, we follow the same design in GLaMM [51] to design the
multi entity mask output by utilizing the the GranDf dataset. As the intruction dataset of GranDf is
constructed similarly grounding the phrase in the image-level caption, it will output multiple (SEG)
tokens. The reasoning results of the number of (SEG) tokens decide the number of output entity
mask which are often binary masks. As a result, the model can generate a detailed caption along
with interleaved segmentation masks, employing the format “(p)A man(/p) (SEG) ... next to (p)a
tree(/p) (SEG)”. And thus the format of instruction dataset is significat in task design. Therefore,
we formulate our dataset as “(p)A man(/p) (SEGy) ... next to (p)a tree(/p) (SEGs)”, where (SEGy)
represents the seg token for instance masks of thing and (SEG) represents for semantic masks of
stuff respectively in panoptic setting. Similarly, utilizing the PanCap dataset and special token design,
GLaMM [51] is able to generate the entity masks with the tag of ‘thing’ and ‘stuff’.
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Enable Panoptic Grounding. To achieve panoptic segmentation from captions, we first classify
(SEG) tokens into two types: (SEGy) for ‘thing’ classes and (SEG;) for ‘stuff’ classes. These
tokens are then processed by our segmentation modules to produce panoptic segmentation masks.
We initialize the vision backbone V' with a pretrained kMaX-DeepLab encoder [69] and fine-tune
the decoder D using our COCONut-PanCap dataset. Since kMaX-DeepLab operates as a closed-set
segmenter, we align text embeddings of the associated noun phrases with COCO’s 133 panoptic
classes. To accomplish this alignment, we use BERT [26] to generate the text embeddings and
to calculate cosine similarity, selecting the best-matching category. Panoptic grounding provides
mapping between detailed captions and image regions, which improves interpretability of VLM
predictions.

Training Objectives. Our training objective aims to minimize the following losses:
L= /\textﬁtext + /\maskﬁmaskv (D

where L is the auto-regressive cross-entropy loss for text generation, and Ly, is the mask
loss [65], encouraging the model to produce high-quality segmentation results. Ay and Ap,gk are the
respective loss weights. We use the same loss weights as LISA [28].

Training Data Formulation. We adopt the same training data from LISA [28] which comprises
mainly three parts, all of which are derived from widely-used public datasets. These include 1)
Semantic Segmentation datasets including ADE20K [73], COCO-Stuff [3], and LVIS-PACO [50]
part datasets with the generated QA data, 2) Vanilla Referring Segmentation Datasets: refCOCO,
refCOCO+, refCLEF [22] and refCOCOg [41] datasets, 3) ReasonSeg dataset [28], and 4) Visual
Question Answering Dataset: LLaVA-v1.5-mix665k [37]. To enable the multi-mask generation for
grounded caption, there are two options for instruction datasets, GranDf and our COCONut-PanCap
where GranDf consists of entity masks while COCONut-PanCap consists of panoptic masks.

Evaluation Metrics for Caption Quality. We conduct the analysis with multiple metrics to evaluate
the quality and completeness of the generated captions. We introduce a benchmarking suite for the
PGC task, with a validation set of 25K images. For the caption quality, we report the caption metrics
including CIDEr [63], METEOR [2], ROUGE-L [35], BLEU@4 [47] and CAPTURE [10]. For
grounded panoptic segmentation, we report PQ scores [23].

PanCaper Implementation Details. Following the architecture in LISA [28], there are three
components including the vision backbone, mask decoder and multi-modal LLM. Fig. 9 shows the
architecture details for PanCaper. We made modification on the vision backbone, and mask decoder
part in terms of model architecture. To preserve the learned knowledge of the pre-trained multimodal
LLM (i.e., LLaVA-NeXT in our experiments), we leverage LoRA [19] to perform efficient fine-tuning,
and completely freeze the vision backbone. The mask decoder is fully fine-tuned. Additionally, the
LLM token embeddings (embed tokens), the LLM head (Im head), and the projection layer are also
trainable. The weights of the text generation 1oss Ay, and the mask loss A5k are set to 1.0 and 1.0,
respectively. For the PQ-style mask loss, we follow the same settings in kMaX-DeepLab [69], where
it consists of mask-level cross entropy loss, dice loss and pixel loss. The training takes 10 hours with
8 A100-40G.

A3 VQA

We provide more implementation details for the VQA experiments. We follow the same setting
in LLaVA-NeXT to create the experimental results for VQA tasks. We focus on the instruction
tuning stage by adopting the pretrained weights from the stage-1 across the trainings for all the
model variants mentioned in Tab. 7 in the paper. The dataset we used is exactly the same as
in LLaVA 665K [37] which includes the earlier version of instruction data proposed in LLaVA
158K [38], ShareGPT [57], VQAV2 [42], GQA [21], openknowledge VQA (OKVQA [43],
A-OKVQA [55]), OCR (OCRVQA [44], TextCaps [58]), region-level VQA datasets (Visual
Genome [27], RefCOCO [22]). Among these data, LLaVA 158K comprises 77K complex reasoning,
58K conversation and 23K detailed captions. To build the dataset variants shown in Tab. 7, we
simply remove the subset of detailed_caption_23k, and subsequently add 20K, 50K and 118K
COCONut-PanCap dataset to build LLaVA 665K-COCONut-PanCap-20K, LLaVA 665K-COCONut-
PanCap-50K and LLaVA 665K-COCONut-PanCap-118K. By these steps, we add more detailed
caption data to construct the instruction tuning dataset. This results in the total amount of training data
of 662K for LLaVA 665K-COCONut-PanCap-20K, 692K for LLaVA 665K-COCONut-PanCap-50K

23



and 760K for LLaVA 665K-COCONut-PanCap-118K. And thus the size of LLaVA 665K-COCONut-
PanCap-20K is slightly smaller than the original LLaVA 665K dataset, but the model trained on
it yields better performance. For the evaluation settings, we follow the exact settings in LLaVA-
NeXT [39] using Imms_eval®. For the stage-1 training, it takes 8 A100-40G to train for around 12
hours.

B More Qualitative Results

In this section, we present additional qualitative results of COCONut-PanCap annotations (Sec. B.1)
and a detailed analysis of tier cases from the user study (Sec. B.2).

B.1 Data Examples

We show more visualization of our proposed COCONut-PanCap dataset in Fig. 10 and Fig. 11.

B.2 PanCaper and GPT-4V Tier Showcases

In the user study involving 1,000 samples, captions generated by GPT-4V were preferred in 87
cases. Among these, actually, 46 were tier cases where human raters considered both GPT-4V and
COCONut-PanCap captions equally good. Fig. 12, Fig. 13 and Fig. 14 illustrate qualitative examples,
highlighting the reasons for the tier classification and instances where GPT-4V was chosen.

C Limitations

High-quality human-labeled data offers significant benefits for instruction tuning in multi-modal
tasks, but scaling such datasets is challenging. To address this, we introduce COCONut-PanCap as a
starting point for large-scale human-annotated data exploration. Recognizing the relatively smaller
dataset size compared to other large dataset, future work may involve using this dataset to train seed
models to generate more high-quality synthetic data.

D Broader Impact

The COCONut-PanCap dataset is designed to advance research in vision-language understanding and
generation by providing fine-grained, panoptic-grounded captions. The dataset is intended to support
the development of more precise, coherent, and semantically grounded vision-language models,
which can have a wide range of beneficial societal applications.

Positive Societal Impacts. COCONut-PanCap has the potential to significantly improve downstream
applications in accessibility (e.g., more descriptive image captions for visually impaired users),
robotics (e.g., fine-grained scene understanding for autonomous agents), education (e.g., Al-assisted
visual learning tools), and scientific analysis (e.g., detailed visual documentation). By grounding
captions in panoptic segmentation, the dataset encourages models to produce more accurate and
interpretable outputs, which can enhance trustworthiness and explainability in Al systems.

Negative Societal Impacts. As with other datasets that improve image-text alignment and generation,
there are potential risks associated with misuse. Enhanced image captioning and generation
capabilities may contribute to the creation of misleading or deceptive content, such as realistic fake
captions or synthetic images used in misinformation or manipulation. We commit to continuously
monitoring the usage of our released models and codes and will take action to restrict access or
provide additional guidance if we identify concerning patterns of misuse.

In summary, while COCONut-PanCap aims to push forward the state of multimodal understanding
and generation, we acknowledge the dual-use nature of such technologies and advocate for responsible
development and deployment practices.

*https://github.com/EvolvingLMMs-Lab/lmms-eval
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"~ The image depicts a natural outdoor with trees and
s giraffes , forming the backdrop of the
scene. Below it, there are <l:dense trees, filled with
branches and lush green leaves>. Within this environment,
two giraffes are prominently featured. The image mainly
focuses on <3:a standing giraffe with a long neck and
unique patterns>, actively eating leaves from the tree. In
contrast, there is <4: a second giraffe with similar distinctive patterns>, which is far away from the previous
siraffe is resting comfortably on the grass. Both giraffes are surrounded by green trees and <2:a grassy area
predominantly covered with green grass interspersed with patches of exposed brown soil>.

F‘ v The image depicts a dynamic outdoor scene where people

are riding horses. In the foreground, two horses take
center stage. <9:A black horse with a white mane and tail
behind its neck, adorned with a brown bridle, a
predominantly dark blue saddle with yellow patterns, and
blue leg wraps>, is raising its front hoof. Beside it, <5:a
white horse with a black mane and tail, wearing a black
bridle, a similar dark blue saddle with yellow patterns, and
white leg wraps>, is also raising its front hoof. Both horses
are being controlled by <6,7: two man who are dressed in
: blue and white tops, white pants, and black boots>,
9:potted plant . Ass actively taming the horses. They are riding horses on <2:a
vivid green grassland> that provides the base for the
action. Adding structure, there is <3: a fence made of wooden posts and railings> in the background.
There are some people in the background that are obscured by the horses. For example, there is <8:a
person wearing black pants> partially obscured by the white horse and <10:another person in a red top
and white pants> who is watching the activity; and <11:a person in a red top and black pants>, partially
hidden by the black horse. Together, the elements create a cohesive portrayal of a lively horse-taming
event set against a serene natural background. The weather is nice, as <0:the sky is white and cloudless>,
forming the backdrop. Below it, there features <1:a dense cluster of trees with brown trunks and green
leaves>, framing the scene.

2:grass-merged

# The scene includes several individuals actively
engaging in skateboarding. There are <6,10: two
boys> wearing in green top and black pants>, actively
¢ playing <9:11skateboard> in the air. <5: Another guy
%4 who is also dressing in green top and black pants> is
playing but on the ground. Next to them, there are

< — observing the skateboarding
performance, while <8: another guy in a white top and black hat>, also watching the activities. Skateboards
are prominently featured in the center area, which includes a black skateboard deck used for tricks. Lastly,
the background shows the . <1:A light brown building> is
obviously seen in the background. The skaters are using the <2:sidewalk, notable for its graffiti and colorful
markings>. Around the scene, there is <3:lush green foliage>, adding natural scenery to the skate park.

Figure 10: Visualization of the Panoptic Grounded Caption. Our annotated captions ground the
panoptic segmentation masks.
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This image showcases a well-organized desk setup. On
<1l:the wooden desk with a shelf>, there is <4:a DELL
computer> occupies the central space, displaying content
on its screen. Besides, there is a turtle toy on top of it.
Surrounding the computer, multiple items are neatly
arranged. To its left, <5:a blue water bottle> stands
prominently, next to lying on the desk. Below

’ the computer, <12,13,16,19:additional books> are placed.
On the upper shelves, various objects add character to the space like <14,15: books> and a drink can. At the top of

the shelves, <8:a fluffy blue teddy bear > is positioned on the left, and is positioned on the
right, adding a playful touch. There are various small items as well, like <7:a glass bottle>, <17:books> and a photo
frame. In the background, <0:the wall is painted blue>, serving as the backdrop for the scene.

The image features a cozy and well-decorated living
room. At the center of the room, <4:a wooden coffee
table equipped with glasses> holds various items,
including <10:a remote control>, <13: a knife> on the
plates, and <16:a square small book>. On the left, The
seating arrangement includes <14:a patterned couch
with colorful cushions and blanket> and <15:another

neutral-toned couch with vibrant throw pillows> , providing balance to the layout. The rug with colorful
patters brings more warm atmosphere to the sitting area. Behind the couch, <20:A chair in the back>
complements the seating options. Adding warmth to the room, <8:a black cat> rests comfortably on the
couch. Behind the sitting area, there is <5:a 4-layer wall-mounted wooden shelf> with additional
decorative items, including and other decorative items, enhancing the cozy and inviting
atmosphere. Closed to the shelf, there are several <9,19,22:potted plants with green leaves > are placed
throughout the room, adding a touch of greenery. <2:The wall painted in warm tones>, create a cozy
atmosphere and are adorned with framed artwork and decorations. <O0: The floor is neutral-toned>,
supporting the entire setup. The , contrasts subtly with the walls and reflects the
natural light entering the room through

The image portrays a lively street scene outside a
café. <0:The road> serves as the foreground, where
<5:a _motorcycle> is prominently parked, its shiny
finishes and detailed designs drawing attention.
Behind it, , labeled as “Seaport
. Cafe” features large windows, a decorative sign, and
patriotic bunting. A glowing neon “Corona Light” sign
| adds to the vibrant atmosphere. The café’s exterior
includes <2:a wooden wall> and <4:a small fence>
which separates the outdoor seating area from the
street. The seating area is equipped with
<12,14:chairs> and <6:a blue umbrella> that
provides shade for the patrons. <7,11: Several
people are interacting in and around the café>, some
standing while others are seated, enjoying their
time. <10:0ne individual who is carrying <9:a black
backpack> > is joining while there is <8:a guy in blue shirt> is trying to shake hands with her, adding to the
dynamic social scene.

Figure 11: Visualization of the Panoptic Grounded Caption. Our annotated captions ground the
panoptic segmentation masks.
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( COCONut-PanCap: Positioned prominently within this
; (////////( : image is <1: a zebra, easily distinguishable by its iconic

(({[/// & i | black-and-white stripes and a striped mane along its neck>.
i Its belly is white, adding contrast to its overall pattern. The
zebra is depicted in a natural feeding posture, with its head
lowered as it grazes on <0:the grassland which is lush
green>, forming the base of the scene.

GPT-4V: This image features a zebra grazing peacefully on a vibrant green field. The zebra's iconic black-and-white
striped pattern stands out sharply against the lush grass, creating a striking visual contrast. Its head is lowered as it
nibbles on the grass, showcasing its natural feeding behavior. The mane, with alternating dark and light stripes, adds a
touch of elegance to its overall appearance. The bright sunlight enhances the vivid colors and intricate details,
highlighting the beauty of the zebra in its natural habitat.

tier reason: Compared to COCONut-PanCap, GPT-4V shows more description for the behavior but add hallucination for sunlight.

COCONut-PanCap: The image mainly features <0:the trees
with very lush foliage>. In the front, there are <1,2: two
giraffes with distinctive brown spots, vellow patterns, and
long necks>. These giraffes are observed to be fighting by
entwining their necks with each other. Behind them, there is
<3: another giraffe, also with distinctive brown spots and
yellow patterns>, which is standing still and partially
obscured by the front giraffes.

GPT-4V: This image captures two giraffes engaging in a
display of interaction, possibly sparring or playfully
entwining their necks, a behavior commonly known as
"necking." Set against a backdrop of lush green trees, the
giraffes' distinctive spotted patterns stand out vividly in
: - 3 i the sunlight filtering through the foliage. Their tall, elegant
forms and graceful movements highlight the maJestlc nature of these animals, while the surrounding dense
vegetation provides a natural and serene environment. The moment beautifully showcases the unique behavior and
striking appearance of giraffes in their habitat.

tier reason: Compared to COCONut-PanCap, GPT-4V shows more description for the trees but add hallucination for the sunlight.
COCONut-PanCap: On <0:the gray asphalt sidewalk>,
two motorcycles are parked side by side. <2:0ne
motorcycle is predominantly black with white parts and
a_brown seat>, positioned to the left of <1l:a green
bush>, where a registration plate displaying the
number “SV-6260" is visible to be mounted on the front
fender, and a large cylindrical front headlamp is
mounted on the front. <3:The other motorcycle is
predominantly silver with a black seat>. The mechanical
components include the single-cylinder engine and a
straightforward exhaust system.

GPT-4V: This beautifully restored vintage motorcycle, likely from the early 20th century, showcases a classic design with a
cream-colored fuel tank, spoked wheels, and a robust black frame. Key features include a large front headlamp, a
registration plate reading "SV-6260," a brown leather saddle, and a small rear storage compartment. The visible single-
cylinder engine and minimalistic exhaust system reflect the simple yet durable engineering of the era, with its pristine
condition highlighting careful preservation.

tier reason: Compared to COCONut-PanCap, GPT-4V shows the story background, but missing details for region-3.

Figure 12: Tier Examples for the User Study. Our COCONut-PanCap annotations are tied with
GPT-4V annotations for some simple cases.
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COCONut-PanCap: At the center of the scene, <5: a
cheerful woman is wearing a vibrant swimsuit
adorned with purple, blue, vellow, and white
patterns>. She is holding <4:2 pink umbrella>, which
adds a pop of color and shade to the setting. The
woman is smiling happily, radiating a joyful and
carefree vibe, tying together the natural and human
elements seamlessly. There are <1:lush green trees>
and <0:blue sky> in the background, adding a natural
element to the composition. Below it, there is <2: a
serene blue river>, Together, the composition
emphasizes the interaction between the lively figure
and the tranquil outdoor environment.

GPT-4V: This vibrant image showcases a cheerful woman holding a bright pink parasol on a sunny day. She is dressed in a
colorful floral swimsuit that exudes a retro style, complementing the joyful and carefree atmosphere. Her radiant smile
and relaxed pose convey a sense of summer fun, with a backdrop of a clear blue sky, lush green trees, and a calm lake.
The parasol adds a playful and vintage charm, enhancing the overall nostalgic feel of the scene.

tier reason: : Compared to COCONut-PanCap, GPT-4V recognize the water as lake, which is hard to be distinguished from this image.

COCONut-PanCap: The image features an owl-shaped
candlestick, and a clock are placed on <0O:the floor>. The
candlestick, designed in the form of an owl, adds a
decorative element beside the clock. Prominently, in the
center there is <2:a circular clock with hands and Roman
numerals>, elegantly designed and placed on an intricate
stand featuring ornate patterns and curves. Behind these
items, there is <1: a plain and white wall>, providing a
neutral background that highlights the objects in the
foreground. Together, the objects and their placement
create a cohesive and aesthetically pleasing composition.

GPT-4V: This cozy and artistic composition features a decorative vintage clock paired with a charming owl-shaped
candleholder. The clock, with intricate scrollwork and Roman numerals on its face, exudes an antique elegance, while the
soft glow of the candle creates a warm and inviting ambiance. The owl candleholder, with its textured surface and
whimsical design, adds a playful yet rustic touch to the scene. The subtle lighting and shadows enhance the nostalgic and
tranquil atmosphere, making it a perfect display for a quiet, reflective setting.

tier reason: Compared to COCONut-PanCap, GPT-4V summarize the style of the image as vintage.

COCONut-PanCap: The image captures an airplane in flight.
The center area highlights

. The airplane is depicted flying gracefully through the
sky. The background is <0: the sky, characterized by a mix of
blue open spaces and scattered clouds>.

GPT-4V: This image captures an Air France Airbus A380 in mid-flight against a backdrop of cloudy skies. The aircraft,
known for its massive size and double-deck design, features the iconic Air France livery with its name prominently
displayed on the fuselage and the red, white, and blue stripes on the tail, symbolizing the French flag. The four powerful
engines are clearly visible, emphasizing the plane’s engineering prowess. The angle of the shot highlights the sleek design
and scale of the A380, showcasing its role as a leader in modern aviation.

tier reason: : Compared to COCONut-PanCap, GPT-4V summarize bit more details but with hallucination of model ‘A380’.

Figure 13: Tier Examples for the User Study. Our COCONut-PanCap annotations are tied with
GPT-4V annotations for some simple cases.
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COCONut-PanCap: The image portrays a serene winter
landscape. The image mainly highlights <0:a blue sky, creating
a clear and bright backdrop>. Below it, there is <1:a pristine
snow-covered slope, predominantly white and marked with
ski trails> that curve across the terrain. Adjacent to this is

, blending seamlessly into
the snowy environment. At the center of the scene, <3:a
person who is skiing down the slope, dressed in an orange

- N jacket and black pants> is captured. The skier is equipped with
GPT-4V: This image captures a serene winter landscape skis attached to their feet, gliding smoothly over the snow.

featuring a skier ascending a pristine snow-covered slope. Additionally, <5:a_backpack> is carried by the skier,
The untouched white snow is marked only by the skier's | | completing their gear.

tracks and a winding trail that leads into the distance,
emphasizing the tranquility and solitude of the scene. Majestic mountains with rugged, rocky peaks dominate the background,
their shadows adding depth and contrast to the bright sunlight illuminating the snow. The skier, dressed in warm, vibrant gear
and carrying poles, navigates the slope with determination, highlighting the spirit of exploration and adventure. The expansive
sky above completes the breathtaking alpine setting.

tier reason: Compared to COCONut-PanCap, GPT-4V shows better vocabulary, but the information is almost the same.

COCONut-PanCap: The image highlights <1:a white dog>,
standing on the <O:lush green grass>, exuding a lively
demeanor. The dog is holding <2:a purple frisbee> in its
mouth. The frisbee features black text “SKIMMER” printed on
its surface, adding contrast to its vibrant purple color.
Together, the scene captures a moment of playful interaction,
grounded by the mask numbers for clarity and detail.

GPT-4V: This image features an adorable white dog
standing on a lush green lawn, holding a bright purple
frisbee in its mouth. The dog's quffy coat is well-groomed, and its expressive eyes gaze directly at the viewer, exuding
charm and playfulness. The frisbee, labeled with "Skimmer Competition," is slightly chewed, indicating the dog’s
enthusiasm for play and activity. The vibrant colors of the frisbee and the green grass create a cheerful and lively
atmosphere, perfectly capturing a moment of joy and companionship between a pet and its outdoor playtime.

tier reason: Compared to COCONut-PanCap, GPT-4V shows more OCR results of “competition”, but the information is minor.

COCONut-PanCap: The image captures a dynamic tennis
match. In the foreground, the image highlights <3:a man
actively playing tennis>, dressed in a black top, blue pants,
black socks, and black shoes. He is holding <2:a tennis racket>,
characterized by its red and white frame and netting with
printed letters. The background is <0:a predominantly blue
wall>, decorated with red and black patterns along with white
partial text “rates Airline”. <1:The playing field is a mix of

green and blue hues>.

GPT-4V: This image captures a tennis player intensely focused
during a match, poised and ready to return a serve on a hard
2:tennis racket court. Dressed in a dark athletic shirt, blue shorts, and black

v sneakers, the player holds their racket firmly, leaning slightly
forward in a balanced stance that conveys readiness and
Lpayingiec determination. The backdrop prominently features the USTA
logo and the Emirates Airline sponsorship, indicating a
professional tennis tournament setting. The court's clean lines
highlight the competitive atmosphere

tier reason: Compared to COCONut-PanCap, GPT-4V shows extra wording to describe the atmosphere which is not necessary.

Figure 14: Tier Examples for the User Study. Our COCONut-PanCap annotations are tied with
GPT-4V annotations for some simple cases.
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E Dataset Information
The proposed dataset COCONut-PanCap builds on top of COCO [36] and COCONut [9]. We provide
their datast information below:

COCO: The COCO0O2017 dataset [36] contains 118K images for training, and 5K images for
validation.

License: https://cocodataset.org/termsofuse
URL: https://cocodataset.org

COCONut: The COCONut [9] dataset modernizes COCO segmentation dataset. We mainly use
their COCONut-S and COCONut-val splits.

License: https://github.com/bytedance/coconut_cvpr2024/blob/main/LICENSE
URL.: https://xdeng7.github.io/coconut.github.io/
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