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ABSTRACT

Fine-tuning large language models can improve task specific performance, al-
though a general understanding of what the fine-tuned model has learned, forgotten
and how to trust its predictions is still missing. We derive principled uncertainty
quantification for fine-tuned LLMs with posterior approximations using compu-
tationally efficient low-rank adaptation ensembles. We analyze three common
multiple-choice datasets using low-rank adaptation ensembles based on Mistral-7b,
and draw quantitative and qualitative conclusions on their perceived complexity and
balance between retained prior knowledge and domain specific adaptation during
and after fine-tuning. We identify unexpected retention of acquired knowledge
during fine-tuning in the overfitting regime.
github.com/oleksandr-balabanov/equivariant-posteriors

1 INTRODUCTION

Large language models (LLMs) learns conditional distributions of vocabularies useful for generative
tasks, text classification and code completion. Trained on a corpus of sequences such as natural
language text and program source code, these models have shown remarkable capabilities (Bubeck
et al., 2023; Touvron et al., 2023a;b; Jiang et al., 2023). As the applications of LLMs continue to
explode, informed use of these models hinge on a proper understanding of the uncertainty of their
output (Huang et al., 2023; Kuhn et al., 2023; Malinin & Gales, 2021; Ren et al., 2023).

To align an LLM towards particular needs, such as answering factual questions and instructions, a
common approach is to fine-tune the model using a specialised dataset targetting human interaction
(Ouyang et al., 2022). Fine-tuning involves additional training of a pre-trained LLM on a smaller
dataset generated with humans (Zhong et al., 2021) or by other LLMs (Peng et al., 2023; Zhang et al.,
2023a). By fine-tuning, the model adapts its parameters to better capture the nuances, vocabulary,
and style of the target domain(Peng et al., 2023).

Even full-model fine-tuning often requires orders of magnitude less training time, but still incur
the same computational complexity and memory usage. Prior studies have shown that pre-trained
language models can effectively adapt to specific tasks within smaller parameter subspaces Li et al.
(2018); Aghajanyan et al. (2020), indicating an inherently low rank during the fine-tuning process.
To further reduce the training time and computational complexity of fine-tuning, a common method
used is Low-Rank Adaptation (LoRA) (Hu et al., 2021). As one member of the family of methods
typically referred to as parameter efficient fine-tuning (PEFT), LoRA effectively reduces the number
of parameters requiring training by keeping the pre-trained weights unchanged and integrating
low-rank trainable matrices into each layer of the LLM transformer architecture.

Key questions arise after fine-tuning: What areas of knowledge remain outside the model’s expertise?
What knowledge is retained from the pre-trained model? What knowledge is gained during the
fine-tuning process on the target dataset? These questions are fundamental in guiding us towards a
more reliable, interpretable and trustworthy application of LLMs.
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We contribute to addressing these questions by analyzing the uncertainty in LLMs that have been
fine-tuned using LoRA for answering multiple-choice question answers (QAs). These tasks involve
definite single-token target labels, which significantly simplifies the analysis while still requiring the
model to have a thorough understanding of context. We use predictive entropy and mutual information
to quantify inherent- and model uncertainty. These entropic uncertainty measures are calculated for a
Bayesian posterior derived from an ensemble of LLMs fine-tuned with LoRA.

Using the pre-trained Mistral-7b Jiang et al. (2023) model as a prior, we fine-tune on the Common-
senseQA (CQA) Talmor et al. (2019) and evaluate its performance on both CQA and the Social
Sciences and STEM components of the MMLU Hendrycks et al. (2021) multiple-choice QA datasets.
By quantifying the evolution of knowledge using predictive entropy and mutual information, we
demonstrate how these measures can be used to reason about the balance between retained prior
knowledge and acquired domain specific knowledge during and after fine-tuning.

2 CONTRIBUTIONS

• We show how uncertainty quantification with entropic measures can be used to reason about
the balance between retained knowledge and domain specific adaptation.

• We derive posterior approximations for LLMs fine-tuned on target datasets using ensembles
of LoRA members. On the way, we provide a Bayesian interpretation of fine-tuning,
early-stopping and conditional generative tasks.

• We analyze three common multi-choice QA datasets, CQA, MMLU STEM and MMLU
Social Sciences, using LoRA ensemble posteriors derived from a pre-trained Mistral-7b
model, and identify unexpected knowledge retention in the overfitting regime.

3 RELATED WORK

3.1 UNCERTAINTY QUANTIFICATION IN LLMS

There has been significant interest in uncertainty quantification across various tasks and domains in
neural networks Gal & Ghahramani (2015); Gal & Ghahramani (2016); Malinin & Gales (2018);
Ovadia et al. (2019b); Malinin et al. (2021); Lin et al. (2022); Kuhn et al. (2023); Lin et al. (2023).

This interest extends to the realm of Large Language Models (LLMs), where accurately quantifying
prediction uncertainty is a key focus Xiao et al. (2022a); Lin et al. (2022); Mielke et al. (2022); Chen
& Mueller (2023); Duan et al. (2023); Huang et al. (2023); Shorinwa et al. (2024). The application
of LLMs in generative tasks introduces unique challenges, notably in measuring uncertainty of the
generative outputs. Liu et al. (2019); Malinin & Gales (2021); Kuhn et al. (2023); Lin et al. (2023).
The disentanglement of uncertainty into aleatoric and epistemic was recently discussed in the context
of LLMs Hou et al. (2023); Ling et al. (2024). However, it was done via ensembling of the model
inputs rather than the model instances, and not in the context of fine-tuning tasks.

3.2 FINE-TUNING IN LLMS

Fine-tuning has recently become an integral part of the LLM ecosystem where it is used to target
specific tasks such as general instruction-following model, through methods like Reinforcement
Learning from Human Feedback Houlsby et al. (2019); Hu et al. (2021); Liu et al. (2019); Ding et al.
(2022; 2023).

The large computational demands of training and fine-tuning LLMs have resulted in development of
more efficient techniques, known as parameter-efficient fine-tuning (PEFT)Liu et al. (2022); Ding
et al. (2022; 2023); Shi & Lipani (2024). These methods typically involve training a small number of
additional parameters on top of a fixed, pre-trained LLM, with a prominent approach being the use of
low-rank adapters (LoRA) for each weight matrix Hu et al. (2021).
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3.3 LLMS WITHIN BAYESIAN METHODS

Bayesian inference techniques in neural networks have a long-standing history Denker et al. (1987);
Tishby et al. (1989); Buntine & Weigend (1991); MacKay (1991). These methods establish a
systematic approach to derive reliable and interpretable uncertainty estimates. Previous research on
Bayesian language models has been primarily concentrated on the pretraining phase of language
models, rather than on their fine-tuning Tran et al. (2019); Xue et al. (2021); Cinquin et al. (2021);
Zhang et al. (2018); Chen & Li (2024).

Recent studies have begun exploring the fine-tuning of language models using a Bayesian approach.
For instance, in Fan et al. (2020) and Zhang et al. (2021), the attention modules are sampled either
from simplex-constrained attention distributions or using Bayesian Belief Networks. Neither of these
studies address entropic uncertainty measures, nor do they utilize ensembling or PEFT methods for
posterior approximation.

Yang et al. (2024) employs a post-hoc Laplace approximation Mackay (1992) to model LoRA
parameters for fine-tuning. While this study does use LoRA for fine-tuning, it does not explore
entropic uncertainty measures and focuses on the posterior over LoRA parameters rather than the
model as a whole, which could limit straightforward Bayesian interpretability. There are also strong
indications that deep ensembles provide more accurate posteriors compared to single-model stochastic
methods like Laplace and Monte Carlo dropout Gustafsson et al. (2019); Ovadia et al. (2019a); Fort
et al. (2019); Wilson & Izmailov (2020); Dwaracherla et al. (2022); Balabanov et al. (2023).

3.4 ENSEMBLING LLMS

Two recent studies have explored the use of ensembling in fine-tuning LLMs, specifically focusing
on full model fine-tuning method where all weights are optimized Gleave & Irving (2022); Sun et al.
(2022). This approach has large memory overhead by construction. While uncertainty quantification
using variance across the ensembles is considered, their methods lack a Bayesian formalism that
could provide a more grounded interpretation and understanding.

An alternative method, BatchEnsemble Wen et al. (2020), employs a base model with modifications
through multiplicative, component-specific rank-1 matrices. This method has been applied to LLMs,
but in the context of pre-training rather than fine-tuning Tran et al. (2022).

There are also recent endeavors employing LoRA ensembles for fine-tuning LLMs Wang et al. (2023);
Zhai et al. (2023). Although these studies address uncertainty quantification, they do so without
adopting a Bayesian framework and do not clearly distinguish between epistemic and aleatoric
components, which is critical for data interpretability. In another work Arteaga et al. (2024), a
separate predictor is trained on the LoRA ensembles uncertainty metrics to detect hallucinations. Niu
et al. (2024) introduces a mixture-of-expert framework (UQ4CT) to explicitly capture and calibrate
model uncertainty during fine-tuning. All these works are highly relevant yet differ from ours, which
provides a principled Bayesian treatment for LoRA ensembles during fine-tuning and examines
the evolution of uncertainty metrics to draw conclusions about the balance between retained prior
knowledge and newly acquired domain adaptation.

4 BAYESIAN DEEP LEARNING FOR LLMS

When formulated as a conditional generative model, an LLM can be viewed as a function taking a
sequence of tokens s∗ as input, and predicting a distribution over the set of possible tokens t∗ from
the vocabulary as output. Such a model is typically trained to predict the next token in a sequence.

The prediction should be consistent with our observed data. This is encapsulated in the predictive
probability distribution p(t∗|s∗,D), with training data D = {si, ti}Ni=1, giving a conditional distribu-
tion over tokens t∗. To obtain a specific prediction, we can sample from this distribution, for example,
using maximum posterior estimation, t∗ = argmaxt p(t|s∗,D).

Given a model with parameters θ, the predictive distribution p
(
t∗ | s∗,D

)
=

∫
p
(
t∗ | s∗, θ

)
p
(
θ |

D
)
dθ is obtained by marginalizing over the posterior distribution of the parameters. The posterior

p(θ | D) represents the uncertainty associated with model parameters θ, quantifying how likely each
choice of θ is, given the observed data. For a fixed θ, the term p(t∗ | s∗, θ) captures data uncertainty,
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reflecting the variability in the model’s output t∗ for the input s∗. By integrating over all possible
parameter values θ, the final predictive distribution combines both uncertainty in the parameters with
the inherent variability in the data Gawlikowski et al. (2023).

4.1 FINE-TUNING

The objective of fine-tuning is to use a specialized dataset to further improve the knowledge of a
generally pre-trained model for a given task. This process can be conceptualized as a conditional
generative task on a target domain, denoted as Dfine-tuning.

Fine-tuning assumes prior knowledge about the models parameters, expressed as p(θ). This prior
is typically centered around the pre-trained models parameters, ωpre-trained, to retain the existing
knowledge and apply it to the target domain. We assume a normal prior distribution centered on
the pre-trained parameter values: p(θ) = N(θ;ωpretrained, λ

−1Idim[θ]) with diagonal covariance Idim[θ].
By adjusting the prior variance λ−1, we can control the extent to which the model is allowed to
deviate from the pre-trained parameter values. In practice, this involves finding a balance between
two extremes: a small λ−1 means that the fine-tuning is largely disregarded, whereas a large λ−1

implies that the pre-trained models knowledge is not utilized. As with any posterior considerations
in a Bayesian formalism, fine-tuning requires careful adjustment of this parameter to target optimal
performance for the target tasks.

Note that in this formulation, there is no emphasis on the origin of the pre-trained parameters. Typi-
cally, for large language models, the training procedure consists of maximum likelihood optimization
combined with supervised reinforcement learning Touvron et al. (2023b) and the specific details of
the training procedure are often not publicly disclosed. In our formulation, we do not need to delve
into these origins and instead formally take it as prior knowledge upon which we base our fine-tuning.

4.2 POSTERIOR APPROXIMATION METHODS

Variational inference Barber & Bishop (1998); Graves (2011); Blundell et al. (2015) offers a compu-
tationally efficient approximation method for the Bayesian posterior. It involves exploring a family of
distributions qω(θ), parameterized by ω, to approximate the posterior p(θ|D). A prevalent approach
to identify the optimal qω(θ) in this set involves minimizing the Kullback-Leibler (KL) divergence
KL(qω(θ) || p(θ|D)) Gawlikowski et al. (2023). This divergence, which measures information loss
when qω(θ) approximates p(θ|D), can be expressed as:

KL(qω(θ) || p(θ|D)) =

∫
dθ qω(θ) log

qω(θ)

p(θ|D)

= KL(qω(θ) || p(θ))− Eqω(θ)[log p(t|θ, s)] + C,

(1)

where D = {(t, s)} represents the training data, and C is a constant term independent of θ. Here
we applied Bayes’ theorem p(θ|t, s) = p(t|θ, s) p(θ)/p(t|s). Minimizing the loss function given
in Eq. (1) results in an approximation of the posterior p(θ|D). This loss function includes two
components: (1) the KL divergence against the prior p(θ) and (2) the expected negative log likelihood
(ENLL), a common loss metric for classification tasks.

The optimization problem described in Eq. (1) does not specify the origin of the in-domain (observed)
data D, and it remains equally valid for a fine-tuning task when substituting D = Dfine-tune. However,
it’s important to stress that for a fine-tuning task, the prior is assumed to be centered around the
pre-trained solution ωpretrained, whereas for a typical training procedure, the prior is usually considered
to be centered around the origin in parameter space.

4.3 EARLY STOPPING

Early stopping can be used to enhance generalization to unseen in-domain data, thereby reducing the
effect of overfitting. In the context of Bayesian deep learning, the objective is to approximate the
posterior distribution p(θ|D), where D represents the entire task domain. Access to the full domain
D is typically not available, and we work with a subset Dtrain. Generally, p(θ|Dtrain) does not closely
mirror p(θ|D), leading to overfitting, where p(θ|Dtrain) only acknowledges the training data and
struggles to generalize.
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Early stopping improves the approximation of p(θ|D). Within the variational inference picture,
qω(θ) is optimized by minimizing KL(qω(θ) || p(θ|Dtrain)), but evaluated on the entire task domain
D using KL(qω(θ) || p(θ|D)). The prior contribution to the KL loss KL(qω(θ) || p(θ|D)) can be
dropped assuming the entire task domain D to have a large number of samples. In practice, the ENLL
contribution to the KL loss is estimated using the validation dataset Dval, assuming it represents the
entire task domain effectively and was not part of the training.

5 DEEP ENSEMBLES WITH LOW-RANK ADAPTATION

5.1 LOW-RANK ADAPTATION

Low-Rank Adaptation (LoRA) provides a computationally efficient alternative to full-model fine-
tuning by keeping the pre-trained weight matrices static and adding trainable low-rank matrices into
each transformer layer, thereby decreasing the total number of parameters requiring training Hu
et al. (2021). Given a pre-trained weight matrix Wpretrained in the space Rd×k, the adaptations are
represented as Wpretrained +BA, where B resides in Rd×r, A in Rr×k, and the rank r is substantially
smaller than both d and k. Throughout this training approach, the variables A and B are tuned, while
Wpretrained is kept unchanged.

5.2 LORA DEEP ENSEMBLES

We use LoRA ensembles for approximating the posterior p(θ|Dfine-tune). Ensembles of LoRA members
have been introduced recently Wang et al. (2023), here we provide a Bayesian treatment.

Deep ensembles can be explicitly interpreted within the Bayesian variational framework by assuming
an ansatz in the form of a sum of sharply peaked distributions around parameter realizations ωk, with
k indexing ensemble members Hoffmann & Elster (2021); Balabanov et al. (2023). In this context,
the variational KL loss simplifies to a sum of conventional single-member log likelihood loss terms,
augmented with L2 regularization.

We adopt the deep ensemble variational inference formulation to include LoRA reparametrization.
The trainable low-rank LoRA matrices Ak and Bk are not treated as a subset of the variational
parameters ωk of the deep ensemble ansatz. Rather, they are auxiliary degrees of freedom that
parameterize these variational parameters. That is, we multiply matrices Ak and Bk to obtain
Wk = (Wpretrained + AkBk) ⊂ ωk, and Wk is used in the deep ensemble ansatz for approximating
the posterior distribution. The LoRA parametrisation helps us to efficiently and inexpensively find
good values for Wk ⊂ ωk.

5.3 PRIOR SELECTION

The choice of an optimal prior is crucial for obtaining a posterior distribution that exhibits opti-
mal performance. Our approach is to assume a normally distributed prior around the pre-trained
model, p(θ) = N(θ;ωpretrained, λ

−1Idim[θ]), defined with a certain variance λ−1. This variance is a
hyperparameter that must be carefully chosen based on specific objectives.

An inappropriate selection of the prior can lead to a posterior that performs poorly on the task at hand.
Consequently, we adjust the variance of the prior with the aim of optimizing the posterior quality, as
measured by the log likelihood on the validation data. Different choice for the prior variance results
in adjusting L2 regularization loss Hoffmann & Elster (2021); Balabanov et al. (2023). In the case of
LoRA ensembles, this loss is given by

L2 =
λ

2

∑
i

||W (i) −W
(i)
pretrained||

2 =
λ

2

∑
i

||B(i)A(i)||2, (2)

where A(i) and B(i) are LoRA matrices associated with the weights W (i).
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6 UNCERTAINTY QUANTIFICATION

6.1 EPISTEMIC MODEL AND ALEATORIC DATA UNCERTAINTY

Uncertainty quantification is an important topic that assesses the reliability of model predictions
(Gal & Ghahramani, 2016). In general, the total uncertainty in a model’s prediction can be at-
tributed to multiple sources. One widely used categorization is the decomposition into epistemic
(or model) uncertainty—arising from insufficient knowledge or data to fully learn the underlying
distribution—and aleatoric (or data) uncertainty—stemming from the inherent noise and randomness
in the data generation process.

An example of aleatoric data uncertainty is given by the input sequence “There is a single item in
the box. The color of that item is ”. One would expect a model trained on a large corpus of text to
produce a predictive distribution with support on the different colors. This posterior distribution tells
us that the model is fairly certain that the next token is a color, but that there is an uncertainty about
which color. The uncertainty about the color cannot be decreased by improving the training data; it is
inherent in the input sequence.

On the other hand, the input sequence “Large language models are ” presents a simple conditional
completion task, but we would not trust the output predictions from a model trained on a text corpus
compiled before the concept was introduced. This epistemic model uncertainty is not captured in the
output distribution, but rather in the uncertainty of the model parameters themselves. This model
uncertainty can be systematically calculated within a Bayesian formalism, where it corresponds to
the shape of the posterior distribution of model parameters conditioned on the training data.

6.2 ENTROPIC UNCERTAINTY METRICS

Depending on the approach used to estimate uncertainty, existing methods can be broadly divided into
intrinsic and extrinsic methods. Extrinsic methods involve post-hoc analysis with auxiliary models
to estimate uncertainty Lahlou et al. (2023); Kristiadi et al. (2021). In contrast, intrinsic methods
incorporate uncertainty estimation directly within the model. Here, we employ a common intrinsic
methodology based on entropic metrics Malinin & Gales (2021) to evaluate uncertainty within a
Bayesian formulation, applying it to our LoRA ensemble approximation of the Bayesian posterior for
fine-tuned models.

The total predictive uncertainty, encompassing both aleatoric data and epistemic model components,
can be quantified using the total predictive entropy:

H(t∗|s∗,D) = −
∑
c

p(t∗ = c|s∗,D) log p(t∗ = c|s∗,D), (3)

where s∗ is the input string, D is the training dataset, and c denotes all possible output tokens. The
output probabilities p(c | s∗,D) are computed by averaging softmax outputs across model parameters
θ sampled from the Bayesian posterior p(θ | D).

Epistemic model uncertainty is defined as the variability in predictions that arises from sampling
model parameters θ from the posterior distribution p(θ | D). This variability captures how the
distribution of predicted outputs shifts with each parameter set, weighted by its posterior probability.
A common metric for this purpose is the average mutual information between the model parameters
and output, conditioned on the training data Mackay (1992); Malinin & Gales (2021):

MI(θ, t∗|s∗,D) = H(t∗|s∗,D)− Eθ∼p(θ|D) [H(t∗|s∗, θ)] . (4)

For ensemble posteriors, zero mutual information implies that all ensemble members yield the same
predictive distribution, indicating no variability in the outputs and thus zero epistemic uncertainty.
On the contrary, if the mutual information is high, there is significant variability in the predictive
distribution across the ensemble, reflecting high epistemic uncertainty.

Using these metrics, we can identify three regimes that describe how the model perceives data:

• Known-certain: Low total and epistemic uncertainty; the posterior ensemble strongly agrees
on a narrow, confident prediction distribution.
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Figure 1: Performance of the LoRA ensembles trained on CQA and evaluated on either CQA, MMLU
STEM, or MMLU SS datasets. The metrics (evaluated for the ensemble mean distribution) include
accuracy, log likelihood loss, and expected calibration error (ECE). The number of ensemble members
is either M = 5 or M = 1. For a LoRA ensemble with M = 1 the average results over 5 distinct
realizations are shown. We also mark the metric values corresponding to epoch 1 (underfitting),
epoch 3 (optimal, minimal loss), and epoch 6 (overfitting).

• Known-uncertain: High total uncertainty, low epistemic uncertainty; uncertainty arises from
data noise or model expressiveness limitations, with the ensemble members agreeing on a
broad distribution.

• Unknown: High total and epistemic uncertainty; the posterior members disagree on the
prediction distribution, highlighting a lack of knowledge.

In this work, we use uncertainty quantification from entropic metrics of the LoRA ensemble posterior
approximation to better understand how fine-tuning reshapes the knowledge of the model, revealing
shifts in data characteristics and how the model adapts to new information. In particular, we study the
dynamics of the uncertainty metrics during fine-tuning.

7 NUMERICAL RESULTS

7.1 DATASETS

We evaluate our methods on three multiple-choice QA datasets: CommonsenseQA (CQA) Talmor
et al. (2019), and the Social Sciences (SS) as well as STEM components from MMLU Hendrycks
et al. (2021). The ensemble is trained on the CQA training dataset but tested on three different
validation datasets: the (in-domain) CQA validation dataset and the (out-of-domain) MMLU STEM
and MMLU SS validation datasets. Detailed information about the training and validation (test) splits
is available in Appendix A.

7.2 LORA ENSEMBLES

We train LoRA ensembles using the pre-trained 7 billion parameter Mistral-7b model Jiang et al.
(2023). The LoRA parametrization was implemented using PEFT Mangrulkar et al. (2022). Our
ensembles contain 5 members (M = 5), but we also investigate larger ensembles in our ablation
studies. Adhering to the method of Hu et al. Hu et al. (2021), we applied the adapter ∆W = αBA
exclusively to the query and value matrices within the self-attention modules of Mistral-7b, with
α set to 32. The rank was set to r = 8, which gives 3, 407, 872 trainable parameters. The adapter
matrices B are initialized to zero, while the entries of A are initialized using a Kaiming-uniform
distribution He et al. (2015).
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The ensemble members are trained using the prescribed regularisation from Section 5.3, corresponding
to using the pretrained Mistral-7b model as a prior. We use the Adam optimizer, training for 10
epochs with learning step sizes of 5 ·10−6 and batch sizes of 8. This learning rate is smaller compared
to those in Wang et al. (2023) to better refine the learning curve before the models become overfitted.
The token size limit is fixed at 128 for CQA and 512 for MMLU. We performed an ablation study
on L2 regularization λ/2 = 0.01, 0.1, 1, 10, finding optimal performance at λ/2 = 1. The training
focuses solely on the single token output representing the answer, with all other token outputs being
masked.

To calculate performance metrics and uncertainty estimates, we reduced the output dimension from
32,000 to 6. Five of these dimensions represent QA choice tokens (a, b, c, d, e), and the sixth
aggregates the softmax prediction scores associated with all other tokens. We found that, even
before fine-tuning, the pretrained Mistral-7b checkpoint assigns a near-zero probability to the sixths
class with very few exceptions. This suggests that the model reliably comprehends the format of
multiple-choice questions and answers, consistently producing appropriate tokens.

7.3 PERFORMANCE METRICS

In Fig. 1, we present the performance metrics for LoRA ensembles with both M = 1 and M = 5
members. The ensembles are trained on multiple-choice questions from the CQA training dataset and
evaluated on three validation datasets: CQA (first column), MMLU STEM (second column), and
MMLU Social Studies (third column).

The ensemble members start over-fitting after a couple of epochs as can be seen by the validation
loss in the second row of panels, but interestingly without considerable drop in accuracy in the first
row of panels. As will be seen in more detail in Section 7.4, this signals that the ensemble members
become more overconfident on predictions that are wrong, corroborated by the increasing expected
calibration error with epoch seen in the bottom row of Fig. 1. This is consistent with the recent
reports that fine-tuned LLMs often exhibit overconfidence Jiang et al. (2021); Lin et al. (2022); Xiao
et al. (2022b); He et al. (2023); Tian et al. (2023); OpenAI et al. (2023).

For fine-tuning on CQA seen in the first column, the overfitting is significantly reduced for ensembles
compared to individual members, as can be seen by the gap between the loss curves for M = 1 and
M = 5 for later epochs. This means that ensemble members output more confident, but different
predictions. This is a common feature of Bayesian posteriors Blundell et al. (2015); Zhang et al.
(2020); Kristiadi et al. (2020); Ober & Aitchison (2021); Fortuin et al. (2022); Aitchison et al. (2021);
Yang et al. (2024). This signals high epistemic uncertainty in this regime, indicating that the validation
set is perceived as “unknown” to the model.

7.4 DYNAMICS OF UNCERTAINTY METRICS

We analyze data-resolved dynamics of uncertainty measures using two-dimensional histogram plots
of mutual information and entropy Linander et al. (2023). This approach allows us to effectively
disentangle different sources of uncertainty, providing a detailed view of how the model perceives
data across the “known-certain,” “known-uncertain,” and “unknown” regimes during fine-tuning. By
visualizing the relationship between mutual information and entropy, we can track how the model’s
knowledge evolves, identify patterns in data complexity, and assess the model’s ability to adapt to
fed information. This method not only highlights the dynamics of learning, but also helps identify
limitations of the model, offering actionable insights for further improvement.

In Fig. 2, we show the epoch evolution of uncertainty measures for a LoRA ensemble that was
fine-tuned and evaluated on the CQA dataset. The mutual information (MI) on the vertical axis, and
the predictive entropy (Entropy) on the horisontal axis, are binned over every sample of the validation
set of CQA and the number of samples in each bin is indicated by the colorbar. We distinguish
between incorrect and correct predictions to enhance interpretability. The ensemble attains optimal
validation loss at epoch 3, as shown in Fig. 1. Epochs 1 and 6 exhibit underfitting and overfitting,
respectively. The true posterior p(θ|D) should yield nearly zero mutual information when evaluated
on the validation dataset, which should belong to “known” data by design. However, in each of the
underfitted, optimal, and overfitted regimes, there is a fraction of validation samples that exhibit a
moderate spread in mutual information. Samples with high mutual information indicate that parts of
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Figure 2: In-distribution evolution of uncertainty during fine-tuning. Histograms of predictive entropy
and mutual information for a LoRA ensemble trained and evaluated on the CQA dataset. The
ensemble consists of M = 5 members, with a LoRA rank of 8, α = 32, and an L2 LoRA loss of 1.
Evolution of uncertainty measures for in-domain data across training epochs (columns), differentiated
by correct (top row) and incorrect (bottom row) predictions, with mean (red) and median (green).
Color represents the number count in each bin.

the target domain are perceived as “unknown” by the ensemble, highlighting regions where expanding
or refining the training data could most improve performance.

By examining the mean and median of the entropic metrics in Fig. 2, we can observe overall patterns
in the validation data perception by the ensemble. Interestingly, the ensemble becomes progressively
more confident on correct QAs, reaching its highest confidence once the ensemble overfits, where most
correct QAs are predicted with almost zero uncertainty. Although overall performance (as measured
by loss shown in Fig. 1) degrades at epoch 6 compared to epoch 3, the model has actually learned the
bulk of the validation dataset more effectively. The loss increase arises because the ensemble has also
become more confident about incorrect QAs, increasing the cross-entropy. However, almost all of
these incorrect predictions are marked by high mutual information, placing them in the “unknown”
regime. Since these points can be identified by their high mutual information, they can be filtered out
at inference time or used to refine the training procedure (e.g., by including more instances of these
data). This result is noteworthy because it shows that the ensemble continues to improve even after
reaching its minimum loss at epoch 3. By epoch 6, it performs better on most of the dataset, although
its increased confidence in the remaining poorly performing data inflates the overall loss. Nonetheless,
these problematic data points remain mostly distinguished by high epistemic uncertainty.

Fig. 3 shows the uncertainty histograms for MMLU STEM and MMLU SS, calculated using an
ensemble trained on CQA. Starting with MMLU STEM in the first and second row of panels,
we draw two key insights. First, among the wrongly classified samples for the optimal epoch 3
(second row, second column), a large fraction falls into the “known-uncertain“ regime, characterized
by high predictive entropy but low mutual information. This is in contrast to MMLU SS, which
exhibits a more moderate spread of predictive entropy in the corresponding panel (last row, second
column). This observation highlights the relatively higher complexity of STEM compared to SS
datasets. The ensemble perceives the STEM samples as equally “known” as SS samples (similar
mutual information) but assigns them broader predictive distributions, indicating greater “uncertain”
characteristics due to a lack of precise knowledge.

Second, continuing with MMLU SS in the third and fourth rows of Fig.3, we observe a significant
decrease in predictive entropy as the number of epochs increases, indicating that the ensemble learns
features that enable it to classify samples with greater confidence. This behavior is similar to CQA
in Fig.2, but the key difference is that, in this case, the data is from an out-of-domain dataset. This
demonstrates that the ensemble continues to improve on the majority of MMLU SS samples, despite
not being specifically trained on them, suggesting a similarity between the CQA and MMLU SS
domains.

Interestingly, the evolution of entropic quantities reveals a key difference between the datasets.
For MMLU STEM, there is a notable density of “known-uncertain” samples (high entropy, low
mutual information) (see Fig. 3, second row), whereas for MMLU SS, high-entropy samples are
more evenly distributed in terms of mutual information. The density of “known-uncertain” MMLU
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Figure 3: Out-of-distribution evolution of un-
certainty during fine-tuning. Histograms of pre-
dictive entropy (Entropy) and mutual informa-
tion (MI) for a LoRA ensemble trained on CQA
and evaluated on MMLU STEM (top rows) and
MMLU SS (bottom rows) datasets. The ensemble
consists of M = 5 members, with a LoRA rank
of 8, α = 32, and an L2 LoRA loss of 1. Evolu-
tion of uncertainty measures for out-of-training-
domain data across training epochs (columns left
to right), differentiated by correct (first and third
row) and incorrect (second and forth row) predic-
tions, with mean (red) and median (green).
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Figure 4: Late overfitting regime (epoch 10).
Histograms of predictive entropy (Entropy) and
mutual information (MI) for a LoRA ensemble
trained on CQA (left column) and evaluated on
MMLU SS (middle column) and MMLU STEM
(right column) datasets. The ensemble consists of
M = 5 members, with a LoRA rank of 8, α = 32,
and an L2 LoRA loss of 1. There is still a sig-
nificant fraction of samples (lower right panel) in
MMLU STEM with low mutual information and
high total uncertainty.

STEM samples largely persists despite overfitting (see Fig. 4), suggesting that the fine-tuned model
ensemble perceives confusing samples from MMLU STEM as being more consistently “known-
uncertain,” whereas confusing samples from MMLU SS are forgotten more rapidly, transitioning into
the “unknown” regime.

8 CONCLUSIONS

We derived a principled, and practically efficient method for posterior approximation of fine-tuned
LLMs using ensembles of low-rank adaptation models. Using the posterior approximation, we
derived uncertainty quantification using entropic metrics, and followed their evolution during fine-
tuning. This enabled us to draw a number of conclusions regarding the balance of retained knowledge
and domain specific adaptation. First, the low-rank ensemble shows retained accuracy while also
decreasing both predictive uncertainty and mutual information in the overfitting regime. At the same
time, incorrect predictions are increasingly correlated with higher mutual information, opening up
for inference time filtering and active learning. Second, during fine-tuning towards CQA, there is a
distinct difference between the change in uncertainty for MMLU STEM and MMLU social science.
For the STEM dataset, there is a large fraction of samples with low mutual information and high
predictive entropy, hinting at in-domain but uncertain predictions. This can be connected to the lower
prior accuracy of MMLU STEM compared to MMLU SS and CQA, indicating low representative
power of the model in this domain. These STEM samples exhibit increased robustness, through broad
yet consistent predictive distributions across ensemble members, to a large extent surviving overfitting.
As fine-tuning continues to be an important tool in shaping model output Zhang et al. (2023b), it is
also increasingly important to understand how the knowledge of the pre-trained model changes as the
model is adapted to a target domain. The methods presented here are generally applicable to different
fine-tuning scenarios, and provide a systematic treatment of prediction uncertainty for fine-tuned
LLMs.
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9 IMPACT STATEMENT

This paper advances the field of Machine Learning by enhancing the reliability and understanding
of large language models (LLMs) through uncertainty quantification using LoRA ensembles. Our
work contributes to the understanding and trustworthiness of LLM predictions, a step forward in AI
reliability and applicability.
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Ashvin Nair, Reiichiro Nakano, Rajeev Nayak, Arvind Neelakantan, Richard Ngo, Hyeonwoo

14

https://proceedings.neurips.cc/paper/1991/file/c3c59e5f8b3e9753913f4d435b53c308-Paper.pdf
https://proceedings.neurips.cc/paper/1991/file/c3c59e5f8b3e9753913f4d435b53c308-Paper.pdf
http://arxiv.org/abs/2002.07650
https://github.com/huggingface/peft
https://github.com/huggingface/peft
https://aclanthology.org/2022.tacl-1.50
https://aclanthology.org/2022.tacl-1.50
https://arxiv.org/abs/2410.06431
https://proceedings.mlr.press/v139/ober21a.html
https://proceedings.mlr.press/v139/ober21a.html


QUESTION workshop at ICLR 2025

Noh, Long Ouyang, Cullen O’Keefe, Jakub Pachocki, Alex Paino, Joe Palermo, Ashley Pantuliano,
Giambattista Parascandolo, Joel Parish, Emy Parparita, Alex Passos, Mikhail Pavlov, Andrew Peng,
Adam Perelman, Filipe de Avila Belbute Peres, Michael Petrov, Henrique Ponde de Oliveira Pinto,
Michael, Pokorny, Michelle Pokrass, Vitchyr Pong, Tolly Powell, Alethea Power, Boris Power,
Elizabeth Proehl, Raul Puri, Alec Radford, Jack Rae, Aditya Ramesh, Cameron Raymond, Francis
Real, Kendra Rimbach, Carl Ross, Bob Rotsted, Henri Roussez, Nick Ryder, Mario Saltarelli, Ted
Sanders, Shibani Santurkar, Girish Sastry, Heather Schmidt, David Schnurr, John Schulman, Daniel
Selsam, Kyla Sheppard, Toki Sherbakov, Jessica Shieh, Sarah Shoker, Pranav Shyam, Szymon
Sidor, Eric Sigler, Maddie Simens, Jordan Sitkin, Katarina Slama, Ian Sohl, Benjamin Sokolowsky,
Yang Song, Natalie Staudacher, Felipe Petroski Such, Natalie Summers, Ilya Sutskever, Jie Tang,
Nikolas Tezak, Madeleine Thompson, Phil Tillet, Amin Tootoonchian, Elizabeth Tseng, Preston
Tuggle, Nick Turley, Jerry Tworek, Juan Felipe Cerón Uribe, Andrea Vallone, Arun Vijayvergiya,
Chelsea Voss, Carroll Wainwright, Justin Jay Wang, Alvin Wang, Ben Wang, Jonathan Ward, Jason
Wei, CJ Weinmann, Akila Welihinda, Peter Welinder, Jiayi Weng, Lilian Weng, Matt Wiethoff,
Dave Willner, Clemens Winter, Samuel Wolrich, Hannah Wong, Lauren Workman, Sherwin Wu,
Jeff Wu, Michael Wu, Kai Xiao, Tao Xu, Sarah Yoo, Kevin Yu, Qiming Yuan, Wojciech Zaremba,
Rowan Zellers, Chong Zhang, Marvin Zhang, Shengjia Zhao, Tianhao Zheng, Juntang Zhuang,
William Zhuk, and Barret Zoph. Gpt-4 technical report, 2023.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models to follow
instructions with human feedback. Advances in Neural Information Processing Systems, 35:
27730–27744, 2022.

Yaniv Ovadia, Emily Fertig, Jie Ren, Zachary Nado, D. Sculley, Sebastian Nowozin, Joshua Dillon,
Balaji Lakshminarayanan, and Jasper Snoek. Can you trust your model's uncertainty? evalu-
ating predictive uncertainty under dataset shift. In H. Wallach, H. Larochelle, A. Beygelzimer,
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A DATASETS

A.1 SIZE

For MMLU STEM and Social Studies datasets, we use the original test split as the validation set, as
in Wang et al. (2023). For CQA dataset we use the standard training and validation splits. The topics
in the MMLU dataset are categorized into STEM, Social Studies, Humanities, and Other, following
the classification defined in Hendrycks et al. (2021).

Dataset Train Size Validation Size
CQA 9741 1221
MMLU SS 397 3077
MMLU STEM 430 3153

Table 1: Summary of the CQA and MMLU dataset sizes.

A.2 EXAMPLES

The datasets have been preprocessed into a single, consistently formatted prompt question-answer.
Below, we present examples of these questions for each of the considered dataset.

Q: A revolving door is convenient for two direction travel, but it also serves as a
security measure at a what?

Answer Choices:

(a) bank

(b) library

(c) department store

(d) mall

(e) new york

A: (a).

CommonsenseQA

Q: Which one of the following is the most appropriate definition of a 99%
confidence interval?

Answer Choices:

(a) 99% of the time in repeated samples, the interval would contain the true
value of the parameter

(b) 99% of the time in repeated samples, the interval would contain the estimated
value of the parameter

(c) 99% of the time in repeated samples, the null hypothesis will be rejected

(d) 99% of the time in repeated samples, the null hypothesis will not be rejected
when it was false

A: (a).
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MMLU SS

Q: Find all c in Z 3 such that Z 3[x]/(xˆ2 + c) is a field.

Answer Choices:

(a) 0

(b) 1

(c) 2

(d) 3

A: (b).

MMLU STEM
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