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ABSTRACT

We study the learnability of languages in the Next Symbol Prediction (NSP) set-
ting, where a learner receives only positive examples from a language together
with, for every prefix, (i) whether the prefix itself is in the language and (ii) which
next symbols can lead to an accepting string. This setting has been used in prior
work to empirically analyze neural sequence models, and additionally, we observe
that efficient algorithms for the NSP setting can be used to learn the (truncated)
support of language models. We first show that the class of DFAs with at most
n states is identifiable from positive examples augmented with these NSP labels.
Nevertheless, even with this richer supervision, we show that PAC-learning DFAs
remains computationally hard, and exact identification using only membership
queries cannot be achieved in polynomial time. We then present L⋆

nsp, an exten-
sion of Angluin’s L⋆ algorithm, and show that DFAs can be PAC-learned effi-
ciently using a language-model–based teacher that answers membership queries
and generates valid strings conditioned on prefix prompts. Finally, we conduct a
comprehensive experimental evaluation on 11 regular languages of varying com-
plexity. Using L⋆

nsp, we extract DFAs from Transformer-based language models
trained on regular languages to evaluate the algorithm’s effectiveness and identify
erroneous examples.

1 INTRODUCTION

Language models (LMs) are now deployed across text, vision, and bioinformatics; yet their internal
computation and potential outputs they generate remain difficult to interpret. This motivates a basic
question: given black-box access to a model, can we extract a compact, interpretable formal object,
such as a deterministic finite automaton (DFA), that accepts (approximately) the same strings as
those that lie in the model’s generative support? We develop a formal framework for this problem
and study its learnability in a setting that closely mirrors how LMs are typically used in practice.

We formalize and study the problem of learnability of languages in the Next Symbol Prediction
(NSP) setting. Here a learner receives only positive strings from a target language, together with
rich supervision for every prefix: a membership bit indicating whether the prefix itself is in the
language and a vector of “continuation” bits indicating which next symbols admit some accepting
continuation. A prediction is correct only if the hypothesis matches all membership and continuation
labels at every prefix of the example.

This setup has a natural interpretation in the context of generative models: when decoding with top-
p (Holtzman et al., 2019), top-k, or min-p (Minh et al., 2025) sampling, the per-prefix continuation
set is precisely the set of admissible next tokens, and termination corresponds to allowing the end-
of-sequence token. In particular, positive-only NSP supervision is natural to obtain from black-box
models and avoids inventing an artificial distribution over negative strings; at the same time, the all-
prefix evaluation makes the task challenging—trivial baselines obtain near-zero accuracy. Figure 1
illustrates NSP labels on a Dyck example and how admissible-next-token sets can be read from a
language model.

Additionally, while NSP has been widely used to evaluate sequence models on formal-language
benchmarks (see e.g. Gers & Schmidhuber (2001); Suzgun et al. (2019); Ebrahimi et al. (2020);
Bhattamishra et al. (2020a) and references therein), the learnability of languages under NSP and its
relationship to conventional binary classification has not been established.
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Our contributions. We investigate the question of learnability in the NSP setting within the com-
putational learning theory framework by studying computational complexity and oracle require-
ments. We also conduct a systematic empirical evaluation with several regular languages, using
Transformer-based language models as teachers.

(i) Identifiability and hardness. We give a PAC-style formulation of learning using NSP labels and
show that positive examples augmented with NSP labels are information-theoretically sufficient to
identify minimal DFAs. Concretely, distinct minimal DFAs always disagree on the NSP labeling of
some positive string, yielding finite teaching sets and a well-defined equivalence oracle in the NSP
model. At the same time, we prove that NSP supervision does not remove the key computational
barriers for learning regular languages. The key technical argument is a construction that renders
all but one continuation label uninformative, allowing a reduction to well-known hardness results
(Kearns & Valiant, 1994). Thus, even with the richer labels, efficient (improper) learning remains
computationally intractable (under standard cryptographic assumptions). We further show that iden-
tification with membership queries alone cannot be achieved in polynomial time for certain natural
DFA families, even when each query returns all NSP labels. Together, these results suggest that
while NSP labels offer some benefit, they do not, in general, circumvent computational hardness.

(ii) Learning with a language-model teacher. Motivated by the hardness results, we study a more
powerful, though still practically motivated, learning framework based on prefix-conditional gen-
eration queries. These can easily be simulated using black-box access to an LM. In addition to
membership queries, the learner can issue generative queries that return positively labeled NSP
strings conditioned on a prefix prompt. We extend Angluin’s L⋆ algorithm (Angluin, 1987) to de-
sign a new algorithm we denote L⋆

nsp that uses membership and generative queries to construct a
DFA consistent with the observed NSP labels. The guarantee is distribution-specific: L⋆

nsp PAC-
learns with respect to the distribution induced by the teacher language model. This perspective is
aligned with our goal of identifying the model’s (truncated) support and is particularly appealing in
the context of generative models, where the target distribution over negative strings is either unde-
fined or arbitrary. Conditional generation is both a natural capability of modern LMs and turns out
to be a powerful query primitive for efficient learning in the NSP framework.

(iii) Empirical evaluation and analysis. We apply the L⋆
nsp algorithm to extract DFAs from Trans-

former teachers trained on eleven regular languages of varying complexity, including the Tomita
grammars, Parity, and bounded Dyck languages. We study how NSP accuracy, the number of ex-
tracted states, and runtime scale with the number of positive training strings. Across tasks, a modest
amount of positive data with NSP labels typically suffices to recover the target automata or their
teacher-support counterparts. When the teacher is imperfect (e.g., for Parity, Tomita-5), the ex-
tracted DFA reveals systematic errors by identifying strings in the symmetric difference between the
target and the teacher’s support. Ablations further indicate that the continuation labels are heavily
used on languages with transitions to dead states (e.g., bounded Dyck), leading to improved sample
complexity over binary labels alone. These experiments underscore a practical point: while NSP la-
bels cannot break worst-case computational barriers, they are easy to obtain from modern sequence
models and can be leveraged effectively in practice.

1.1 RELATED WORK

Learnability of DFAs. Classical results show that inferring DFAs from labeled examples is compu-
tationally hard— finding the minimum consistent DFA is NP-hard (Gold, 1978; Angluin, 1978; Pitt
& Warmuth, 1993), and even (improper) PAC learning is intractable under cryptographic assump-
tions (Kearns & Valiant, 1994). With queries and counterexamples, Angluin (1987) showed that
regular languages are learnable in polynomial time. Under structural assumptions, several works
have studied PAC learnability for probabilistic DFAs (Clark & Thollard, 2004; Palmer & Goldberg,
2007). The area remains active with recent theory on counterexample handling and lower bounds
in the MAT framework (Vaandrager et al., 2022; Kruger et al., 2023). We build on this line of re-
search by characterizing the learnability of DFAs in a new setting relevant to learning the support of
language models, and by situating prior empirical analyses of neural nets in the appropriate context.

Automata extraction from neural models was introduced by Giles et al. (1992); Omlin & Giles
(1996) and has been an active field (Wang et al., 2018; Muškardin et al., 2022). Notably, Weiss et al.
(2018) developed a method for white-box extraction based on L⋆, and several subsequent works
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Figure 1: Left: An example of a string with NSP labels from the Dyck-2 language. The language
consists of well-balanced parentheses with two types of brackets. Right: An illustration of how NSP
labels can be obtained from a language model. See Section 2 for details.

have focused on weighted automata/PDFAs (Weiss et al., 2019; Wei et al., 2024; Eyraud & Ayache,
2024). Recent work (Zhang et al., 2024) has also explored L⋆-like methods for Transformer-based
classifiers. Mayr et al. (2023) learn a PDFA abstraction of an LM via a distributional congruence.
Our focus is on support identification, where we characterize learnability and conduct empirical
analysis based on a new provable extension of the L⋆ algorithm.

2 PROBLEM DEFINITION

Notation. A deterministic finite automaton (DFA) is a tuple A = (Q,Σ, δ, q0, FA) with finite state
set Q, alphabet Σ, transition function δ : Q × Σ → Q, start state q0, and a subset of accepting
states FA ⊆ Q. The language of A is LA ⊆ Σ∗; write A(x) = LA(x) ∈ {0, 1}. Fix an order Σ =
{σ1, . . . , σ|Σ|}. For x = w1 · · ·wN , let the length-n prefix be x:n := w1 · · ·wn for 0 ≤ n ≤ N . We
use qdead for a dead state with δ(qdead, σ) = qdead for all σ ∈ Σ (unique, if present, in a minimal
DFA). We use DFAn to denote DFAs with at most n states.

2.1 NEXT SYMBOL PREDICTION (NSP) SETTING

For a language L ⊆ Σ∗ and any x ∈ Σ∗, σ ∈ Σ, define the continuation bit
φL(x, σ) := I

[
∃s ∈ Σ∗ s.t. x · σ · s ∈ L

]
.

If L is regular with minimal DFA A, then with q = δ(q0, x) we have φA(x, σ) = 0 if and only if
δ(q, σ) = qdead. The continuation vector at q is defined as φA(q) = [φA(q, σ1), . . . , φA(q, σ|Σ|)] ∈
{0, 1}|Σ|. For strings x ∈ Σ∗, write φA(x) := φA(δ(q0, x)) and φ(x, σ) := φ(δ(q0, x), σ).

A positive NSP–labeled example is a string x = w1 · · ·wN ∈ L together with, for every prefix x:n

(0 ≤ n ≤ N ), its membership L(x:n) and all continuation bits (φ(x:n, σ))σ∈Σ. We collect these as

fL(x) :=
(
(φ(x:n, σi))

|Σ|
i=1, L(x:n)

)N

n=0
∈ {0, 1}(|Σ|+1)(N+1).

We will use the term NSP labels to refer to such labels (See Fig. 1, left for an illustration). We instan-
tiate predictors via automata. For a DFA A define fA(x) :=

(
(φ(x:n, σi))

|Σ|
i=1, LA(x:n)

)|x|
n=0

. Let
fA⋆ denote the target NSP labeling function. The per-example loss is the 0/1 sup-norm mismatch
err(fA(x), fA⋆(x)) := ∥fA(x)− fA⋆(x)∥∞, i.e., it equals 1 iff any membership/continuation label
for any prefix is wrong; the NSP loss on D (supported on strings in L⋆

A) is LNSP(fA; fA⋆ , D) :=
Ex∼D[err(fA(x), fA⋆(x))]. Because all (|Σ| + 1)(|x| + 1) labels must be simultaneously correct,
NSP is stringent in the sense that a naive random guesser has a near-zero chance of zero error on a
typical example (contrast with ≈50% in binary classification).

2.2 LEARNING THE TRUNCATED SUPPORT OF LANGUAGE MODELS

Let Σ = V ∪ {[EOS]} and let a language model LM define next-token probabilities pLM(· | y) on
Σ for each prefix y ∈ Σ∗. A sampling/truncation rule T (e.g., top-p, top-k, per-step min-p) maps y

3
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to the admissible next-symbol set CT (y) ⊆ Σ, with [EOS] ∈ CT (y) exactly when y may terminate
(see Fig. 1, right for an illustration). The T -truncated support of LM is the set of all strings that can
be generated by running LM under T . Formally,

LT
LM :=

{
x = w1 · · ·wN : ∀ 0 ≤ n < N, wn+1 ∈ CT (w1 · · ·wn) and [EOS] ∈ CT (x)

}
.

The NSP labelling oracle induced by the language model LM and truncation strategy T is then,

LT
LM(y) := I[[EOS] ∈ CT (y)], φT (y, σ) := I[σ ∈ CT (y)] (σ ∈ Σ),

and we set fT
LM(x) :=

(
(φT (x:n, σi))

|Σ|
i=1, L

T
LM(x:n)

)|x|
n=0

. If generation under T terminates almost
surely, then for any admissible step there exists a finite accepting continuation, so φT coincides with
the global NSP semantics above.

From NSP learning to learning support. Let DT
LM be the distribution of strings generated by LM

under T . Any PAC learner that, from NSP-labeled positive examples (x, f⋆(x)), outputs f̂ with
LNSP(f̂ ; f

⋆,D) ≤ ϵ immediately yields, by instantiating f⋆ = fT
LM and D = DT

LM, a procedure
that learns the T -truncated support of LM with NSP error at most ϵ.

Oracle simulation. With black-box access to LM and rule T , one can simulate the typical example
oracle EX(fT

LM;DT
LM) by sampling x ∼ DT

LM and returning (x, fT
LM(x)). Membership queries can

be computed by checking if a string takes an admissible path based on the truncation strategy T and
if [EOS] is permissible at the last step.

3 IDENTIFIABILITY AND EQUIVALENCE IN THE NSP SETTING

Before studying efficient learnability, it is first necessary to establish whether NSP labels are nec-
essary and sufficient, in an information-theoretic sense, to identify a target language from positive
examples alone. By unique identification from positive NSP data for a target DFA A⋆ with LA⋆ ̸= ∅,
we mean that there exists a finite set S ⊆ LA⋆ such that

∀A ∈ DFAn,
(
∀x ∈ S, fA(x) = fA⋆(x)

)
=⇒ A ≡ A⋆. (1)

Any such S will be called a (positive) NSP teaching set for A⋆.

Note that positive strings alone without additional labels are not sufficient for such identifiability:
over Σ = {0, 1}, let LA = Σ∗ and LA⋆ = 1∗. Every positive example x ∈ 1∗ is accepted
by both, so no positive counterexample exists. The same obstruction persists even if, in addition,
the oracle reveals the membership of each prefix: for any x ∈ 1∗ and any prefix y of x we have
LA(y) = LA⋆(y) = 1, so positive examples with prefix-membership labels still cannot distinguish
A from A⋆. The key property of the NSP labels is that the continuation bits convey information
about strings not in the language: φ(y, σ) = 0 certifies that no extension of yσ is accepted. This
additional information suffices to separate distinct minimal DFAs using positive examples only.
Proposition 3.1. Let A ̸= A⋆ be minimal DFAs with LA⋆ ̸= ∅. Then there exists x ∈ LA⋆ such that
fA(x) ̸= fA⋆(x). Equivalently, the oracle EQ(A;A⋆) is well-defined: it either returns “equivalent”
or a positive counterexample (x, fA⋆(x)).

The proof is in Appendix F.

Consequences. Proposition 3.1 has two immediate consequences. First, finite teaching sets exist:
for each A ∈ DFAn \ {A⋆}, choose a witness xA ∈ LA⋆ with fA(xA) ̸= fA⋆(xA) guaranteed
by the proposition, and set S := {xA : A ∈ DFAn \ {A⋆}} ⊆ LA⋆ . Then S is a positive NSP
teaching set for A⋆ in the sense of (1). Second, since it also implies that equivalence query oracle
(cf. App. F) is well-defined in the NSP setting, which is crucial for exact learning to be feasible.

4 HARDNESS OF LEARNING

We study efficient PAC learnability in the NSP setting. An algorithm A is an efficient PAC learner
for a class F if for every f ∈ F and every distribution D supported on positive examples, A runs
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in polynomial time on NSP–labeled inputs and outputs f̂ such that, with probability at least 1 − δ,
LNSP(f̂ ; f,D) ≤ ϵ.

Note that the continuation labels can be highly informative for certain classes. Consider Conjunc-
tions: Boolean monomials f : {0, 1}N → {0, 1}, e.g., f(z) = z2 ∧ z̄4. In the conventional clas-
sification model, learning Conjunctions is known to require Θ(N) labeled examples. In the NSP
model, one positive example x ∈ f−1(1) suffices. For each prefix x:k, the label φ(x:k, 0) equals 0
if and only if the literal zk+1 appears in the target; likewise, φ(x:k, 1) = 0 if and only if the literal
z̄k+1 appears. Thus, by reading the continuation labels across the N prefixes, the learner recovers
exactly which literals are present and hence identifies the target monomial from a single positive
NSP example. While the NSP labels may provide a statistical advantage for some classes, we show
that in the general case, they are not enough to remove the computational barriers for learning DFAs.

Main hardness result. Let ADFAN
p(N) denote the class of Boolean Acyclic DFAs (ADFAs) which

contains DFAs with at most p(N) states, whose language is contained in {0, 1}N . Kearns & Valiant
(1994) show that, for a suitable polynomial p, weak PAC learning of ADFAp(·) in the conventional
binary-classification model is as hard as inverting basic cryptographic primitives. We prove that an
efficient NSP learner for ADFAN

p(N) would immediately yield an efficient learner in the standard
model and thus the problem remains hard under the same cryptographic assumptions.

Theorem 4.1. Fix N and a polynomial p(·). If ADFAN
p(N) is efficiently PAC-learnable in the NSP

setting from positive examples, then ADFAN
p(N) is efficiently PAC-learnable in the conventional

classification (binary-label) setting.

The proof is in Appendix D. The main technical idea is a construction for ADFAs along with a
reduction to the result of Kearns & Valiant (1994). We show that for any Boolean Acyclic DFA in
ADFAN

p(N), there exists another ADFA with at most N + 1 additional states such that all but one
continuation bit becomes uninformative. Accurately predicting the only informative continuation
bit is as hard as learning ADFAs in the conventional classification setting.

Discussion. The theorem shows that richer supervision via NSP does not circumvent the computa-
tional barrier for learning regular languages: under standard assumptions, there is no polynomial-
time weak learner for ADFAp(·) and hence for DFAs even in the NSP setting. This remains true
when the learner receives both positive and negative examples with NSP labels, showing that such
additional supervision does not mitigate these barriers. The hardness is improper: it rules out ef-
ficient learning even when the hypothesis need not be a DFA, and thus applies to neural models
trained to match NSP labels.

Learning with Membership Queries. In addition to passive examples, we also study active access
in the NSP model. A conventional membership-query oracle MQ : Σ∗ → {0, 1} takes an input
string and returns whether it belongs to the target language. In the NSP setting, the oracle MQnsp(x)
returns the full vector of (|Σ| + 1)(|x| + 1) labels for any x ∈ Σ∗. We show that certain simple
classes known to be not identifiable in polynomial time with conventional queries become efficiently
identifiable with MQnsp with the help of additional labels. However, more generally, we show that
some classes of DFAs and Boolean functions remain non-identifiable in polynomial time even with
NSP labels from MQnsp. See App. E for details.

5 LEARNING WITH A LANGUAGE MODEL TEACHER

Given the hardness of learning with random examples or membership queries alone, we now study
the learnability of DFAs in a relatively more powerful model based on the information one can
conveniently obtain via blackbox access to language models such as neural sequence models or
PDFAs.

Problem and Assumptions. Let LM be a language model which induces a distribution over strings
DLM (correspondingly DT

LM for a sampling strategy T ). Assume that the support of the distribution
DLM is a regular language and let A⋆ be the DFA that recognizes the support LA⋆ . Given blackbox
access to such a language model, we would like to find Â such that Ex∼DLM

[
∥∥fÂ(x)−fA⋆(x)

∥∥
∞] ≤

ϵ with high probability. In this setting, a learner has access to two types of queries: (i) Membership
queries MQ(x) ∈ {0, 1} which returns A⋆(x), and (ii) Generative queries GenDLM(·) which takes
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an input string or prompt x and generates a string s along with NSP labels based on the distribution
DLM conditioned on the prompt x. Note that both these queries can be simulated with blackbox
access to the language model (cf. App. G.3).

Approach. Broadly, we first sample a set X of size m NSP labeled examples from the distribution
DLM using Generative queries GenDLM(λ). We will then use an extension of the L⋆ algorithm
to make use of the membership queries and generative queries to obtain a hypothesis DFA Â in
polynomial time such that |Â| ≤ |A⋆| and Â is consistent with the NSP labels of all m examples. A
standard Occam-style generalization bound then yields a PAC-guarantee for the learning problem.

Preliminaries from L⋆. We briefly recall the notions from L⋆ (Angluin, 1987) based on modern
treatments (Kearns & Vazirani, 1994) that we use in L⋆

nsp (cf. App. G.1 for a more detailed de-
scription). The algorithm maintains finite sets Q ⊆ Σ∗ of access words and T ⊆ Σ∗ of test words,
both containing the empty string λ. Intuitively, Q represents states and T represents distinguishing
strings. With respect to a target language LA⋆ and any ordering t1, . . . , t|T | ∈ T , we can define a
row vector of T -labels for any string x: row(x) = [LA⋆(x · t1), . . . , LA⋆(x · t|T |)] ∈ {0, 1}|T |. The
pair (Q,T ) is defined to be separable with respect to language LA⋆ if every row vector is unique:
row(q) ̸= row(q′) for q, q′ ∈ Q. The pair (Q,T ) is closed if for every q ∈ Q and σ ∈ Σ, there
exists q′ ∈ Q such that row(q · σ) = row(q′). When (Q,T ) is closed and separable, one can con-
struct a DFA hypothesis with state set Q and transitions based on T -labels (see App. G.1 for the
construction). A crucial fact about this L⋆ framework is that (Lemma G.1) when (Q,T ) is closed
and separable with respect to language LA⋆ , then |Q| ≤ |A⋆| for the minimal DFA A⋆.

Given a set of labeled examples, L⋆ starts from Q = T = {λ} and iteratively adds states and
distinguishing strings based on label disagreements, maintaining a key invariant that (Q,T ) remains
separable. The procedure has two steps: (i) Closure (Lemma G.2): if (Q,T ) is not closed, use
membership queries to update (Q,T ) to achieve closure in polynomial time. (ii) Counterexample
processing (Lemma G.3): once closed, construct a hypothesis DFA Â and find a counterexample
x in the training set with Â(x) ̸= A⋆(x). Then, using at most |x| membership queries, one can
identify q′ /∈ Q and t′ /∈ T so that (Q ∪ {q′}, T ∪ {t′}) is separable. This step (Lemma G.3) is
the backbone of L⋆: membership disagreements can be used to obtain new access and test words to
refine (Q,T ).

In the NSP setting, counterexamples may arise from continuation-labels rather than membership
disagreements, so Lemma G.3 does not apply as is. This is where L⋆

nsp departs from L⋆: we use a
different method to process counterexamples x ∈ LA⋆ using continuation-label disagreements. The
next lemma formalizes this update rule for L⋆

nsp.

Lemma 5.1. Let (Q,T ) be closed and separable, and let Â be the minimal DFA induced by (Q,T ).
Suppose there exists a string x with fÂ(x) ̸= fA⋆(x). Then one can find q′ /∈ Q and t′ /∈ T such
that (Q∪ {q′}, T ∪ {t′}) is separable, using membership queries and at most one generative query
in polynomial time. If a generative query is used, let y denote its output; otherwise set y = λ.
The total number of membership queries is at most |x|+ |y|, and the running time is polynomial in
|x|+ |y|+ |Q|.

Proof. The proof for this Lemma is relatively straightforward. The idea is to convert any NSP-label
mismatch into an ordinary membership mismatch, and then use the same approach as the classical
L⋆ update (Lemma G.3). Take x with fÂ(x) ̸= fA⋆(x) and let x:n be the first prefix where labels
disagree. If the mismatch is the membership label, we simply use x′ = x:n, on which Â and A⋆

disagree so the first case is trivial. If the mismatch is a continuation label at some symbol σ, then
there are two complementary situations. Case (i) The target says σ can never lead to acceptance
from x:n, but the hypothesis says it can φÂ(x:n, σ) = 1. In this case, we can find a suffix s from
x:nσ to an accepting state in the hypothesis automaton and the strings x′ = x:n · s is an ordinary
membership mismatch. Case (ii) The target says σ is permissible, but is forbidden according to the
hypothesis φÂ(x:n, σ) = 0. In this case, we can use a single generative query conditioned on x:nσ

returns a valid continuation y; then x′ = x:nσy is accepted by the target and rejected by Â. Thus, in
both cases, we have a string x′ such that Â(x′) ̸= A⋆(x′) and we can use Lemma G.3 to find desired
q′ /∈ Q and t′ /∈ T . A more detailed version of the proof is in App. G.2.
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Figure 2: Key metrics for L⋆
nsp across training-set sizes using a Transformer–LM teacher. Each

point shows the mean over 10 trials; shaded regions denote standard deviation (see Sec. 6).

Algorithm. Given a set of m NSP-labeled example, the L⋆
nsp algorithm works as follows. It starts

with Q = T = {λ} and iteratively updates the pair (Q,T ) such that they are always separable.
For a hypothesis Â associated with (Q,T ), it finds the first disagreement in the NSP labels with
the examples in the training set X . Using membership queries and generative queries based on
Lemma 5.1, it updates the pair (Q,T ) and adds at least one state whenever there is a disagreement
with the training examples. The closure step remains the same as in the original L⋆ algorithm. The
algorithm terminates when Â induced by (Q,T ) is consistent with all the training examples. Since
|Q| is guaranteed to be at most |A⋆|, the algorithm must terminate after at most |A⋆| disagreements
with the training examples. A pseudocode of the L⋆

nsp is given in Algorithm 1.

Theorem 5.2. Let A⋆ ∈ DFAn be any minimal DFA with at most n states, and let DLM be a
distribution over strings whose support is LA⋆ . There exists an algorithm with access to the mem-
bership query oracle MQ and generative query oracle GenDLM producing NSP labeled examples
in LA⋆ , that runs in time polynomial in n, 1/ϵ, 1/δ and the length of the largest string produced by
the generative query oracle, and with probability at least 1− δ, outputs a DFA Â such that,

E
x∼DLM

[∥fÂ(x)− fA⋆(x)∥∞] ≤ ϵ.

Discussion. A key benefit of this model of learning is that the guarantee we get is with respect
to a desired distribution. For example, if one uses the L⋆ algorithm to learn DFAs using positive
and negative examples, the target distribution (on negative examples) is often unclear and can be
artificial. In practice, for generative models, we often do not have access to the target distribution on
negative examples. For the purpose of identifying the support of language models, arguably the most
relevant distribution is the one induced by the model itself, e.g. if one intends to predict whether the
language model will generate erroneous strings.

6 EMPIRICAL ANALYSIS

We evaluate the L⋆
nsp algorithm as a tool for extracting DFAs from Transformer language models

trained on regular languages. Given NSP-labeled strings from the model, we study how the NSP
error LNSP, the number of identified states, and the running time vary with the size of the training
set. When the extracted automaton is not equivalent to the target DFA, we also find strings in the
symmetric difference to identify erroneous examples. Further, we conduct ablations to analyze the
effectiveness and usage of the continuation labels in the NSP setting.
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Tasks. We consider 11 regular languages spanning 2–86 states: the 6 Tomita grammars (Tomita,
1982), Parity, and 4 bounded Dyck languages. Tomita grammars comprise small DFAs (2–5 states)
and is commonly used as a benchmark for automata extraction (Wang et al., 2018; Weiss et al., 2018;
Zhang et al., 2024). Parity is the two-state language over Σ = {0, 1} which contains all strings with
an odd number of 1s. Bounded Dyck languages contain well-balanced parentheses up to a fixed
depth and are regular. We denote by DYCK-(n, k) the Dyck language with n bracket types and
depth at most k. The depth of a Dyck string is the maximum number of unclosed brackets in any
prefix of the string. These languages have relatively larger number of states:

∑k
i=0 n

i + 1. We use
four Dyck instances: DYCK-(2, 2), DYCK-(2, 4), DYCK-(3, 3), and DYCK-(4, 3). Further details of
the tasks are in App. H.

Setup. For each target language we convert its canonical DFA to a PDFA to generate training strings.
At non-final states, probability mass is split uniformly among transitions that avoid the dead state;
at final states, generation terminates with probability t (otherwise, the next symbol is sampled as
above). For each language, we choose t so that the empirical expected length is below 40.

Model training. We train Transformers as next-token predictors on sequences of the form
[BOS] s1 [EOS] s2 [EOS] · · · with context window 250. Models use 8 layers and width 512, opti-
mized with AdamW for up to 40k steps with early stopping. Our evaluation focuses on the support
of the first string produced after [BOS]; the concatenated format matches standard training and
provides additional learning signal.

DFA extraction. We use the trained Transformers to generate training sets of various sizes to
evaluate the L⋆

nsp algorithm. We create training sets with strings of length up to 80 that are generated
and labeled using min-p sampling with threshold p = 0.05 as described in Sec. 2.2. The Transformer
model serves as both membership and generative query oracle for L⋆

nsp. We evaluate sample sizes
{1, 5, 10, 100, 1000}; for each size we run 10 independent trials and report means and standard
deviations. For very small targets (e.g., Tomita), even a single positive example can be informative.

Results. Figure 2 summarizes NSP accuracy, running time, and the number of extracted states for
representative tasks. On Tomita, when teacher models are well trained, L⋆

nsp recovers the target
DFA quickly (often within a second; bottom row). For models that are not perfectly trained, such as
for Parity, the algorithm extracts a much larger DFA and takes longer, depending on the number of
target states. Note that since L⋆

nsp adds a state only after finding a distinguishing string, the number
of extracted states is always at most the number of states in the target DFA that recognizes the
language model’s support. Thus, even when we recover more states than the target DFA, the result
is faithful to the language teacher’s support.

Bounded Dyck languages have relatively much larger number of states (8–86 states). As shown in
the top row of Figure 2, Dyck tasks naturally require more samples than Tomita, yet L⋆

nsp converges
to the target DFA and achieves near-perfect NSP accuracy within 100 examples. Our ablation
experiments in App. H.4 indicate that the continuation labels are heavily used and play a crucial role
in identifying the states of the target (see Table 3).

Identifying erroneous examples. When the learned DFA Â is not equivalent to the target DFA A⋆,
we construct the product DFA B which recognizes the strings in the symmetric difference of the
two languages L(B) = L(Â)△L(A⋆). We use a BFS-like approach to identify several erroneous
examples for the language model. Table 2 illustrates some erroneous examples for Bounded Dycks,
Parity, and Tomita-5 language. Fig. 6 and 7 depict the extracted automaton for Parity and Tomita-
5; the ones for DYCK-(2, 2) and DYCK-(3, 3) are too large to be visually informative. Note that
these models were not intentionally trained to fail, and all the examples generated by the language
models were in their respective target languages. The DFAs extracted by L⋆

nsp were based on a few
disagreements in the NSP labels of the generated strings. Training the language models for longer
avoids such errors for synthetic languages of this scale. Note that the Transformer models used for
Tomita-5 and Dyck languages in Figure 2 (well-trained) and Table 2 (imperfect) are different. See
App. H.2 for further details.

NSP Label vs Binary Label Ablations. To assess the value of NSP labels, we compare binary
labels (classical L⋆) with NSP labels (L⋆

nsp extension) on six languages. We sample strings from the
model’s untruncated distribution (actual next-token probabilities) and label each as positive if it lies
in the min-p truncated supportDT

LM used elsewhere, negative otherwise. Naturally, most (≈ 99.5%)

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

100 101 102 103

Sample size

2

4

6

8

# 
st

at
es

Dyck-(2,2): L-star vs L-star-NSP

L-star-NSP
L-star
Target states

100 101 102 103

Sample size

5

10

15

20

25

30

# 
st

at
es

Dyck-(2,4): L-star vs L-star-NSP

L-star-NSP
L-star
Target states

100 101 102 103

Sample size

0

20

40

60

80

# 
st

at
es

Dyck-(4,3): L-star vs L-star-NSP

L-star-NSP
L-star
Target states

100 101 102 103

Sample size

0

5

10

15

20

# 
st

at
es

Parity: L-star vs L-star-NSP

L-star-NSP
L-star
Target states

100 101 102 103

Sample size

2.0

2.5

3.0

3.5

4.0

# 
st

at
es

Tomita-2: L-star vs L-star-NSP

L-star-NSP
L-star
Target states

100 101 102 103

Sample size

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

# 
st

at
es

Tomita-5: L-star vs L-star-NSP

L-star-NSP
L-star
Target states

Figure 3: Comparison between binary labels (L⋆) and NSP labels (L⋆
nsp) by including negative

examples by sampling from the untruncated distribution of the LM. Each point in the plots is the
mean value over 10 trials; shaded regions show standard deviation. See Sec. 6 for details.

of samples are positive; nevertheless, even positive strings serve as counterexamples for L⋆ and
using any natural variant of the DLM variant will have few negative examples.

Results. Figure 3 plots the number of extracted states versus sample size (means over 10 runs).
On bounded Dyck languages, L⋆

nsp reaches the target DFA with ≈ 10 examples for DYCK-(2, 2)
and ≈ 100 for DYCK-(2, 4) and DYCK-(4, 3), whereas L⋆ fails to recover the target even with 103

samples. For small Tomita DFAs, a single counterexample suffices, so both approaches perform
similarly. For Parity, although the target DFA has 2 states, the teacher’s support DFA is larger; with
NSP labels, L⋆

nsp identifies this larger support (enabling the discovery of erroneous strings), while
binary labels yield no disagreements and thus no additional states. Because almost all samples are
positive, classification accuracy is uninformative; predicting 1 leads to near perfect accuracy and
thus the extracted state count is the meaningful signal. Note that the claim here isn’t that L⋆

nsp is
superior (it is a direct extension of L⋆ itself). The primary goal is to assess whether the additional
labels are informative and the results indicate that leveraging NSP labels can be sample efficient for
problems where the natural distribution primarily has positive examples.

7 FUTURE WORK AND LIMITATIONS

A natural question that remains open is the efficient learnability of DFAs with membership (MQ) and
equivalence queries (EQ) in the NSP setting. We show that with membership queries and two types
of equivalence queries, DFAs are exactly learnable and discuss barriers behind obtaining a standard
MQ+EQ algorithm in App. G.4. Prop. 3.1 shows that NSP labels are sufficient and a teaching (or
characteristic) set exists. However, the size of such a set obtained from Prop. 3.1 is likely to be quite
loose and could possibly be improved.

Limitations. Even though the L⋆
nsp algorithm is polynomial-time, since it is built upon the L⋆

framework, some of the same limitations apply, which make it difficult to scale the approach to
practical language models. In particular, when the target DFA (language model support) has a large
number of states, the algorithm is quite slow. We observe that when models are poorly trained, the
underlying DFA typically has thousands of states. The L⋆

nsp algorithm identifies about 1k states and
the closure step is slow due to the |Q||T ||Σ| time complexity (discussed in more detail in App. H.3).
Further, the factor of |Σ| may not play a significant role for synthetic languages but has immediate
consequences for language models trained on text which have a large vocabulary. An interesting
future work would be to develop more efficient system-level improvements to speed up the algorithm
to make it applicable to relatively more practical language models.
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B FAQS

(1) If L⋆
nsp is an efficient polynomial time algorithm, why shouldn’t we directly apply it to large

language models (LLMs) to obtain a DFA that captures their support?

There are a few nontrivial obstacles in applying the algorithm to LLMs. Firstly, the target language
for an LLM could have a huge number of states, and currently, it is difficult to use the algorithm for
targets beyond the order of a few thousand states. Secondly, while the complexity of the algorithm
is polynomial, it still scales linearly with the size of the vocabulary, and LLMs have vocabularies
that are in the order of tens of thousands. Lastly, the support of LLMs may not be regular, which
could violate the main assumption, and the guarantees need not apply. We believe this work makes
progress towards the larger goal of capturing the support of language models, but it is practically
limited, similar to other existing methods for automata extraction.

(2) To identify erroneous examples, can we not sample from a language model several times and
then check if any of them are incorrect?

In theory, one can sample repeatedly to identify erroneous strings in the support. We argue that better
algorithms for this problem can make the identification of erroneous strings much more efficient. For
instance, for the parity language, sampling 1k strings from a seemingly well-trained model does not
seem to produce any erroneous examples. However, the DFA extracted by leveraging NSP labels
provides us with numerous erroneous examples. We found that L⋆

nsp could extract a DFA within 10
seconds using 1k generations from the language model, which could then be used to produce about
1k erroneous strings within 16 seconds (see App H.2 for details). While the current approach isn’t
scalable beyond such synthetic problems, further improvements could help make progress in more
efficient identification of DFAs and, consequently, identification of erroneous examples.

(3) On what kind of problems is it more beneficial to use L⋆
nsp as opposed to directly using L⋆?

L⋆
nsp is a direct extension of L⋆ that exploits NSP labels when available. It can be more sample-

efficient in positive-only or highly imbalanced settings typical of generative models. Empirically, on
bounded Dyck languages, L⋆

nsp recovered the target DFA with≈10–100 examples, whereas without
NSP labels, L⋆ did not with 103 samples (Fig. 3); ablations also show the algorithm heavily uses
continuation labels on Dyck tasks (see Table 3 and Sec. H.4).

(4) Does the hardness result imply that learning with random examples alone will likely fail?

One should take note that the hardness results are generally for the worst-case setting. It is helpful
to gain a formal understanding of the strengths and weaknesses of a problem but they do not imme-
diately imply that learning will fail most of the times. The result indicates that efficient distribution-
independent PAC-learning algorithms are not feasible under standard cryptographic assumptions.
However, in practice, using scalable heuristic-based methods is often effective. Our goal was to
characterize the learnability in the NSP setting to understand the power of the additional supervi-
sion available in the NSP setting and it implies that they are not powerful enough to mitigate certain
computational barriers.

C PRELIMINARIES

We define Probabilistic DFAs (PDFAs) formally here. Our result on learning with membership and
generative queries (Theorem 5.2) has direct implications on learning the support of PDFAs. We also
use PDFAs to generate strings for training Transformer language models.

Probabilistic DFAs (PDFAs). A probabilistic DFA is a DFA equipped with a stochastic emission
rule. Formally, a PDFA is a tuple

P = (Q,Σ, δ, q0, F, π),

where (Q,Σ, δ, q0, F ) is a DFA and, for each q ∈ Q, π(· | q) is a probability distribution on
Σ ∪ {[EOS]}. At state q, the generator samples w ∈ Σ ∪ {[EOS]} according to π(· | q); if
w ∈ Σ the next state is δ(q, w), and if w = [EOS] the sequence terminates. We say a string
x = w1 · · ·wN ∈ Σ∗ is in the support of P if

π(w1 | q0) · π(w2 | δ(q0, w1)) · · ·π(wN | δ(q0, x:N−1))π([EOS] | δ(q0, x)) > 0.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

The DFA that accepts exactly this support is the support DFA of P .

NSP labels from PDFAs. In a PDFA P , the NSP labels coincide with positivity of the local emis-
sion probabilities:

φ(y, σ) = I{π(σ | δ(q0, y)) > 0}, L(y) = I{π([EOS] | δ(q0, y)) > 0}.

Thus, the NSP labelling oracle exposes exactly the admissible next symbols and termination at each
prefix; for a PDFA this recovers the (untruncated) support of P .

The following is an elementary but fundamental fact about minimal DFAs due to the Myhill-Nerode
Theorem that is at the heart of many of our proofs and constructions.

Lemma C.1 (DFA basic fact). Let A be a minimal DFA recognizing LA. For any two distinct strings
x, y ∈ Σ∗, if there exists a suffix s ∈ Σ∗ such that LA(x · s) ̸= LA(y · s) then the strings x and
y lead to two distinct states in the DFA A, i.e., δA(q0, x) ̸= δA(q0, y). If no such suffix exists, then
they lead to the same state δA(q0, x) = δA(q0, y).

In a minimal DFA, distinct states are pairwise distinguishable by some continuation; conversely,
strings with indistinguishable residual languages must reach the same state. This is the My-
hill–Nerode characterization of minimality.

Lemma C.2. Let the dead state qdead be a state such that qdead /∈ F and δ(qdead, σ) = qdead for
all σ ∈ Σ. Then, a minimal DFA has at most one dead state.

Assume there are two dead states. Since every suffix from a dead state is rejected, there cannot be a
suffix that is accepted by one state and rejected by another. Further, by definition, both of them are
non-final. Hence, they are Myhill–Nerode equivalent and must be merged in a minimal DFA.

Lemma C.3. Let DFAn be the class of DFAs over a fixed alphabet Σ with at most n states. Then
log |DFAn| = O(n log n).

This is a well-known result (De la Higuera, 2010) and can be proved in the following way. The proof
follows from the fact that for a DFA with at most n states, there are n|Σ|·n and each state can either
be an accept or reject state adds a factor of 2n, and one of the states can be an initial state. Hence,
the total number of possible DFAs is 2n · n|Σ|·n+1. Thus, log |DFAn| = O(n log n).

D HARDNESS OF NSP LEARNING

We relate learnability in the NSP setting to standard PAC learning for acyclic DFAs that accept only
strings of a fixed length. Throughout this section we work over the binary alphabet Σ = {0, 1}.
Notation for classes. For N ∈ N and a polynomial p(·), define

ADFAN
p(N) :=

{
A : A is a DFA with at most p(N) states and LA ⊆ {0, 1}N

}
,

and write ADFAp(·) :=
⋃

N≥1 ADFAN
p(N). As in the context, DFAn denotes all DFAs with at most

n states.

Background. Kearns and Valiant Kearns & Valiant (1994) show that, for a suitable polynomial p,
weak PAC learning of ADFAp(·) in the conventional classification (binary-label) model is as hard
as inverting certain cryptographic functions.

Theorem D.1 (Kearns–Valiant, rephrased). There exists a polynomial p(·) such that the problems of
inverting RSA, factoring Blum integers, etc., are probabilistic polynomial-time reducible to weakly
learning ADFAp(·) in the standard PAC setting.

We prove that an efficient PAC algorithm for ADFAN
p(N) in the NSP setting would yield an effi-

cient PAC algorithm for ADFAN
p(N) in the conventional classification setting. Together with Theo-

rem D.1, this implies cryptographic hardness for NSP learning of these Boolean Acyclic DFAs and
consequently the general class of DFAs.

14
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R

1 0,1 1 0,1

0
0

0,1

(a) DFA for z1 ∧ z3, x ∈ {0, 1}4.

R

1 0,1 1 0,1 0,1

0 0

0,1 0,1 0,1

1

0

0,1

(b) Transformed DFA (z1 ∧ z3) ∨ z5, x ∈ {0, 1}5.

Figure 4: Transformation from Section D.1. In (b), green states are from the original DFA; blue
states q′1, . . . , q

′
4 ensure every prefix of length < L has continuation labels [1, 1, 0], and q′4 routes to

accept on input 1 (to the dead state on 0).

D.1 BOOLEAN ACYCLIC DFAS

Fix N ≥ 1 and a target DFA A = (Q,Σ, δ, q0, F ) with LA ⊆ {0, 1}N . We first record a basic
structural property of minimal DFAs for fixed-length languages.

Lemma D.2 (Unique depth in minimal ADFAN
p(N)). If A is minimal and LA ⊆ {0, 1}N , then

every state q ∈ Q \ {qdead} is reachable by strings of exactly one length ℓ(q) ∈ {0, 1, . . . , N}.
Consequently, every transition increases depth by one: if δ(q, σ) = q′ and q ̸= qdead, then ℓ(q′) =
ℓ(q) + 1. Acceptance occurs only at depth N .

Proof. Let q ∈ Q \ {qdead} be reachable both by a string of length ℓ and by a string of length ℓ′

with ℓ < ℓ′. The residual language at q is R(q) := { s ∈ Σ∗ : δ(q, s) ∈ F }. If q is reached after ℓ
symbols, then every s ∈ R(q) must have length exactly N − ℓ; if q is reached after ℓ′ symbols, then
every s ∈ R(q) must have length exactly N − ℓ′. Since N − ℓ ̸= N − ℓ′, these sets are disjoint;
hence R(q) must be empty, contradicting q ̸= qdead in a minimal DFA. Thus, each non-dead state
has a unique depth ℓ(q). Any transition consumes one symbol, so ℓ(q′) ≤ ℓ(q) + 1; equality must
hold by uniqueness of depth. Finally, if q ∈ F had ℓ(q) ̸= N , then LA would contain strings of
length other than N , contrary to the assumption.

By Lemma D.2, we may index non-dead states by their unique depth ℓ(q) ∈ {0, . . . , N} (the dead
state has no depth).

Padding by one bit. We construct from A a DFA A⊕ over length-N+1 inputs whose NSP labels
are uninformative before depth N , while at depth N the continuation bit for symbol 0 recovers A’s
label.
Lemma D.3 (Padded Construction). From a Boolean Acyclic DFA A we can construct, in time
polynomial in |A|+N , a DFA A⊕ with LA⊕ ⊆ {0, 1}N+1 and

u · b ∈ LA⊕ ⇐⇒
(
A(u) = 1

)
or (b = 1), u ∈ {0, 1}N , b ∈ {0, 1}. (2)

Moreover, for every prefix y with |y| < N ,(
φ(y, 0), φ(y, 1), LA⊕(y)

)
= (1, 1, 0),

and for every u ∈ {0, 1}N ,(
φ(u, 0), φ(u, 1), LA⊕(u)

)
=

(
A(u), 1, 0

)
.

The construction adds at most N+1 states.

Proof. Introduce new states q′1, . . . , q
′
N and a new accepting state qfin. For 1 ≤ i < N set

δA⊕(q′i, 0) = q′i+1, δA⊕(q′i, 1) = q′i+1,

and at i = N set
δA⊕(q′N , 1) = qfin, δA⊕(q′N , 0) = qdead.

From qfin send both symbols to qdead (so acceptance occurs only at length N+1).

Now modify A to create A⊕ as follows. For each non-dead state q with ℓ(q) < N and each
σ ∈ {0, 1}:
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• If δA(q, σ) = qdead in A, set δA⊕(q, σ) = q′ℓ(q)+1 (redirect the dead transition into the
chain).

• Otherwise set δA⊕(q, σ) = δA(q, σ).

For each state q at depth N set

δA⊕(q, 1) = qfin, δA⊕(q, 0) =

{
qfin, q ∈ FA,

qdead, q /∈ FA.

See Figure 4 for a simple example construction for a Boolean Acyclic DFA computing a conjunction.

All transitions out of qdead point to qdead, i.e., δA⊕(qdead, σ) = qdead for both symbols. (If A
recognizes the empty language, then Q = {qdead}; in this case we additionally introduce a fresh
start state q̃0 of depth 0 with δA⊕(q̃0, 0) = δA⊕(q̃0, 1) = q′1 and take q̃0 as the start state; the
conclusions below still hold.)

By construction, acceptance can occur only at qfin after exactly N+1 symbols, so LA⊕ ⊆
{0, 1}N+1. The rule at depth N yields (2). For |y| < N , any next symbol either follows
an original transition that still admits an accepting continuation or is redirected into the chain
q′ℓ(y)+1 → · · · → q′N → qfin (choosing the final symbol 1), hence both φ(y, 0) = φ(y, 1) = 1

and LA⊕(y) = 0. At depth N , the displayed identity follows from the last rule.

By construction, acceptance can occur only at qfin after exactly N+1 symbols, so LA⊕ ⊆
{0, 1}N+1. The rule at depth N gives (2). For any prefix y with |y| < N , either an origi-
nal transition still has an accepting continuation, or a dead transition is redirected to the chain
q′|y|+1 → · · · → q′N → qfin (taking the last symbol 1). Hence φ(y, 0) = φ(y, 1) = 1 and
LA⊕(y) = 0 for any y with |y| < N . At depth N , for every u ∈ {0, 1}N our construction en-
forces

δA⊕
(
δA⊕(q0, u), 1

)
= qfin and δA⊕

(
δA⊕(q0, u), 0

)
=

{
qfin, δA(q0, u) ∈ FA,

qdead, δA(q0, u) /∈ FA,

so φ(u, 1) = 1, φ(u, 0) = A(u), and LA⊕(u) = 0, which is exactly(
φ(u, 0), φ(u, 1), LA⊕(u)

)
=

(
A(u), 1, 0

)
.

Reduction from NSP learning to standard learning. Let D be any distribution on {0, 1}N . Define
the padded distribution D⊕ on {0, 1}N+1 by sampling u ∼ D and returning x := u · 1. By (2),
x ∈ LA⊕ for every u, so D⊕ is supported on positive examples as required by the NSP setting.
Moreover, given a labeled standard example (u, y) with y = A(u), the full NSP label vector fA⊕(x)
for x = u · 1 is computable from (u, y):

for 0 ≤ ℓ < N :
(
φ(x:ℓ, 0), φ(x:ℓ, 1), L(x:ℓ)

)
= (1, 1, 0),

for ℓ = N :
(
φ(x:N , 0), φ(x:N , 1), L(x:N )

)
= (y, 1, 0),

for ℓ = N+1 :
(
φ(x:N+1, 0), φ(x:N+1, 1), L(x:N+1)

)
= (0, 0, 1).

Here x:ℓ denotes the length-ℓ prefix of the padded string x.

Theorem 4.1. Fix N and a polynomial p(·). If ADFAN
p(N) is efficiently PAC-learnable in the NSP

setting from positive examples, then ADFAN
p(N) is efficiently PAC-learnable in the conventional

classification (binary-label) setting.

Proof. LetANSP be an efficient NSP learner for ADFAN
p(N). From i.i.d. labeled samples (u(i), y(i))

with y(i) = A(u(i)), form positive NSP examples
(
x(i), fA⊕(x(i))

)
where x(i) = u(i) · 1 using the

rule above, and feed them to ANSP. Let f̂ be the returned predictor so that, with probability at least
1− δ,

LNSP

(
f̂ ; fA⊕ , D⊕) = E

u∼D

[∥∥f̂(u· 1)− fA⊕(u· 1)
∥∥
∞

]
≤ ϵ.
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Define a standard classifier h : {0, 1}N → {0, 1} by

h(u) := the bit predicted by f̂ for φ(x:N , 0) on x = u· 1.

Whenever
∥∥f̂(x)− fA⊕(x)

∥∥
∞ = 0, Lemma D.3 gives h(u) = A(u). Therefore

Pr
u∼D

[
h(u) ̸= A(u)

]
≤ Pr

u∼D

[∥∥f̂(u· 1)− fA⊕(u· 1)
∥∥
∞ = 1

]
≤ ϵ,

yielding an efficient PAC learner in the standard setting. The state complexity of A⊕ is at most
p(N) +N + 1, preserving polynomial time complexity.

Corollary D.3.1 (Cryptographic hardness for NSP learning of fixed-length acyclic DFAs). Under
the assumptions of Theorem D.1, there is no polynomial-time weak learner for ADFAp(·) in the
NSP setting. Otherwise, Theorem 4.1 would yield a polynomial-time weak learner in the standard
setting, contradicting Theorem D.1.

D.2 BOOLEAN FORMULAS

Exactly the same padding idea applies to Boolean formulas. Let F be any class of formulas f :
{0, 1}N → {0, 1} and define

f ′(z1, . . . , zN+1) := f(z1, . . . , zL) ∨ zN+1.

Given a labeled standard example (u, y) with y = f(u), set x := u · 1. The NSP labels for the
positive string x under f ′ are then computable from (u, y):

for ℓ < N : (1, 1, 0), for ℓ = N : (y, 1, 0), for ℓ = N+1 : (0, 0, 1),

with the same ordering (continuations first, then membership) as in §2. Thus an efficient NSP
learner for F ′ := {f ′ : f ∈ F} yields, by reading the depth-N continuation bit for symbol 0, an
efficient PAC learner for F in the standard setting. In particular, cryptographic hardness results for
learning formulas (e.g., via NC1) carry over to the NSP setting by this reduction.

E HARDNESS OF LEARNING WITH MEMBERSHIP QUERIES ONLY

Definition. A conventional membership query oracle MQ : Σ∗ → {0, 1} takes an input string
and returns whether it belongs to the target language or not. In the NSP setting, the membership
query oracle MQnsp : Σ∗ → {0, 1}(|Σ|+1)(|x|+1) returns all the NSP labels for an input string x.
Since it contains that membership label of the input in its label, it is strictly more powerful than the
conventional MQ oracle.

To understand how additional labels could provide more information, consider the following. If for
any pair of prefixes or strings x, y, the |Σ| continuation labels φ(x), φ(y) differ, then it implies that
they lead to two distinct states in the target DFA. This is because disagreement in the continuation
label implies that there exists a suffix s such that L(x · s) ̸= L(y · s) and by Lemma C.1, they must
lead to two different states.

There are some classes of functions that can be efficiently identified by MQnsp but not by conven-
tional MQ. For instance, consider the class of singleton Boolean functions F1 over {0, 1}N which
contains 2N functions that accept exactly ‘one’ Boolean input of length N . Such functions cannot
be identified by conventional membership queries in polynomial time (see Angluin (1988) for a gen-
eral characterization). The main idea is that no matter which input in {0, 1}N a learner queries, an
adversary can decide to always return 0 as the label until the learner queries 2N − 1 inputs.

Learning Singletons with MQnsp. The membership query oracle in the NSP setting is more pow-
erful in the sense that such singleton Boolean functions can be identified easily in polynomial time.
To see how, consider the following procedure: Let x∗ ∈ {0, 1}N be the only string accepted by the
target f∗ : {0, 1}N → {0, 1}. A learner first queries MQnsp(x) any x ∈ {0, 1}N and checks the |Σ|
continuation labels for the first index corresponding to empty prefix λ. That indicates the first bit in
the string accepted by the target function. Let x∗

1 be the first bit of the target string, the learner then
queries any string starting with x∗

1 and obtains the second bits. Similarly, it can iteratively query
MQnsp and obtain the string x∗ with at most N + 1 MQnsp queries.
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While the membership query oracle in the NSP setting MQnsp is strictly more powerful than the
one in the conventional classification setting, we show that there are DFAs in the class DFAn that
cannot be efficiently identified with membership queries only in the NSP setting. Similar to the
case of hardness of learning with DFAs, we will construction functions where the NSP labels are
uninformative and the problem becomes as hard as learning with the conventional membership query
oracle.

Suffix Language family. Consider the following family of languages. Let Σ = {0, 1} (the argument
applies to any Σ with |Σ| ≥ 2). Let S = {0, 1}N/2 be the set of Boolean strings of length exactly
N/2. The suffix language family LS contains 2N/2 languages, where for each s ∈ {0, 1}N/2, the
language Ls ∈ LS only accepts strings which end with the suffix s.

Each of the language Ls ∈ LS can be represented by a DFA of size at most N/2+ 1. For any suffix
or string s, create a state corresponding to each prefix of s = s0 · s1 · · · sN/2 including the empty
prefix s0 = λ which serves as the start state. Define transitions δ(s:k, sk+1) = s:k+1. For every
other transition, if the symbol is s1, then they go to the state s:1 or else they go to s0. From the first
state, the shortest string that leads to the accept state is of length N/2. For every other state qi in
q1, . . . , qN/2, the shortest accepting suffix is of length N

2 − i.

Proposition E.1. The class of Suffix languages LS cannot be identified in polynomial time with
membership queries MQnsp in the NSP setting.

Proof. A key characteristic of any of suffix language Ls is that, an accepting string exists for any
prefix x. For any string x, the string x · s is in the language LS . Thus, the continuation label for any
prefix of any string will always be (φ(x, 0), φ(x, 1)) = (1, 1). Hence, the continuation labels are
not informative. The only informative signals are the membership labels.

In the NSP setting, the oracle MQnsp will provide the membership labels of every prefix. Suppose a
learner makes m MQnsp queries where the maximum length of the queried input strings is k. Then
each query eliminates at most (k + 1) − N

2 ≤ k suffixes out of 2N/2 possible suffixes if all the
membership labels are 0. Thus, in the worst case, the learner can eliminate at most O(mk) suffixes
or functions from the class. If both the number of queries m and input length k are polynomial in
N , then they cannot identify the target s. Hence, either the number of queries must be exponential
or the learner must use exponential computational steps.

Since the suffix language with suffixes of size n/2 can be represented with DFAs with at most n
states, Prop. E.1 immediately implies that the class DFAn cannot be identified in polynomial time
with membership queries alone in the NSP setting even with the richer set of labels.

Boolean functions and Acyclic DFAs. A similar argument applies to the class of Boolean functions
as well. Consider the class of functions F2N−1 over {0, 1}N which accept all bit strings of length
N except one. It is straightforward to see that every function in that class can also be represented by
Boolean Acyclic DFAs with exactly N + 2 states.

For such a class, the continuation labels will be unhelpful for all but one prefix of length N −1. The
same line of argument as earlier shows that each membership query can eliminate at most 1 function
from the class. An adversary can decide to return membership labels 0 for every input query and
choose the function based on the inputs queried by the learner, and hence in the worst case, the
learner must make 2N−1 − 1 queries before it can identify the target functions.

This implies that certain classes of Boolean functions as well as the class ADFAn cannot be identi-
fied with polynomial number of MQnsp queries in the NSP setting.

F EQUIVALENCE QUERIES AND IDENTIFIABILITY

Let Â and A⋆ be a hypothesis and target DFA, respectively. In the NSP setting, a valid Equivalence
Query oracle EQ+

nsp(Â;A⋆) with respect to target A⋆ should take a hypothesis Â as input and
output ‘equivalent’ if LÂ = LA⋆ or else it should return a counterexample x ∈ L⋆

A such that
fÂ(x) ̸= fA⋆(x). In other words, the counterexample is a string that is accepted by the target DFA
A⋆ but disagrees with Â on at least one of the NSP labels.
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Since the Equivalence query oracle can only produce strings accepted by A⋆, it is not immediately
clear whether a counterexample will always exist when LÂ ̸= LA⋆ . We show that positive examples
with NSP labels are sufficient in the sense that for any pair of DFAs Â, A⋆ such that LA⋆ ̸= ∅, there
is always a counterexample if LÂ ̸= LA⋆ . The following result is crucial for exact learning of DFAs
with membership and equivalence queries to be feasible.
Proposition 3.1. Let A ̸= A⋆ be minimal DFAs with LA⋆ ̸= ∅. Then there exists x ∈ LA⋆ such that
fA(x) ̸= fA⋆(x). Equivalently, the oracle EQ(A;A⋆) is well-defined: it either returns “equivalent”
or a positive counterexample (x, fA⋆(x)).

Proof. Since A ̸= A′, there exists a string z ∈ Σ∗ with A(z) ̸= A′(z). If A′(z) = 1, we may
take x = z; the NSP vectors then disagree in the membership coordinate for the full prefix z, so
fA(x) ̸= fA′(x) and we are done. Thus assume

A(z) = 1 and A′(z) = 0,

and let q′ = δA′(q0, z) be the state that the DFA A′ reaches after traversing the string z. We
distinguish two possibilities for q′.

Case (i): q′ ̸= qdead. Because A′ is minimal, any non-accepting state distinct from the dead state
has an accepting continuation (otherwise it would be equivalent to qdead and hence identified with it
by minimality). Hence there exists a suffix s ∈ Σ∗ such that A′(z · s) = 1.

Let x := z · s. In the NSP label sequence for x, the membership coordinate at the prefix z is

LA(z) = 1 and LA′(z) = 0,

so fA(x) ̸= fA′(x). The oracle may therefore return this positive example x together with fA′(x).

Case (ii): q′ = qdead. Write z = w1 · · ·wN with wi ∈ Σ and set z:i := w1 · · ·wi for 0 ≤ i ≤ N
(with z:0 = λ). There exists an index i ∈ {0, . . . , N − 1} such that

δA′(q0, z:i) ̸= qdead and δA′(q0, z:i+1) = qdead. (3)

A′(z) = 0 and the DFA A′ ends at qdead after traversing z, so select the first position at which
qdead is entered. By minimality (as in Case (i)), the non-dead state δA′(q0, z:i) admits an accepting
continuation; hence there exists a suffix s ∈ Σ∗ with A′(z:i · s) = 1.

For the continuation bit at the prefix z:i and the next symbol wi+1, (3) implies

φA′(z:i, wi+1) = 0.

On the other hand, since A(z) = 1 and z = z:i wi+1 (wi+2 · · ·wN ), there exists a suffix (namely
wi+2 · · ·wN ) witnessing that

φA(z:i, wi+1) = 1.

Now set x := z:i ·s. This x is accepted by A′, and the two NSP labelings disagree at the continuation
coordinate (z:i, wi+1): ∥∥ fA(x)− fA′(x)

∥∥
∞ = 1.

Thus x is a valid counterexample for the oracle.

In either case, there exists a positive example x (accepted by A′) with fA(x) ̸= fA′(x) and if no
such counterexample exists, then A = A′.

G LEARNING WITH MEMBERSHIP AND GENERATIVE QUERIES

In this section, we will show that the class of DFAs is PAC-learnable in the NSP setting with mem-
bership queries and generative queries which provide NSP labelled positive examples conditioned
on input strings. The setting is inspired by the information one can obtain via blackbox access to the
next token probabilities of any language model. When the language model is a formal device such
as a Probabilistic DFA (See App. C), then we will (approximately) learn the support of the language
model. For practical neural language models, our algorithm will learn the truncated support of the
language model as defined in Section 2.2.

We will restate certain definitions and preliminaries in more detail here for clarity.
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Problem and Assumptions. Let LM be a language model which induces a distribution over strings
DLM. The support of the distribution DLM is a regular language LA⋆ which is recognized by the
DFA A⋆. We will assume that the expected length of strings generated by the language model
is finite. Given blackbox access to such a language model, we would like to find Â such that
Ex∼DLM

[
∥∥fÂ(x)− fA⋆(x)

∥∥
∞] ≤ ϵ with high probability.

Recall that, in this setting, a learner has access to two types of queries: (i) Membership queries
MQ(x) ∈ {0, 1} which returns A⋆(x), and (ii) Generative queries GenDLM

(·) which takes an input
string or prompt x and generates a string s along with NSP labels based on the distribution DLM

conditioned on the prompt x. We describe how these queries can be simulated by practical language
models in Section G.3.

The next statement is the main result, which formalizes that with an extension of L⋆, we can obtain
an algorithm that, with high probability, outputs an automaton Â using membership and generative
queries such that LNSP(fÂ; fA⋆ ,DLM) ≤ ϵ.
Theorem 5.2. Let A⋆ ∈ DFAn be any minimal DFA with at most n states, and let DLM be a
distribution over strings whose support is LA⋆ . There exists an algorithm with access to the mem-
bership query oracle MQ and generative query oracle GenDLM

producing NSP labeled examples
in LA⋆ , that runs in time polynomial in n, 1/ϵ, 1/δ and the length of the largest string produced by
the generative query oracle, and with probability at least 1− δ, outputs a DFA Â such that,

E
x∼DLM

[∥fÂ(x)− fA⋆(x)∥∞] ≤ ϵ.

To prove Theorem 5.2, we will show that there exists a consistent learner which takes m NSP
labelled examples from DLM and, by using the generative and membership query oracle, always
returns a hypothesis Â that is consistent with all the m examples in terms of NSP labels. Our
learning algorithm will be based on Angluin’s L⋆ algorithm (Angluin, 1987). We will first discuss
the preliminaries of the L⋆ framework based on modern and minimal treatments (Mohri et al., 2018;
Kearns & Vazirani, 1994; Colcombet et al., 2021).

G.1 L-STAR PRELIMINARIES

Let Â be a hypothesis DFA constructed by a learner and let A⋆ be the target DFA. We will refer to a
string x such that Â(x) ̸= A⋆(x) as a counterexample (typically provided by an Equivalence query
oracle).

Access and Test words. In this setup, we will have a pair of sets (Q,T ) where Q ⊆ Σ∗ is a set of
access words, and T ⊆ Σ∗ is a set of test words. Both Q and T are always nonempty. Intuitively, the
set Q will play the role of states, where it will have a string corresponding to every state of our DFA.
The test words T act as distinguishing strings for the access words Q. Both the sets Q,T contain
the empty string λ. We will now define the notion of T -equivalence.
Definition G.1 (T -Equivalence). For a non-empty set T ⊆ Σ∗ and a language L, two strings u, v
are T -equivalent: u ≡T v, if for every string s ∈ T , the string u · s ∈ L if and only if v · s ∈ L.

Closed and Separable. A pair (Q,T ) is closed if for every access word q ∈ Q and every symbol
σ ∈ Σ, there exists an access word q′ ∈ Q such that q · σ ≡T q′. A pair (Q,T ) is defined to be
separable if every two distinct access words q, q′ ∈ Q are not T-equivalent: q ̸≡T q′.

Constructing a DFA. Given a closed and separable pair (Q,T ) and access to membership queries
MQ, one can construct a DFA as follows.

• Set the q0 = λ ∈ Q.
• For every q ∈ Q, add them to the set of final states F if MQ(q) = 1.
• For any access word q and symbol σ ∈ Σ, let q′ be the word such that q · σ ≡T q′. Then

set the transition δ(q, σ) = q′. Since (Q,T ) is closed, such a state or access word q′ must
exist, and separability implies uniqueness of such a word.

To prove the correctness of our algorithm, we use the following technical lemmas from L⋆ without
proof.
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Lemma G.1 (L⋆ Fact (Angluin, 1987)). Let (Q,T ) be a closed and separable pair of sets which
is consistent with some language L. Let A⋆ be the minimal automaton that decides L. Then,
|Q| ≤ |A⋆|.

The above Lemma follows directly from Lemma C.1 and the fact that we have distinguishing string
in T for each pair of strings in Q.

Lemma G.2 (L⋆ Fact (Angluin, 1987)). Let (Q,T ) be a pair that is separable but not closed. Then,
using at most |Q||T |(|Σ|+1) membership queries, and in time polynomial in (|Q|, |T |, |Σ|), we can
identify q′ ̸∈ Q, such that (Q ∪ {q′}, T ) is separable.

The following lemma is the crux of the original L⋆ algorithm in terms of how it updates the pair
(Q,T ) based on disagreement between the hypothesis DFA and a labelled example.

Lemma G.3 (L⋆ Fact (Angluin, 1987)). Let (Q,T ) be a closed and separable pair, and Â be the
associated DFA. Suppose x ∈ Σ∗ be a string such that Â(x) ̸= A⋆(x). Then using at most |x|
membership queries and in time polynomial in |x|, we can identify q′ /∈ Q and t′ /∈ T such that
(Q ∪ {q′}, T ∪ {t′}) is separable.

G.2 PROCESSING COUNTEREXAMPLES IN THE NSP SETTING

Similar to L⋆, our L⋆
nsp algorithm will maintain a pair (Q,T ) and iteratively expand the sets by

finding new states and distinguishing strings based on disagreements with the training examples.
However, in the NSP setting, the disagreements in labels need not always be based on the differences
in the memberships of strings, but can be based on the continuation labels. Hence, Lemma G.3 does
not directly yield us our desired algorithm. The key difference between L⋆ and L⋆

nsp is in how they
obtain and process disagreements between predicted labels and true NSP labels.

Let Â be the hypothesis DFA constructed by a learner based on a closed and separable (Q,T ) and
A⋆ be the target DFA. In the following lemma, we will show that when presented with an NSP
labelled x such that fÂ(x) ̸= fA⋆(x) (either from training set or an Equivalence query oracle), the
learner can find at least one new pair of access word q′ ̸∈ Q and test word t′ ̸∈ T using membership
and generative queries.

Lemma 5.1. Let (Q,T ) be closed and separable, and let Â be the minimal DFA induced by (Q,T ).
Suppose there exists a string x with fÂ(x) ̸= fA⋆(x). Then one can find q′ /∈ Q and t′ /∈ T such
that (Q∪ {q′}, T ∪ {t′}) is separable, using membership queries and at most one generative query
in polynomial time. If a generative query is used, let y denote its output; otherwise set y = λ.
The total number of membership queries is at most |x|+ |y|, and the running time is polynomial in
|x|+ |y|+ |Q|.

Proof. By definition, we have a string such that A⋆(x) = 1 and fÂ(x) ̸= fA⋆(x). Thus, there is a
prefix x:n of x at which the NSP labels disagree; the disagreement is either (a) in the membership
label for x:n, or (b) in one of the continuation labels for some symbol σ ∈ Σ. We treat these two
cases separately. For all cases, our goal will be to construct a string x′ such that we can invoke
Lemma G.3 to obtain q′ and t′.

Case A: Membership-label disagreement. There exists a prefix x:n of x such that A⋆(x:n) ̸=
Â(x:n). In this case we may simply take x′ = x:n and apply Lemma G.3. That lemma produces
an access word q′ /∈ Q and a test word t′ /∈ T in time polynomial in |x′| (and using at most |x′|
membership queries), and it guarantees that (Q ∪ {q′}, T ∪ {t′}) is separable.

Case B: Continuation-label disagreement. There exists a prefix x:n of x and a symbol σ ∈ Σ such
that

φÂ(x:n, σ) ̸= φA⋆(x:n, σ).

We distinguish two subcases according to the value of the target continuation label.

Subcase B1: φA⋆(x:n, σ) = 0 and φÂ(x:n, σ) = 1. By the semantics of the continuation labels for
the target, φA⋆(x:n, σ) = 0 means that for every suffix s ∈ Σ∗ we have A⋆(x:n · σ · s) = 0. On the
other hand, φÂ(x:n, σ) = 1 means that the state q̃ := δÂ(q0, x:n ·σ) that Â reaches after traversing
x:n · σ is not the dead state.
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Therefore, we can search within Â from q̃ to see whether there is some accepting continuation. Run
a breadth–first search in Â starting at q̃; if the search reaches a final state q ∈ FÂ, let s′ be a shortest
suffix labeling such a path. Then by construction, the length |s′| ≤ |Q| and

A⋆(x:n · σ · s′) = 0 and Â(x:n · σ · s′) = 1,

so x′ := x:n · σ · s′ is a standard membership counterexample. Applying Lemma G.3 to x′ yields
q′ /∈ Q and t′ /∈ T in polynomial time.

Subcase B2: φA⋆(x:n, σ) = 1 and φÂ(x:n, σ) = 0. The target label φA⋆(x:n, σ) = 1 asserts that
there exists a suffix s′ ∈ Σ∗ with A⋆(x:n · σ · s′) = 1. In contrast, φÂ(x:n, σ) = 0 means that
δÂ(δÂ(q0, x:n), σ) = qdead, hence Â(x:n · σ · s) = 0 for every suffix s.

As a consequence of Prop. E.1, we also have that such a suffix cannot be found in polynomial time
using membership queries only. Thus, to find an accepting suffix, we call the generative query
oracle with input x:n · σ. Since φA⋆(x:n, σ) = 1, such a suffix is guaranteed to exist. Let s′ =
GenDLM

(x:n · σ) and we have x′ = x:n · σ · s′ which is rejected by Â (since it reaches a dead state
after reading x:n ·σ). Thus, invoking Lemma G.3 on x′ produces the desired q′ and t′ in polynomial
time.

In all cases we obtain q′ /∈ Q and t′ /∈ T such that (Q∪{q′}, T ∪{t′}) is separable. This completes
the proof.

Theorem G.4. Let A⋆ be the minimal DFA that recognizes the support language LA⋆ ⊆ Σ∗ of the
distribution DLM. Given m NSP labelled examples X = ⟨x(i), fA⋆(x(i))⟩mi=1, with access to mem-
bership query oracle MQ and generative query oracle GenDLM

with respect to DLM, Algorithm 1
outputs a DFA Â such that fÂ(x

(i)) = fA⋆(x(i)) for all i = 1, . . . ,m. The running time is polyno-
mial in |A⋆|, |Σ|,maxi |x(i)|, and the length of the longest string returned by the generative query
oracle.

Proof. If the target language is LA⋆ = ∅, then the initial hypothesis DFA Â at Line 6 will also be
such that Â(x) = 0 for all x ∈ Σ∗. Whenever a disagreement with any training example is found,
by Lemma 5.1, the algorithm will add at least string to Q and effectively identify at least one new
state from A⋆. By Lemma G.1, we have that |Q| ≤ |A⋆| and thus after at most |A⋆| iterations of the
main loop (Line 7) or equivalently, at most |A⋆| calls to Lemma G.3, we have that |Q| = |A⋆|. Each
state in Q is uniquely identified with a set of distinguishing strings that are consistent with A⋆. Since
(Q,T ) is closed and the transitions are defined using membership queries to check T -equivalence,
the final DFA is isomorphic to the target DFA A⋆. Hence, in such a case Â = A⋆ and the hypothesis
must be consistent with all training examples. Thus, it will terminate. The algorithm can of course
terminate with |Q| < |A⋆| if the hypothesis DFA is consistent with all the training examples.

As a consequence of the above theorem and the fact that log |DFAn| = O(n log n) (Lemma C.3),
Theorem 5.2 follows from standard Occam’s razor arguments.

G.3 SIMULATING MEMBERSHIP AND GENERATIVE QUERIES

We describe how membership and generative queries can be conveniently simulated by blackbox
access to the target language model LM. For a neural language model, the empty string corresponds
to [BOS] token.

(i) Membership Queries. Given a query string x = w1 · · ·wN ∈ Σ∗, compute the NSP continuation
labels for every prefix of x using the language model including the empty string λ. For a neural lan-
guage model, this is simply done by obtain the next token probabilities for each prefix and applying
the truncation rule T (cf. Sec. 2.2). If for any prefix the continuation label φ(x:n, wn+1) = 0 then
wn+1 is not a valid continuation so the oracle can return 0. If the path traversed by w1, · · · , wN is
valid, then we can check whether φ(x, [EOS]) is 1 or 0 and thus MQ(x) = φ(x, [EOS]).

(ii) Generative Queries. For any string or prefix x, the Generative Query Oracle GenDLM(x) pro-
vides (s,y) where s is a string from the distribution DT

LM conditioned x. If no such continuation
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Algorithm 1 L⋆
nsp algorithm

1: Q← {λ}, T ← {λ}
2: X = ⟨x(i), fA⋆(x(i))⟩mi=1 ▷ call GenDLM

(λ)m times
3: while (Q,T ) not closed do
4: Use Lemma G.2 to obtain q′; Q← Q ∪ {q′}
5: end while
6: Construct hypothesis automaton Â from (Q,T )

7: while Â not consistent with X do
8: Choose x ∈ X with fÂ(x) ̸= fA⋆(x)
9: while fÂ(x) ̸= fA⋆(x) do ▷ Use Lemma 5.1

10: Let x:n be the prefix with first NSP mismatch
11: let σ denote the symbol if it is a continuation mismatch
12: if membership mismatch at x:n then ▷ Case A
13: w′ ← x:n

14: else if continuation mismatch with A⋆ forbids and Â admits then ▷ Case B1
15: s′ ← find Â-accepting suffix from x:n · σ
16: w′ ← x:n · σ · s′
17: else ▷ Case B2
18: w′ ← x:n · σ ·GenDLM

(x:n · σ)
19: end if
20: Use Lemma G.3 on w′ to obtain q′ and t′

21: Q← Q ∪ {q′}, T ← T ∪ {t′}
22: while (Q,T ) not closed do
23: Use Lemma G.2 to obtain q′; Q← Q ∪ {q′}
24: end while
25: Reconstruct Â from (Q,T )
26: end while
27: end while

exists and x is at a dead state, then it returns ‘None’. To simulate the example oracle or equivalently,
to obtain examples from the target distribution DT

LM, one can simply query the oracle with empty
string GenDLM

(λ). To obtain a continuation for a particular prefix x, one can provide it as an input
prompt to the language model and first check whether x traverses a valid path based on the NSP
labels as described above. If it does not then return ‘None’. If it does then, then iteratively sample
the next tokens using the truncation rule until the [EOS] is permissible φ(x · s, [EOS]) = 1.

G.4 ON EXACT LEARNING WITH MEMBERSHIP AND EQUIVALENCE QUERIES

We show that the class of DFAs can be learned exactly with membership queries and two types of
equivalence queries. (i) EQ+

nsp(A;A⋆) which returns a positive NSP-labelled counterexample with
at least one disagreement in NSP labels or else it returns equivalence; (ii) EQpos(A;A⋆) which just
returns a string with no additional labels, such that the string is accepted by A⋆ but rejected by A if
there exists such a string, otherwise it returns none. The problem of learning with just membership
and NSP equivalence queries remains open.

For the setting where a learner has access to two types of equivalence queries, the algorithm is almost
the same as the one described earlier (Alg. 1) with a couple of differences. Similar to the previous
algorithm with membership and generative queries, the learner will maintain a pair (Q,T ) and
iteratively update them, but with counterexamples from EQnsp instead of a set of labelled examples.
There are only two changes to address, which we describe below.

(i) The first thing to note is that by Proposition 3.1, the equivalence query oracle EQ+
nsp is well-

defined and always guaranteed to return a counterexample. If the target DFA A⋆ is such that LA⋆ =
∅, then the initial hypothesis DFA in Line 6 of Alg. 1 will be the same as A⋆ and thus, we do not
need any counterexample.

(ii) Secondly, we do not have access to a generative query oracle anymore, so we cannot use it to find
an accepting continuation when the target NSP label says that a suffix exists, but for our hypothesis
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Figure 5: Key metrics for L⋆
nsp on other Tomita grammars. See Sec. 6 for details.

DFA, no such suffix exists. The difficulty is that EQ+
nsp against our hypothesis need not return a

counterexample beginning with the particular prefix x:n · σ. To force such a witness, we will use
EQpos(A,A⋆). Consider the DFA Ax:nσ whose language is

LAx:nσ
:= Σ∗ \

(
x:n · σ · Σ∗),

i.e., Ax:nσ accepts exactly the strings that do not begin with the prefix x:n ·σ. Submit the equivalence
query EQpos(Ax:nσ;A

⋆). Because φA⋆(x:n, σ) = 1, there exists an accepted string with prefix
x:n · σ; therefore, the oracle must return a positive counterexample of the form

x′ = x:n · σ · s′ with A⋆(x′) = 1.

But x′ is rejected by Â (the run reaches the dead state after reading x:n ·σ), so x′ is again a standard
membership counterexample.

It is unclear whether exact learning with just membership and the NSP equivalence queries is fea-
sible and is left as an open problem. When the learner gets a counterexample such that the only
disagreement is of the form that φA⋆(x:n, σ) = 1 and φÂ(x:n, σ) = 0, then one might wonder if
a continuation can be recovered using the NSP membership query oracle MQnsp which provides
additional label. But as a consequence of Prop. E.1, such an accepting continuation cannot be found
in polynomial time using MQnsp.

Table 1: Tomita grammars and descriptions.

Tomita grammar Description
Tomita 1 Strings of only 1s (including the empty string), 1∗.
Tomita 2 Repeated “10” pattern, (10)∗.
Tomita 3 Any block with an odd number of consecutive 1s is always followed by a

block with an even number of consecutive 0s.
Tomita 4 Strings that do not contain 000 as a substring.
Tomita 5 Strings with an even number of 0s and an even number of 1s.
Tomita 6 Strings where the difference between the number of 0s and the number of

1s is a multiple of 3.
Tomita 7 0∗1∗0∗1∗ (zero or more 0s, then 1s, then 0s, then 1s).

H FURTHER DETAILS ON EXPERIMENTS

We discuss additional details of the experimental setup as well as additional results for DFA extrac-
tion from language models.

H.1 ADDITIONAL DETAILS OF THE SETUP

Tasks. We provide additional details about the tasks considered in our experiments.

Tomita grammars. Table 1 provides the description of the 7 Tomita grammars (Tomita, 1982) in the
benchmark. We use all of them except the first one since it is trivial (1∗) and the results are uninfor-
mative. All the regular languages in the Tomita benchmark have 2-5 states. These benchmarks have
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Figure 6: DFA with 26 states extracted by L⋆
nsp from Transformer trained on Parity. See App. H.2

for more details.

primarily been used to extract DFAs from RNN or Transformer based classifiers (Wang et al., 2018;
Weiss et al., 2018; Zhang et al., 2024).

Parity. The Parity language is a simple two-state DFA recognizing whether the number of 1s in a
string is odd or even. This task has been widely in the context of Transformers and previous works
have shown empirical (Bhattamishra et al., 2020a) and theoretical (Hahn & Rofin, 2024; Hahn,
2020) evidence to indicate that such functions are difficult for Transformers to model.

Bounded Dycks. DYCK-(n, k) represents the language with well-balanced parentheses with n types
of brackets and depth at most k. These languages have also been widely used in analysis of sequence
models (Hewitt et al., 2020; Bhattamishra et al., 2020b) since they capture hierarchical dependencies
prevalent in natural languages. These DFAs have relatively larger number of states than Tomita
grammars and Parity, and hence provide a testbed to evaluate learning algorithms on languages with
increasing state complexity. We use the following languages in our experiments: DYCK-(2, 2): 8
states, DYCK-(2, 4): 32 states, DYCK-(3, 3): 41 states, and DYCK-(4, 3): 86 states.

Compute. The experiments in the paper are not compute heavy. All our experiments were conducted
using 8 NVIDIA Tesla V100 GPUs each with 16GB memory for training language models. Each
run for up to 40k steps could take 1-6 hours depending on the task. Some runs are much shorter if
the model achieves high accuracy quite early. The execution of L⋆

nsp is primarily on CPU, and uses
the GPU to answer Generative and Membership queries with the Transformer language model. The
time taken for each run of L⋆

nsp is provided in the main plots (Fig. 2 and 5).

H.2 IDENTIFYING ERRONEOUS EXAMPLES

When the Transformer models trained on regular languages are not perfect, the extracted DFA is not
isomorphic to the target DFA used to generate training data for Transformers.

There are two key things to note about this event. (i) When the extracted DFA has more states than
the target DFA (such as for Parity in Fig. 2), then it implies that the support language for Transformer
has at least as many states as the extracted DFA. This is because states are always created after
identifying distinguishing strings (Lemma C.1) using the teacher model. (ii) The cases where models
are not perfectly trained and our extracted DFA identifies erroneous strings, the models are still well-
trained in the sense that all 1k strings generated using the language model are in the target language.
Thus, the difference comes from disagreement in some NSP label which the L⋆

nsp algorithm then
leverages to extract a bigger DFA, which is then used to identify erroneous strings.

Method. When the learned DFA Â is not isomorphic to the target DFA A⋆, we construct the product
automaton B = Â × A⋆ where each state of B is a pair (p, q) with p ∈ Q(Â) and q ∈ Q(A⋆); on
input symbol a, B transitions δB((p, q), a) = (δÂ(p, a), δA⋆(q, a)). The state (p, q) is accepting if
and only if exactly one of p or q is accepting (XOR). The product DFA accepts the strings in the
symmetric difference of the hypothesis and target DFA L(B) = L(Â)△L(A⋆). We then enumerate
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Figure 7: DFA with 28 states extracted by L⋆
nsp from Transformer trained on Tomita-5. See App. H.2

for more details.

erroneous strings by doing a BFS-like search within B to find accepting strings in nondecreasing
length order.

Table 2: Examples of erroneous strings found via extracted DFAs. The A⋆ column within states
denotes the number of states in the target DFA used to train the language model. The Â column
indicates the number of states in the extracted DFA. Ground truth labels are denoted by y⋆, and
Teacher LM labels by yT . Note: The models used as Teacher LM for Tomita-5, DYCK-(2, 2) and
DYCK-(3, 3) for these results were imperfect and not the same models used for the experiments in
Figure 2. See Sections 6 and H.2 for more details.

Language States Labels Erroneous string x

|A⋆| |Â| y⋆ yT

Parity 2 26
1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0

Dyck-(2,2) 8 189
0 1 ( ) [ ] ( ) ( ) ( ) [ ] ( ) [ ] ]
0 1 [ ] [ ] ( ) ( ) ( ) [ ] ( ) [ ] ]
0 1 ( ) [ ] ( ) ( ) ( ) [ ] ( ) [ ] ] ( )

Dyck-(3,3) 41 87
0 1 { { ( ) [ ] [ ] [ ] } ( ) { }
0 1 { { [ ] [ ] [ ] [ ] } ( ) { }
0 1 { { { } [ ] [ ] [ ] } ( ) { }

Tomita-5 4 28
0 1 0 1 1 0 0 1 1 0 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 0 1
0 1 0 1 1 0 0 1 1 0 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0
0 1 0 1 1 0 0 1 1 0 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 0 1

Results. We observed erroneous strings for languages like Parity, Tomita-5, DYCK-(2, 2), and
DYCK-(3, 3). Examples of some erroneous strings identified by the hypothesis DFA is provided
in Table 2. Figure 6 and 7 show the DFAs extracted for Parity and Tomita-5, respectively. The DFAs
for DYCK-(2, 2) and DYCK-(3, 3) are too large to be visually interpretable. Constructing the prod-
uct DFA is efficient and identifying several erroneous examples takes only a few seconds. There is
no natural distribution over the symmetric difference language and further it can even be finite in
some cases which makes it difficult to systematically compute the accuracy of predicting erroneous
examples using the extracted DFA. The closest signal we have is the NSP accuracy for the extracted
DFAs which is near perfect.

Fortunately, identifying strings in the symmetric difference language of Â and A⋆ is quite efficient
which can allow one to find numerous erroneous examples (if they exist). For instance, with 1k
strings generated from Transformer trained on Parity, the L⋆

nsp algorithm extracted a DFA with 26
states within 10 seconds, and using the extracted DFA, we identified 1k strings in the symmetric
difference language L(Â)△L(A⋆) in 16 seconds. Out of the 1000 strings identified by Â, 987
of them were erroneous: A⋆(x) ̸= MQ(x) where MQ(x) denotes whether the string was in the
support of the teacher language model and A⋆(x) indicates whether the string was in the target
regular language. Thus, such an approach can sometimes be far more efficient than finding erroneous
strings by repeatedly sampling from a language model and testing whether they are correct or not.

For all languages except Parity, the language model became more robust when we retrained them
for longer steps. The curves for Tomita-5, and the two Dyck languages in Fig. 2 are with retrained
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and more accurate Transformer models. We suspect that for the lengths considered in this paper,
retraining a larger Transformer on Parity for longer might make it more robust, but we keep the
imperfect model to illustrate the differences in Fig. 2.

H.3 PRACTICAL NOTES ON THE ALGORITHM

As mentioned in Sec. 7, if the DFA representing the support of the language model has a large
number of states, then the extraction algorithm can be extremely slow. The key bottleneck for L⋆

nsp
is the same as L⋆ which is the closure step (Line 22 in Alg. 1). Even though it is polynomial, the
time complexity O(|Q||T ||Σ|) blows up when both |Q| and |T | are in the order of thousands since
the process is sequential. We observe that when the models are partially or poorly trained, then the
number of states blows up, and the algorithm slows down significantly failing to terminate even after
a day.

The other step where the L⋆
nsp algorithm might fail is if the assumptions about the learning problem

are violated in which case the use of generative queries to find accepting suffixes (Line 18 in Alg. 1)
may not terminate. If the support language is not regular, then even though a continuation is per-
missible according to min-p/top-p sampling, the language model may still not terminate. However,
we did not observe any instance of this problem in all our experiments. We suspect that since the
language models are typically trained to predict [EOS] after a certain steps, they always terminate
(EOS token becomes permissible) after a certain number of inference steps.

Table 3: Usage of different types of NSP labels by the L⋆
nsp algorithm on various tasks. Refinement

indicates the number of times states were added through disagreements (number of times loop in
Line 9 is executed or equivalently Lemma 5.1 is invoked. Mem fraction denotes the percentage
of times prefix membership labels were used. B1 and B2 fractions denote how many continuation
labels were used. See Sec. H.4 for more details.

Language States Prefix Memberships (%) Cont. B1 (%) Cont. B2 (%) Refinements

Sample size: 10
Dyck22 8.0± 0.0 0.0± 0.0 16.7± 0.0 83.3 ± 0.0 6.00± 0.00
Dyck24 21.0± 5.4 0.0± 0.0 5.9± 2.6 94.1 ± 2.6 19.00± 5.35
Dyck33 32.5± 7.0 0.0± 0.0 3.5± 1.2 96.5 ± 1.2 30.50± 7.01
Dyck43 37.4± 14.1 0.0± 0.0 3.8± 3.2 96.2 ± 3.2 35.40± 14.14
Parity 2.0± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.00± 0.00
Tomita 2 3.0± 0.0 0.0± 0.0 0.0± 0.0 100.0 ± 0.0 1.00± 0.00
Tomita 5 4.0± 0.0 100.0 ± 0.0 0.0± 0.0 0.0± 0.0 2.00± 0.00
Tomita 7 5.0± 0.0 0.0± 0.0 100.0 ± 0.0 0.0± 0.0 3.00± 0.00

Sample size: 100
Dyck22 8.0± 0.0 0.0± 0.0 16.7± 0.0 83.3 ± 0.0 6.00± 0.00
Dyck24 32.0± 0.0 0.0± 0.0 3.3± 0.0 96.7 ± 0.0 30.00± 0.00
Dyck33 41.0± 0.0 0.0± 0.0 2.6± 0.0 97.4 ± 0.0 38.90± 0.32
Dyck43 85.6± 1.3 0.0± 0.0 1.2± 0.0 98.8 ± 0.0 83.60± 1.26
Parity 2.0± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.00± 0.00
Tomita 2 3.0± 0.0 0.0± 0.0 0.0± 0.0 100.0 ± 0.0 1.00± 0.00
Tomita 5 4.0± 0.0 100.0 ± 0.0 0.0± 0.0 0.0± 0.0 2.00± 0.00
Tomita 7 5.0± 0.0 0.0± 0.0 100.0 ± 0.0 0.0± 0.0 3.00± 0.00

Sample size: 1000
Dyck22 8.0± 0.0 0.0± 0.0 16.7± 0.0 83.3 ± 0.0 6.00± 0.00
Dyck24 32.0± 0.0 0.0± 0.0 3.3± 0.0 96.7 ± 0.0 30.00± 0.00
Dyck33 41.0± 0.0 0.0± 0.0 2.6± 0.0 97.4 ± 0.0 39.00± 0.00
Dyck43 86.0± 0.0 0.0± 0.0 1.2± 0.0 98.8 ± 0.0 84.00± 0.00
Parity 18.3± 15.7 70.0 ± 48.3 0.0± 0.0 0.0± 0.0 11.80± 11.72
Tomita 2 3.0± 0.0 0.0± 0.0 0.0± 0.0 100.0 ± 0.0 1.00± 0.00
Tomita 5 4.0± 0.0 100.0 ± 0.0 0.0± 0.0 0.0± 0.0 2.00± 0.00
Tomita 7 5.0± 0.0 0.0± 0.0 100.0 ± 0.0 0.0± 0.0 3.00± 0.00
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H.4 ABLATION: USAGE OF CONTINUATION LABELS

When we apply the L⋆
nsp algorithm on positive examples, information about refinements or new

states is provided by two types of labels: (i) prefix membership labels, and (ii) continuation labels.
Within continuation labels, there are two cases as described in Lemma. 5.1. Whenever the algorithm
finds one of the three types of disagreements in the NSP labels between the hypothesis DFA and the
examples in its set, it refines the DFA and adds one more state to its hypothesis.

Results. We run the L⋆
nsp algorithm on 8 representative languages and track the usage of the type

of disagreement used to update its hypothesis. Table 3 depicts the usage of different types of dis-
agreements on three different sample sizes averaged across 10 runs. The prefix membership column
indicates the percentage of times the prefix membership labels were used. The Cont. B1 column
represents the cases where the hypothesis predicted that certain continuation is permitted but the
continuation label indicated that such continuation is not allowed in the target DFA. The Cont. B2
column represents the cases where the hypothesis predicts that continuation is forbidden, but the true
labels indicate otherwise. This is the case where the generative query oracle is invoked to generate
accepting suffixes.

The results indicate that continuation labels are heavily used for all Dyck languages. Such languages
also contain several transitions with dead states and the results indicate that the algorithm is able to
leverage continuation labels to identify new states. On parity and Tomita-5, the algorithm relies only
on the prefix membership labels. This is natural since the DFAs for those languages do not have
any deadstates and hence the continuation labels are uninformative. From positive examples, the
algorithm can obtain negative information from the prefix membership labels for such languages.
Both Tomita-2 and Tomita-5 have a transition to dead state. Since all these are small DFAs, the
algorithm converges to the target DFA with only a few refinements.
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