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ABSTRACT

In real-world applications, deep learning models often run in non-stationary en-
vironments where the target data distribution continually shifts over time. There
have been numerous domain adaptation (DA) methods in both online and offline
modes to improve cross-domain adaptation ability. However, these DA meth-
ods typically only provide good performance after a long period of adaptation,
and perform poorly on new domains before and during adaptation — in what we
call the “Unfamiliar Period”, especially when domain shifts happen suddenly
and significantly. On the other hand, domain generalization (DG) methods have
been proposed to improve the model generalization ability on unadapted domains.
However, existing DG works are ineffective for continually changing domains
due to severe catastrophic forgetting of learned knowledge. To overcome these
limitations of DA and DG in handling the Unfamiliar Period during continual do-
main shift, we propose RaTP, a framework that focuses on improving models’
target domain generalization (TDG) capability, while also achieving effective tar-
get domain adaptation (TDA) capability right after training on certain domains and
forgetting alleviation (FA) capability on past domains. RaTP includes a training-
free data augmentation module to prepare data for TDG, a novel pseudo-labeling
mechanism to provide reliable supervision for TDA, and a prototype contrastive
alignment algorithm to align different domains for achieving TDG, TDA and FA.
Extensive experiments on Digits, PACS, and DomainNet demonstrate that RaTP
significantly outperforms state-of-the-art works from Continual DA, Source-Free
DA, Test-Time/Online DA, Single DG, Multiple DG and Unified DA&DG in
TDG, and achieves comparable TDA and FA capabilities.

1 INTRODUCTION

A major concern in applying deep learning models to real-world applications is whether they are
able to deal with environmental changes over time, which present significant challenges with data
distribution shifts. When the shift is small, deep learning models may be able to handle it because
their robustness is often evaluated and improved before deployment. However, when the data dis-
tribution shifts significantly for a period of time, in what we call the “Unfamiliar Period”, model
performance on new scenarios could deteriorate to a much lower level. For example, surveillance
cameras used for environmental monitoring can work normally with excellent performance on clear
days, but have inferior performance or even become “blind” when the weather turns bad or the
lighting conditions become poor (Bak et al.,|2018). As another example, consider conducting lung
imaging analysis for corona-viruses, deep learning models may present excellent performance after
being trained on a large number of samples for certain variant (e.g., the Alpha variant of COVID-
19), but are difficult to provide accurate and timely analysis for later variants (e.g., the Delta or
Omicron variant) and future types of corona-viruses (Singh et al[2020) when they just appear. In
the following, we will first discuss related works, highlight their limitations in addressing the poor
model performance during the Unfamiliar Period, and then introduce our approach.
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Domain adaptation (DA) methods have been proposed to tackle continual data drifts in dynamic
environments in either online or offline mode. For example, Continual DA (Liu et al., 2020; |Ros-
tami, 2021)) starts from a labeled source domain and continually adapts the model to various tar-
get domains, while keeping the model performance from degrading significantly on seen domains.
However, existing Continual DA works often assume that the source domain can be accessed all the
time, which may be difficult to guarantee in practical scenarios, especially considering the possi-
ble limitation on memory storage and regulations on privacy or intellectual property. Source-Free
DA (Yang et al., 2021} |Qu et al., [2022) can overcome this issue and achieve target adaptation with-
out the source domain data. In addition, Test-Time or Online DA (Wang et al., 2022; Iwasawa &
Matsuo, 2021}, [Panagiotakopoulos et al.l 2022)) can improve the target model performance with a
small training cost; however, the target domain data is only learned once by the model and the per-
formance improvement is limited (higher improvement would require a large amount of data). With
these DA methods, although the model may perform better on the new target domain after sufficient
adaptation, its performance on the target domain before and during the adaptation process, i.e., in
the Unfamiliar Period, is often poor. In cases where the domain shift is sudden and the duration
of seeing a new target domain is short, this problem becomes even more severe. In this work, we
believe that for many applications, it is very important to ensure that the model can also perform
reasonably well in the Unfamiliar Period, i.e., before seeing a lot of target domain data. For instance
in environmental surveillance, having poor performance under uncommon/unfamiliar weather or
lighting conditions may cause significant security and safety risks. In the example of lung imag-
ing analysis for corona-viruses, being able to quickly provide good performance for detecting new
variants is critical for the early containment and treatment of the disease.

Domain generalization (DG) methods also solve the learning problem on multiple data domains,
especially for cases where the target domain is unavailable or unknown during training. However,
existing DG works are typically based on accurate supervision knowledge of the source domain
data, whether it is drawn from a single domain (Wang et al., 2021c; L1 et al., [2021) or multiple
domains (Yao et al.,|2022; [Zhang et al.|[2022), which may not be achievable in continually changing
scenarios. Moreover, when DG is applied in scenarios with continual domain shifts, as it focuses
more on the target domain, there could be severe catastrophic forgetting of domains that have been
learned. There are also some works unifying DA and DG (Ghifary et al 2016; Motiian et al.,
2017; Jin et al.} [2021); however they can only be used in standard DA or DG individually, thus still
suffering their limitations. Bai et al.| (2022) and [Nasery et al.[ (2021) study the smooth temporal
shifts of data distribution, but they cannot handle large domain shifts over time.

Our Approach and Contribution. In this work, we focus on the study of Continual Domain Shift
Learning (CDSL) problem, in which the learning model is first trained on a labeled source domain
and then faces a series of unlabeled target domains that appear continually. Our goal, in particular, is
to improve model performance before and during the training stage of each previously-unseen target
domain (i.e., in the Unfamiliar Period), while also maintaining good performance in the time peri-
ods after the training. Thus, we propose a framework called RaTP that optimizes three objectives:
(1) to improve the model generalization performance on a new target domain before and during its
training, namely the target domain generalization (TDG) performance, (2) to provide good model
performance on a target domain right after its training, namely the target domain adaptation (TDA)
performance, and (3) to maintain good performance on a trained domain after the model is trained
with other domains, namely the forgetting alleviation (FA) performance. For improving TDG, RaTP
includes a training-free data augmentation module that is based on Random Mixup, and this module
can generate data outside of the current training domain. For TDA, RaTP includes a Top? Pseudo
Labeling mechanism that lays more emphasis on samples with a higher possibility of correct classi-
fication, which can produce more accurate pseudo labels. Finally, for optimizing the model towards
TDG, TDA, and FA at the same time, RaTP includes a Prototype Contrastive Alignment algorithm.
Comprehensive experiments and ablation studies on Digits, PACS, and DomainNet demonstrate that
RaTP can significantly outperform state-of-the-art works in TDG, including Continual DA, Source-
Free DA, Test-Time/Online DA, Single DG, Multiple DG, and Unified DA&DG. RaTP can also
produce comparable performance in TDA and FA as these baselines. In summary:

* We tackle an important problem in practical scenarios with continual domain shifts, i.e., to im-
prove model performance before and during training on a new target domain, in what we call the
Unfamiliar Period. And we also try to achieve good model performance after training, providing
the model with capabilities of target domain adaptation and forgetting alleviation.



Published as a conference paper at ICLR 2023

Performance

pouIa Bunspy --- -]

Labeled

A . Classifier
Domain Samples Adaptation  Extractor o
.............................................................

Source Feature

porad Jeljiwejun

N e e

1st Target Unlabeled  popy, Pseudo-labeled sy After 5p|lttl_ng Feature
Domain Samples Samples Augmentation Extractor

Classifier

[ dley pasodoid

awiL

Figure 1: Overview of applying our framework RaTP for Continual Domain Shift Learning (CDSL).
RaTP first starts with a labeled source domain, applies RandMi x on the full set of source data to generate aug-
mentation data, and uses a simplified version £’ of PCA for model optimization. Then, for continually arriving
target domains, RaTP uses T2PL to generate pseudo labels for all unlabeled samples, applies RandMix on a
top subset of these samples based on their softmax confidence, and optimizes the model by PCA.

* We propose a novel framework RaTP to achieve our goal. The framework includes a training-
free data augmentation module that generates more data for improving model’s generalization
ability, a new pseudo-labeling mechanism to provide more accurate labels for domain adaptation,
and a prototype contrastive alignment algorithm that effectively aligns domains to simultaneously
improve the generalization ability and achieve target domain adaptation and forgetting alleviation.

* We conducted extensive experiments and comprehensive ablation studies that demonstrate the
advantages of our RaTP framework over a number of state-of-the-art baseline methods.

2 METHODOLOGY

We first formulate the problem of Continual Domain Shift Learning (CDSL) in Section 2.1} and
then introduce the three major modules of our framework RaTP. Specifically, Section [2.2] presents
a Random Mixup data augmentation module RandMix that generates data for improving the tar-
get domain generalization (TDG) on unadapted domains, which is a crucial technique for improv-
ing model generalization in the Unfamiliar Period. Section presents a Top® Pseudo Labeling
approach T2PL that provides accurate labels to achieve target domain adaptation (TDA) for con-
tinually arriving target domains. Finally, Section [2.4] presents a Prototype Contrastive Alignment
algorithm PCA that optimizes the model to achieve TDG, TDA, and forgetting alleviation (FA) on
seen domains. Figure[I] shows the overall pipeline of RaTP.

2.1 PROBLEM FORMULATION OF CONTINUAL DOMAIN SHIFT LEARNING

We assume that there is a labeled source domain dataset S = {(a;, y;)||@; ~ PS,yi ~ PSS at
the beginning of CDSL. Here Px and Py are the input and label distributions, respectively, while
N is the sample quantity. This paper chooses visual recognition as the learning task, in which the
number of data classes is K. Then, we consider a sequence of continually arriving target domains
T = {T'}L_,, where T denotes the total number of domains. The ¢-th domain contains N7 data
samples x but no labels y, i.e., Tt = {x;||z; ~ 73)7:}?;71”, and all the target domains share the
same label space with the source domain. Note that the domain order is randomly determined
(including the source domain), which means that the superscript ¢ does not always indicate the same
domain. The generalization performance for the ¢-th domain 7 depends on both the previously
seen t— 1 target domains and the original source domain, i.e., S ={S, Ut-;ll T7}. Considering the
possible limitation on memory storage and regulations on privacy (Guo et al,[2021) or intellectual
property (Wang et al.} [2021b)), like regular continual learning (Dong et al., 2022a)), we also set an

exemplar memory M to store ‘J;/l—l exemplars that are closest to the class centroids for each domain
in S, where % < N7, % < Ng. Moreover, the memory size is set to be fixed during CDSL. We
assume that the model is a deep neural network, and without loss of generality, the neural network
consists of a feature extractor fy at the bottom and a classifier g,, at the top. For each target domain

dataset T;, in addition to the current model f} o g!, its inherited version f; ' o g5 from the last
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domain is also stored for later usage. We aim to improve the generalization performance on a new
target domain (TDG) before and during its training, i.e., in its Unfamiliar Period of CDSL, while
also achieving effective target domain adaptation (TDA) and forgetting alleviation (FA).

2.2 RANDOM MIXUP AUGMENTATION

At the beginning of CDSL, only a labeled source domain is available. Thus we face a pure singe-
domain generalization problem where the model is trained on a single domain S and tested on
the other unseen domains T (each domain in T is possible as the domain order is random). We
apply data augmentation and design a Random Mixup (RandMix) method to solve this problem.
RandMi x is not only helpful to improve cross-domain transferability from S to 7, but also bene-
ficial for remaining model’s order agnostic generalization when it encounters low-quality domains.

RandMix relies on N,y simple autoencoders R = {Ri}f\i‘fg, where each autoencoder consists of
an encoder e, and a decoder d.. We want RandMix to be as simple as possible, preferably to work
without training. Inspired by (Wang et al.l 2021c), the encoder e¢ and the decoder d¢ are imple-
mented as a convolutional layer and a transposed convolutional layer. With such implementation,
even if the parameters £ and ( are randomly initialized from a normalized distribution, the autoen-
coder can still generate reasonable augmentation data. In order to introduce more randomness, we
apply AdalN (Karras et al.,[2019) to inject noise into the autoencoder. Specifically, the used AdalN
contains two linear layers Iy, , l,, and when l4, and [y, are fed with a certain noisy input drawn
from a normalized distribution (n ~ Py(o,1)), they can produce two corresponding noisy outputs
with smaller variances. As observed in our experiments (Section[3.1), blindly pushing augmentation
data away from the original (Li et al.l 2021; Wang et al., |2021c) possibly hurts the model general-
ization ability, and injecting randomness with a smaller variance is a better solution. The two noisy
outputs are injected to the representations of the autoencoder as multiplicative and additive noises:

R(x) = d¢ (Ig, (n) x lin(eg(x)) +1g,(n)), (1)

where [1x(+) represents an element-wise normalization layer. RandMix works as feeding training
data to all autoencoders and mixing the outputs with random weights drawn from a normalized

aug

distribution (w = {w;||w; ~ ,PN(O,l)}iA;o ). Finally, the mixture is scaled by a sigmoid function
o(x)=1/1+e®):

1
R@) =0 | —x— |woz+ > (wii(z))| |- @
Diso" Wi i=1

In mini-batch training, every time there is a new data batch, parameters of autoencoders (¢, (),
AdaIN-s (¢1, ¢2), AdaIN noisy inputs (n) and mixup weights (w) are all initialized again. With
RandMix, we can generate augmentation data with the same labels corresponding to all labeled
samples from the source domain. Then, these labeled augmentation samples will work together
with the original source data and be fed into the model for training. However, for the following con-
tinually arriving target domains, conducting RandMi x on all target data is unreasonable. In CDSL,
all target domains T = {7}, are unlabeled. While we can apply approaches to produce pseudo
labels, the supervision is likely unreliable and inaccurate. Therefore, to avoid error propagation
and accumulation, we augment a subset of the target data rather than the full set. Specifically, we
determine whether a target sample is supposed to be augmented based on its prediction confidence:

o [RG@), ifmax(ou(fo(@))] > reon
:I!{ 0, OthgrwiseK ’wNP;;v 3

where max[-|x denotes the maximum of a vector with K dimensions, and r.o, is a confidence
threshold that is set to 0.8 (sensitivity analysis of ¢,y is provided in Appendix).

2.3 TopP? PSEUDO LABELING

In CDSL, all target domains arrive with only the data but no label. Thus we need a pseudo label-
ing mechanism to provide reasonably accurate supervision for subsequent optimizations. However,
existing pseudo labeling approaches have various limitations. For example, softmax-based pseudo
labeling (Lee et al., 2013) produces hard labels for unlabeled samples, but training with such hard
labels sacrifices inter-class distinguishability within the softmax predictions. To preserve inter-class
distinguishability, SHOT (Liang et al.| |2020) proposes a clustering-based approach to align unla-
beled samples with cluster centroids. However, when the model is applied in a new domain, it
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is difficult to distinguish different classes since they are nearly overlapped together and the class
boundary among them is extremely vague. Besides, such clustering-based methods usually use all
training samples to construct centroids for each class. During clustering, for a particular cluster,
samples that exactly belong to the same class are often not used well and those misclassified pose
a negative impact on centroid construction. In this case, such negative impact hurts the pseudo la-
beling accuracy by resulting in low-quality centroids. To address these issues, we propose a novel
mechanism called Top® Pseudo Labeling (T2PL). Specifically, we use the softmax confidence to
measure the possibility of correct classification for data samples, and select the top 50% set to con-
struct class centroids:
Nt

Tt
7= farg o oa(o@)] ) F = Uy ez ser e}, @

where g, 1 () denotes the k-th element of the classifier outputs. 7y, controls the size of the selected
top set, and if the data is class balanced, top 50% corresponds to ', = 2. Then the top set F is used
to construct class centroids by a prediction-weighted aggregation on representations:

_ Y ow.cr Juk (fo(xi)) - fo(xi)
b > wrer Gk (fo(@)

Subsequently, we can compute the cosine similarity between these centroids and representations of
all current unlabeled data, and also select the top half set of samples that have much higher similarity
to the centroids than the rest for each class:

M” 1 UK i
1 fo (@) el = U {UlEIk,meT {(mL,k)}} (6)

Then we use F to fit a k-Nearest Neighbor (kNN) classifier and assign the pseudo label as below.
Note that KNN can decentralize the risk of misclassification in assigning pseudo labels by a single
comparison between class centroids and data samples, and is more suitable for clustering samples
that are highly overlapped than center-based approaches:

&)

, Nt
1), = UTter ™ { arg max
’ xeT?t

N

Npte
“ o K
y= kNN (:B7 ]:/)Eiu(};lidean ’ (7)
where the superscript vaf”[( and subscript Euclidean mean that the kNN works to find T/NTfK
top top

closest neighbors from F’ with the measurement of Euclidean distance. We select the top 5% for
each class (réop = 20) in our implementation (sensitivity analyses of 7., and réop are provided in
the Appendix). With this kNN, T2PL makes better use of unlabeled samples with a relatively high
possibility of correct classification than SHOT, and provides more accurate pseudo labels.

2.4 PROTOTYPE CONTRASTIVE ALIGNMENT

Prototype learning (PL) (Pan et al., 2019} Kang et al., 2019; Tanwisuth et al., 2021; [Dubey et al.,
2021) has been demonstrated to be effective for solving cross-domain sample variability and sample
insufficiency (Wang et al.| [2021a). These two issues are reflected in our problem as the random
uncertainty of augmentation data and limited data quantity of seen domains in the exemplar memory
M. As a result, in this work, we adopt the idea of PL and propose a new Prototype Contrastive
Alignment (PCA) algorithm to align domains together for improving model generalization ability.

First, we need to point out that regular PL is unsuitable to our problem. In regular PL, all samples
are fed into the model to extract representations, and these representations are aggregated class-by-
class for constructing prototypes p* = {pf } 5, of a certain domain 7. To achieve cross-domain
alignment, prototypes of different domains for the same classes are aggregated and averaged. Then
data samples from different domains are optimized to approach these domain-average prototypes.
However, such domain alignment has a problem of adaptivity gap (Dubey et al.,[2021)). As shown in
Figure we assume that there is an optimal prototype location pj, of class k for all domains (SUT),
and the objective is to move the source prototype pf, to the optimal by training on target domains (T')
one-by-one. Meanwhile, we also regard that there are optimal prototypes p}, for each domain itself,
and suppose that the regular PL is applied to align prototypes of all these domains. To illustrate the
problem of adaptivity gap, we take the alignment between the source S and the first target domain
T as an example, and assume that the distance between p; and pj is larger than the distance
between p; and p;.. In this case, after the domain alignment, the location of the current prototype
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Figure 2: (a): When the model encounters a domain whose prototypes (ps) Figure 3: Accuracy Ma-
are far from the optimal ones (py), domain alignment with regular prototype  trix. For each domain,
learning will enlarge the adaptivity gap. (b): RandMi x may be helpful toreduce  TDG: mean of green el-
the gap in many cases of (ﬁz,f)}c). (c): However, in some cases RandMix  ements; TDA: red ele-
may produce low-quality data augmentation (p;’,p;/) that negatively affects ments; FA: mean of blue
the regular prototype learning and enlarges the gap. Here, we have Adaptivity  elements.

Gap 3 > Adaptivity Gap 1 > Adaptivity Gap 2.

is worse than the source prototype, which means that the adaptivity gap is enlarged. Although we
can use RandMix to generate more data (p§, p;.) that might be helpful for reducing the adaptivity
gap, there is randomness for each use of RandMix and we cannot guarantee such reduction every
time (e.g., when the augmentation data is as p;’ and p; in Figure 2). Therefore, a better prototype
construction strategy is needed to provide more representative prototypes.

Inspired by a semi-supervised learning work (Saito et al., [2019), we view neuron weights of the
classifier w as the prototypes. The classifier g,, consists of a single linear layer and is placed exactly
behind the feature extractor fy. Thus the dimension of its neuron weights is the same as the hidden
dimension of extracted representations. Prototypes p}-s are obtained with a CrossEntropy Loss:

K T
Ly,—r exp (P}, fo(x:) + by
‘CCE = EmiNP;t E —log Y ( k ( ) )

TS exp (T fo(ai) + be)

where by, b. are biases of the linear layer, and we set them as zeros during training, and Iy is an
indicator function that if the subscript condition is true, I = 1, otherwise, Ipyse =0.. Compared
with regular prototypes, such linear layer prototypes are built on a lot more data because RandMix
is initialized and used for every mini-batch during model training. Moreover, RandMix has general
effect on improving generalization ability, as shown in our experiments later in Section[3.2} Thus
we believe that linear layer prototypes have smaller adaptivity gaps than regular ones.

. ®)

With linear layer prototypes, we can align domains in a better way. Unlike the alignment on regular
prototypes, we do not sum up and average prototypes of different domains. Instead, we simulta-
neously maximize the similarities of data samples to prototypes of different domains, although in
practice we may have prototypes of just two domains since there is only one old model being stored
(Section 2.I). We also introduce contrastive comparison into the domain alignment process that
can enhance the distinguishability of different classes and be beneficial for our pseudo labeling.
The contrastive comparison includes negative pairs of a particular sample and samples from other
classes. In this case, our prototype contrastive alignment is formulated as follows:

K R < tT ) ~ t—1T ]
EPCA _ ]Ewwp;—t {Z . log Hyi:k [e p (pk f@(wz)) + exp (pk f@(wz))] }

A , where
k=1

K K 9
A= "exp (pL fo(:)+> exp (P fo(xi))+ D Lyzg, exp (folzi) " fo(;)) .

c=1 c=1 x; €T j#i

Furthermore, we also adopt knowledge distillation from the stored old model to the current model
for forgetting compensation. In this case, our final optimization objective is shown as follows:

L= Lop+ Lrca + Lois, where Lpis = Dk, [g57 (f5 () 95 (f5(2)]yppe - (10)

Note that this optimization objective is used in all target domains. As for the source domain, there
is no distillation Lpjg and the nominator of Lpca only contains the first term, because there is no
stored old model in the stage of source training. We denote this simplified optimization loss as L’.
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3 EXPERIMENTS

Our code is available at https://github.com/SonyAI/RaTP, The datasets, experiment settings, and
comparison baselines are introduced below, and more details are in the appendix.

Datasets. Digits consists of 5 different domains with 10 classes, including MNIST (MT), SVHN
(SN), MNIST-M (MM), SYN-D (SD) and USPS (US). PACS contains 4 domains with 7 classes,
including Photo (P), Art painting (A), Cartoon (C), and Sketch (S). DomainNet is the most chal-
lenging cross-domain dataset, including Quickdraw (Qu), Clipart (Cl), Painting (Pa), Infograph (In),
Sketch (Sk) and Real (Re). Considering label noise and class imbalance, we follow Xie et al.| (2022)
to split a subset of DomainNet for our experiments.

Experiment Settings. We apply ResNet-50 as the feature extractor for both PACS and DomainNet,
and apply DTN as the feature extractor for Digits (Liang et al., 2020). In the source domain, we
randomly split 80% data as the training set and the rest 20% as the testing set. In target domains,
all data are used for training and testing. The SGD optimizer with an initial learning rate of 0.01 is
used for Digits, and 0.005 for PACS and DomainNet. The exemplar memory size is set as 200 for
all datasets, and the batch size is 64. For all experiments, we conduct multiple runs with three seeds
(2022, 2023, 2024), and report the average performance.

Comparison Baselines. RaTP is compared with a comprehensive set of state-of-the-art works
from Continual DA [CoTTA (Wang et al., 2022), AuCID (Rostami, [2021)], Source-Free DA
[SHOT (Liang et al., 2020), GSFDA (Yang et al., 2021), BMD (Qu et al.,2022)], Test-Time/Online
DA [Tent (Wang et all 2020), T3A (Iwasawa & Matsuo} 2021)], Single DG [L2D (Wang et al.,
2021c), PDEN (Li et al} 2021)], Unified DA&DG [SNR (Jin et al.| [2021)], and Multiple DG
[PCL (Yao et al.,2022), EFDM (Zhang et al., |[2022)].

Table 1: Performance comparisons between ours and other methods on Digits in TDG, TDA, and
FA under two domain orders (shown with |). We blue and bold the best, and bold the second best.

&8 S FE s x5 sy 5
Order Metric C:é Y?“’Q $ Oéc $ & L9 QQ %% QQ é)? o

MM | 533 428 556 54.8 553 53.1 513 73.6 684 689 51.7 48.0 || 86.8
& SN 236 16.1 259 282 249 29.7 229 354 35.6 354 228 12.6 | 43.7
&Q SD |33.8 314 441 293 42,6 380 339 52.6 541 558 350 151 67.5
MT US |889 81.6 69.0 51.6 739 87.8 774 877 835 805 719 355 | 90.1

Avg. | 499 430 487 41.0 492 522 464 623 604 60.2 454 27.8 | 72.0

MiM MT [99.0 99.1 994 994 994 99.0 99.0 993 99.1 992 99.2 99.2 || 99.4
1 MM |40.7 423 853 545 80.7 528 502 86.1 847 84.1 53.0 12.9 || 90.2
| SN |18.6 182 334 13.1 347 255 232 53.8 508 533 22.6 8.0 || 69.1

SN &Q SD |254 30.0 41.6 13.1 454 372 312 58.7 51.6 437 282 105 || 81.8
S% US [895 79.6 757 147 812 851 835 903 90.2 902 58.0 154 | 934

Avg. | 546 53.8 67.1 39.0 683 599 574 77.6 753 74.1 522 29.2 | 86.8
ULS MT [93.6 93.6 73.6 339 788 932 884 922 912 919 83.0 31.6| 954

MM | 329 492 39.0 10.0 442 50.1 464 70.8 69.7 70.9 363 154 || 82.1
& | SN [165 225 160 85 173 247 160 56.0 504 542 20.6 103 || 70.5
SD |284 300 41.1 10.8 457 353 26.1 70.1 688 711 272 15.7 | 813
Avg. | 429 488 424 158 465 508 442 723 70.0 72.0 41.8 183 || 82.3

SD |36.6 358 37.7 372 374 375 364 613 602 60.7 353 37.0 || 68.6
| SN 1176 192 184 22.0 183 272 206 52.7 515 522 214 1341 62.0
L | MM 29.7 362 253 334 294 421 340 645 608 60.2 335 17.7 | 68.7
Us MT |528 634 374 556 565 76.7 61.0 834 827 80.7 62.0 29.0 | 87.3

Avg. | 342 387 29.7 37.1 354 459 38.0 655 63.8 63.5 38.1 243 || 71.7

t US [985 98.6 98.6 983 986 985 985 99.0 98.8 98.9 98.6 983 | 98.9

Sb SD |232 243 329 402 309 398 257 748 71.8 71.8 37.1 9.6 || 82.6
S%\I QY" SN | 132 17.6 21.6 179 234 295 220 721 674 647 195 10.1 | 78.7
S MM | 257 304 194 20.0 29.6 39.7 36.1 789 76.7 744 294 108 || 81.8

MiM MT | 428 534 303 199 538 78.8 643 89.6 86.8 832 54.8 19.8 || 93.3
Avg. | 40.7 449 40.6 393 473 573 493 829 803 78.6 479 29.7|| 87.1

NfT US [952 903 442 499 572 98.5 804 934 905 913 81.8 10.7 || 96.2

SD |20.1 25.7 223 224 26.1 377 259 719 70.7 688 26.6 11.0 || 82.9
& | SN 11.8 19.1 135 8.6 14.1 28.6 138 568 55.6 550 17.7 143 || 68.4
MM |26.1 29.1 145 101 227 412 149 744 713 709 29.1 272 | 83.5
Avg. | 383 41.1 23.6 228 30.0 51.5 33.8 741 72.0 715 38.8 158 || 82.8
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3.1 EFFECTIVENESS OF THE RATP FRAMEWORK

We assume that each domain corresponds to a single training stage. After the training of every
stage, we test the model performance on all domains. In this case, we can obtain an accuracy
matrix, as shown in Figure [3] Target domain generalization (TDG) is measured by the mean model
performance on a domain before its training stage (mean of the green elements in Figure [3), target
domain adaptation (TDA) by the performance on a domain right after finishing its training stage (the
red element), and forgetting alleviation (FA) by the mean performance on a domain after the model
has been updated with other domains (mean of the blue elements). All these metrics are the higher,
the better. Due to space limitation, we report experiment results for Digits (Tables [1)) and PACS
(Table[2) in two domain orders, and for DomainNet (Table[3) in one domain order. Results for more
domain orders can be found in the Appendix. We can observe that RaTP achieves significantly
higher performance in TDG than all baselines in all cases, and comparable (and in many cases
higher) performance in TDA and FA. Specifically, RaTP significantly outperforms the second-
best baseline on TDG in all cases and by 3.1~10.3% in average, and the performance improvement
is particularly large over DA methods. For TDA and FA, RaTP is also the best in most cases (and
clearly outperforms the second best in many cases); and if not, very close to the best. These results
demonstrate that our method can effectively improve the model performance during the Unfamiliar
Period, adapt the model to different domains, and alleviate catastrophic forgetting on seen domains.

Table 2: Performance comparisons between ours and other methods on PACS in TDG, TDA, and
FA under two domain orders (shown with |). We blue and bold the best, and bold the second best.

Order Metric C:é 1S %Zv Oéi $ & & QQ(O %% QQ é)? Qé

A 71.1 67.0 682 75.0 684 71.6 71.1 675 67.0 674 664 665 | 73.9
QCJ C 47.0 299 32.0 449 349 485 359 49.2 478 427 425 37.7|| 53.1
S S 46.3 40.8 29.0 464 313 48.6 38.1 52.7 525 453 414 440 || 60.7

P Avg. | 54.8 459 43.1 554 449 562 484 56.5 558 51.8 50.1 49.4 || 62.6
1 P 994 994 97.0 98.8 97.0 994 994 99.1 99.2 99.0 98.8 99.1 || 99.5
A < A 770 646 850 821 869 76.6 742 728 702 71.8 774 724 || 875
+ (@ C 643 58.0 704 81.6 750 682 66.7 614 60.9 612 615 37.6 | 75.1
C S 544 543 629 81.5 613 587 57.1 68.6 658 654 656 30.0| 67.1
1 Avg. | 73.8 69.1 78.8 86.0 80.1 75.7 744 755 740 744 758 59.8 | 82.3
S P 994 96.6 949 71.0 943 994 959 OI.1 932 969 77.1 7931 979

< A 77.1 747 79.1 420 79.8 762 619 644 641 64.6 60.2 56.8 || 87.8
& C 645 646 663 23.1 609 68.7 557 57.6 555 60.2 40.1 46.1 | 73.0
Avg. | 80.3 78.6 80.1 454 783 814 712 71.0 709 739 59.1 60.7 || 86.2

C 584 505 464 70.1 465 583 584 63.7 63.1 63.1 50.1 64.2 | 69.6
Ol A 49.8 40.8 42.0 46.7 437 504 478 52.0 50.8 51.5 364 33.6 | 68.7
P

NJ 547 50.8 71.3 60.0 709 542 63.7 70.2 689 70.0 63.3 349 || 83.0
S Avg. | 543 474 532 589 537 543 56.6 62.0 609 61.5 499 442 73.8
N S 954 955 947 962 947 954 954 96.3 96.0 96.1 96.1 959 || 96.5
C C 68.3 653 86.6 794 879 67.1 753 795 79.7 80.0 739 70.1| 77.1
N &Qv A 58.0 679 88.1 834 88.9 573 729 69.7 683 69.8 557 145 || 877
A P 552 751 950 69.0 95.8 585 779 86.6 859 87.0 89.6 9.8 || 973
N Avg. | 69.2 760 91.1 820 91.8 69.6 804 83.0 825 83.2 78.8 47.6 | 89.7
P S 96.1 724 885 89.6 87.6 96.1 86.2 87.1 88.6 88.1 90.7 83.4 | 94.0

< C 68.5 699 84.7 67.7 86.6 678 649 76.7 753 76.6 72.0 53.5|| 80.8
& A 58.1 51.7 84.6 764 84.7 583 61.6 703 709 69.1 612 20.6 | 87.7
Avg. | 742 647 859 779 863 74.1 709 78.0 783 779 747 525 || 875

3.2 ABLATION STUDIES

To demonstrate the effectiveness of each module in RaTP, we conduct comprehensive ablation
studies for RandMix, T2PL, and PCA on Digits with the domain order US—SD—SN—-MM—MT.

Effectiveness of RandMix. We first remove RandMix from RaTP and see how the model perfor-
mance will change. We also try to apply RandMi x on a few other baselines, including SHOT (Liang
et al.;, 2020), GSFDA (Yang et al., [2021)), and PCL (Yao et al.,2022). The experiment results in Fig-
ure 4(a)| demonstrate that, removing RandMix from RaTP hurts the performance significantly, and
attaching RandMi x to other baseline methods clearly improves the model performance. Such ob-
servations prove the effectiveness of RandMi x.
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Table 3: Performance comparisons between ours and other methods on DomainNet in TDG, TDA,
and FA (domain order is shown left with |). We blue and bold the best, and bold the second best.

SR S T 9 s Q&5 &N & e
Order Metric Qo& %9 3 é)@ $ & O R éQ 5 & ng S

Sk 1294 279 227 29.1 231 294 294 31.6 29.6 30.6 27.1 314 | 334
Cl 476 424 222 520 250 503 454 523 494 514 41.1 273 | 54.6
QO In 16.0 16.7 13.0 14.0 11.8 16.6 14.8 132 122 97 127 126 16.2
S Pa |284 239 150 264 165 273 23.0 242 226 262 133 14.0 || 41.0

Qu Re |52.8 412 30.0 41.1 339 53.2 477 398 373 358 359 204 | 62.2
+ Avg. | 348 304 20.6 325 22.1 354 32.1 322 302 30.7 26.0 21.1 | 415
Sk Qu [92.7 927 920 948 92.0 920 92.1 91.8 920 91.8 91.5 909 || 92.0
+ Sk 379 31.1 349 46,5 372 382 369 37.1 342 350 34.1 122 49.8
Cl < Cl 56.7 54.0 349 59.0 357 572 56.2 552 523 562 480 8.5 || 648
N (@ In 175 193 172 225 129 189 182 132 121 12,6 175 11.5| 19.0
In Pa | 348 306 196 269 234 336 332 163 124 20.7 103 135 49.1
N Re |582 465 345 429 373 60.2 572 423 39.6 41.8 339 45 | 665
Pa Avg. | 49.6 457 389 48.8 39.8 50.0 49.0 427 40.4 43.0 392 235 || 56.8
N Qu [919 857 421 69.7 335 913 736 79.8 765 819 80.6 64.0 || 86.1
Re Sk |38.6 348 29.0 33.8 292 39.3 33.1 327 314 33.0 29.0 13.8 | 51.3

< | € 56.6 53.0 29.2 36.8 322 58.3 48.6 445 432 429 41.8 21.7 || 63.8
& In 179 175 154 123 128 193 17.6 13.1 11.8 109 140 125 || 19.6

Pa |351 289 215 333 223 344 337 158 169 237 5.6 5.0 || 47.8
Avg. | 48.0 440 274 372 260 485 413 372 36.0 385 342 234 53.7

Performance (%)
«
S
Performance (%)
Performance (%)

(2) RandMix (R.M.) (b) T2PL (c) PCA
Figure 4: Ablation studies of RandMix, T2PL, and PCA on Digits. The average performance of
all domains for three metrics (TDG, TDA, FA) is shown. ‘Ours’ here denotes the full framework of

RaTP, while ‘Ours-’ represents to remove a corresponding module (a, b or ¢) from RaTP, ‘Ours-
w/’ means replacing the corresponding module with a new one.

Effectiveness of T2PL. We replace T2PL in RaTP with other pseudo labeling approaches to inves-

tigate the gain from T2PL, including Softmax (Lee et al, 2013), SHOT (Liang et all, [2020), and
BMD 2022). Figure [d(b)|shows that RaTP performs the best when it has T2PL.

Effectiveness of PCA. We first remove Lpc s from the optimization objective, leaving only CrossEn-
tropy Loss and Logits Distillation. We then try to replace PCA with regular forwarding prototype
learning (PL), supervised contrastive learning (SCL), and PCL 2022). Figure[4(c)| shows
that the performance of RaTP degrades significantly without Lpca, and when we use other methods
instead, the performance is still worse. This validates the effectiveness of PCA.

4 CONCLUSION

This paper focuses on improving the model performance before and during the training of continu-
ally arriving domains, in what we call the Unfamiliar Period. To solve this practical and important
problem, we propose a novel framework RaTP that includes a training-free data augmentation mod-
ule RandMix, a pseudo labeling mechanism T2PL, and a prototype contrastive alignment training
algorithm PCA. Extensive experiments demonstrate that RaTP can significantly improve the model
performance in the Unfamiliar Period, while also achieving good performance in target domain
adaptation and forgetting alleviation, in comparison with state-of-the-art methods from Continual
DA, Source-Free DA, Test-Time/Online DA, Single DG, Multiple DG, and Unified DA&DG.
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SUMMARY OF THE APPENDIX

This Appendix includes additional details for the ICLR 2023 paper “Deja Vu: Continual Model
Generalization for Unseen Domains”, including related work comparison, more implementation
details of main experiments, additional experiment results, and sensitivity analysis on parameters
used in the framework. The Appendix is organized as follows:

 Section[Aldiscusses the difference between RaTP and related works.

* Section[B|provides more implementation details, including detailed experiment settings, data split-
ting strategy, implementation details of the baseline methods, and network structures.

 Section [C] presents experiment results of additional domain orders on three datasets.
* Section D] provides detailed sensitivity analysis of three parameters used in RaTP.

* Section [E] shows additional evaluations of RaTP in stationary domain adaptation.

A RELATED WORK COMPARISON

Our work is relevant to a number of different topics as we focus on addressing important and practi-
cal problems. We show a detailed comparison among these relevant topics in Table[d] Specifically,
Fine-Tuning (Tajbakhsh et al.| [2016) is usually conducted on a trained model with labeled target
domain data. It can achieve certain domain adaptation capabilities after sufficient training, but the
forgetting of previously learned knowledge is often severe. Continual Learning (Lopez-Paz & Ran-
zato), [2017}; [Rebutfi et al., 2017), which shares the same settings as Fine-Tuning, can effectively
achieve alleviation of catastrophic forgetting. To relax the demand for target labels, a series of do-
main adaptation (DA) methods are proposed. Unsupervised DA (Ganin & Lempitsky, 2015} |Dong
et al.,2021; Zhu et al.}[2021; Xu et al.,[2021)) can work effectively when the target data is unlabeled,
but suffers from poor forgetting alleviation capability in continually changing cases. Continual
DA (Wang et al.| 2022} Rostamil [2021}; [Tang et al.,2021])) is able to compensate for the forgetting of
learned knowledge, while achieving good domain adaptation, but it requires access to source data.
Source-Free DA (Yang et al., 2021} |Liang et al., 20205 2021} |Qu et al., [2022) is proposed to adapt
the model to unlabeled target domains without the need for source data, but the model forgets a lot
of learned knowledge during adaptation. Test-Time DA (Wang et al., [2020; Iwasawa & Matsuo),
20215 (Chen et al., 2022} Niu et al., [2022; |Hong et al., |2023)) does not need source data and target
labels, and can achieve effective domain adaptation without heavy catastrophic forgetting on old
knowledge. However, all these DA methods cannot achieve effective target domain generalization
on new domains before and during the training on them, which is the main focus of our work here.

Different from DA, Domain Generalization (DG), as another cross-domain learning paradigm, can
improve model out-of-distribution generalization (Dong et al., 2022bj [Hong et al.| 2021) perfor-
mance even without seeing target domains. According to the composition of the given source do-
main, DG can be divided into two types, Single Source (Wang et al.| [2021c; [Li et al), 2021} Zhu
& Li, [2022) and Multi-Source (Yao et al., 2022; [Zhang et al., [2022). Both these two DG-s require
labeled source domain data, and can address target domain generalization before any adaptation on
target domains. However, they cannot achieve effective target domain adaptation and forgetting alle-
viation, which are important in continually changing scenarios. Recently, there are some works (Jin
et al 2021)) that try to unify DA and DG, but they require significant resources such as source-
labeled data and target-labeled data. Moreover, such Unified DA & DG also suffers from forgetting
when being applied in continual learning settings. Compared with these studies, our work focuses
on improving model performance on new target domains before and during the training on them, in
what we call the Unfamiliar Period in the main text, while also achieving effective target domain
adaptation and forgetting alleviation. To ensure the application practicability, we assume that there is
only unlabeled data from target domains. As shown in the main text, the proposed RaTP framework
can effectively solve the problem we target under such assumptions.

B IMPLEMENTATION DETAILS

Experiment Settings. To classify the datasets, we apply ResNet-50 as the feature extractor for both
PACS and DomainNet. For Digits, we follow Liang et al.|(2020) to use DTN as the feature extractor.
In source domain, we follow Wang & Lu|to split 80% data as the training set and the rest 20% as
the testing set. In all target domains, all data are used for training and testing. For each dataset,
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Table 4: Characteristics of various problem settings that adapt a model to potentially shifted target
domains, especially assuming the domain shift is continually changing.

Topics Source Data Target Data Target Label ggﬁgﬁgﬁfgﬁ Ta/r\gd'i;p];(;irgliln Eﬁzgv?gtlir(l)%l
Fine-Tuning X v v X v X
Continual Learning X v v X v v
Unsupervised DA v v X X v X
Continual DA v v X X v v
Source-Free DA X v X X v X
Test-Time DA X v X X v v
Single Source DG v X X v X X
Multi-Source DG v X X v X X
Unified DA & DG v v v v v X
RaTP X v X v v v

we keep the training steps per epoch the same for all domains in all different domain orders. We
use 800 steps for Digits, 50 steps for PACS and 70 steps for DomainNet. Training epoch is 30 for
all datasets and domains. The SGD optimizer with initial learning rate 0.01 is used for Digits and
0.005 for PACS and DomainNet. Moreover, we use momentum of 0.9 and weight decay of 0.0005
to schedule the SGD. The exemplar memory is set as 200 for all datasets, and we set the batch size
of mini-batch training as 64. Only ResNet-50 is initialized as the pre-trained version of ImageNet.

Subset of DomainNet. The original DomainNet is class imbalanced, with certain classes in some
domains containing very few images (~10). This makes it hard to assign pseudo labels for these
classes. Thus, we refer to Xie et al.| (2022) to select the top 10 classes with most images in all
domains, which contain 26,013 samples in total. This dataset is still class imbalanced, with the
smallest sample number for a class is 32, while the largest is 901. Therefore, this subset is still quite
challenging.

Baseline Implementations. For fair comparison, we try our best to extend all baseline methods
in our problem settings. AuCID (Rostami, 2021) shares the most similar setting with us. But
their exemplar memory size is not limited and can be enlarged as more domains appear. And they
transform Digits to gray scale images while we treat them as RGB images. For Test-Time/Online
DA [CoTTA (Wang et al.| [2022)), Tent (Wang et al., [2020), T3A Iwasawa & Matsuo| (2021), Ada-
Con (Chen et al.| 2022), EATA (Niu et al., |2022)], we keep the setting that adapts the model on
each target domain only once. For Single DG [L2D (Wang et al., 2021c), PDEN (L1 et al., 2021)]
and Multiple DG [PCL (Yao et al.,[2022)), EFDM (Zhang et al.,[2022)], we use SHOT (Liang et al.,
2020) to assign pseudo labels for the optimization on target domains. In EFDM, we use samples
from current domain as the content images and randomly select images in the replay memory as
the style images. SNR (Jin et al., 2021} directly modifies the model structures to match statistics of
different domains, thus it can be viewed as a unified approach for both DA and DG. In our imple-
mentation, we use SNR to modify the convolution filters of the feature extractor and optimize the
model with SHOT. We also consider a more advanced version of SHOT for further comparison, i.e.,
SHOT++ (Liang et al.,[2021), which equips an additional semi-supervised training step using Mix-
Match (Berthelot et al., 2019). This may not be fair for other methods because all methods can in
principle equip with this additional training step. Thus, we also run SHOT++ without the MixMatch
and denote it as SHOT+. All baseline methods are equipped with the same exemplar memory and
the same feature extractor.

Network Structures. Our RandMi x augmentation network includes four autoencoders that consist
of a convolutional layer and a transposed convolutional layer. All these layers have 3 channels and
kernel sizes of 5, 9, 13, 17, respectively. The classification model contains a feature extractor,
a bottleneck module and a classifier. Specifically, pre-trained ResNet-50 is used as the feature
extractor for both PACS and DomainNet. Following |[Liang et al.| (2020), DTN, a variant of LeNet
is used as the feature extractor for Digits. We also introduce a bottleneck module between the
feature extractor and the classifier. The bottleneck consists of a fully-connected layer (256 units
for Digits and 512 units for both PACS and DomainNet), a Batch Normalization layer, a ReLU
layer and another fully-connected layer (128 units for Digits, 256 units for PACS, and 512 units
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for DomainNet). The classifier is a fully-connected layer without the parameters of bias. Both
contrastive loss and distillation loss are applied to the representations after the bottleneck.

C ADDITIONAL EXPERIMENT RESULTS

Following existing studies of continual domain shifts (Rostamil, 2021} Wang et al.| 2022} Tang et al.,
2021), we have presented experiment results under the most popular domain orders in the main
text. To further explore the impact of domain order, which is rarely studied by existing works, we
conduct more experiments with additional domain orders for the three datasets. Specifically, for
each dataset, we carry out experiments under 10 different domain orders that are randomly shuffled,
shown in Table[5] We present the average performance for all orders in Table [ (Digits), Table
(PACS), Table [§| (DomainNet). Note that for the average performance in Tables [6] [7] and [§] we
select a subset of the baseline methods that perform relatively better than the rest, including a few
additional baselines (i.e., SHOT+ (Liang et al.,[2021), SHOT++ (Liang et al.,|2021)), AdaCon (Chen
et al., 2022), EATA (Niu et al., 2022)), L2D (Wang et al.l [2021c), and PDEN (Li et al.,[2021)), to
carry out experiments for saving time and space. Under these additional domain orders, RaTP still
achieves the best average TDG on all three datasets, and comparable (and in many cases better)
performance in TDA and FA. Combining these results with the ones shown in the main text, we
can clearly see that RaTP provides significant improvement on TDG over previous state-of-the-art
methods, while achieving comparable performance in TDA and FA.

Table 5: Different domain orders used to assess their impact on various approaches’ performance.
The results are reported in Tables @ and @for the average performance of all orders.

Order Datasets Digits PACS DomainNet
Order 1 SN—->MT—MM—SD—US | A—-C—P—S | Re—Pa—In—Cl—Sk—Qu
Order 2 SN—-SD—-MT—US—MM | A—-C—S—P | Cl-In—Pa—Qu—Re—Sk
Order 3 MM—US—MT—SD—SN | A—P—C—S | CI-Re—In—Qu—Sk—Pa
Order 4 MT—-MM—SN—-SD—US | C-A—S—P | In—-Qu—Cl—Pa—Re—Sk
Order 5 MT—-MM—US—SN—SD | C—»S—P—A | Pa—Sk—Qu—In—Re—Cl
Order 6 SD—+MM—SN—-MT—-US | P-A—C—S | Qu—Re—Cl—-Pa—In—Sk
Order 7 SD—-SN—-US—-MM—MT | P-S—A—C | Qu—Sk—Cl—In—Pa—Re
Order 8 SD—-US—MM—SN—MT | P»S—C—A | Sk—In—Pa—Cl—Re—Qu
Order 9 US—MT—-SN—-MM—SD | S—-C—A—P | Sk—Re—Pa—Cl—Qu—In
Order 10 US—SD—-SN—-MM—MT | S-P—-C—A | Sk—Re—Qu—Pa—In—Cl

D SENSITIVITY ANALYSIS

We conduct sensitive analysis of the confidence threshold 7.y, in splitting RandMix, and 7., and
T{op iN T2PL. All sensitive analysis experiments are conducted on Digits with the domain order of
US—SD—SN—MM—MT. For splitting RandM1ix, 1., controls the proportion of unlabeled data
that needs to be augmented. As shown in Figure[5(a)] different r¢,,-s correspond to different model
performance, and we can obtain the best performance when r.,, = 0.8, which is adopted for Digits
and DomainNet. And 7.y is set as 0.5 for PACS. As for the sensitivity analysis of the other two
parameters, according to the results shown in Figures[5(b)land[5(c)} we can observe that a larger 7¢op
that corresponds to a smaller amount of fitting samples is detrimental to the model performance,
while a larger r{op that corresponds to fewer nearest samples for the KNN classification leads to
slightly better performance. We choose 1o, = 2 and réop = 20 for Digits and PACS, ri,, = 1 and
Ttop = 10 for DomainNet.

E EVALUATIONS ON STATIONARY DOMAIN ADAPTATION

While our work primarily focuses on continual domain shift, here we provide results of stationary
domain adaptation for further comparison. In this setting, we consider the combination of one
single source domain and one single target domain, and consider the generalization performance on
the target domain accuracy after adaptation. In such situation, we remove the replay memory, the
distillation loss term (Eq. 10) and the second term in the nominator of Lpca (Eq. 9), as they force
the model to achieve forgetting alleviation for previous domains and may impede the adaptation
to the target domain. We conduct our stationary domain adaptation in PACS, and the results after
adaptation are shown in Tables [9] Compared with other baselines, RaTP performs the best in most
cases and achieves 4.4% higher average accuracy than the second best.
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Table 6: Performance comparisons between ours and other baseline methods on Digits in average
TDG, TDA, and FA under 10 different domain orders. We blue and bold the best performance, and
bold the second best.

Metric & Orders | SHOT+ SHOT++ Tent AdaCon EATA L2D PDEN || Ours
Order 1 66.2 68.3 71.1 72.6 71.3 72.3 69.4 77.0
Order 2 78.0 78.2 72.9 75.8 71.5  78.1 78.4 79.5
Order 3 68.3 65.8 70.7 67.0 69.6 71.7 70.5 77.0
Order 4 49.1 52.0 52.2 53.2 53.7 62.3 60.4 72.0
Order 5 54.0 54.1 53.1 51.1 53.6 62.7 61.4 72.9
TDG | Order 6 72.3 75.2 76.9 75.8 77.8 78.2 76.8 81.0
Order 7 74.8 76.0 76.9 73.0 76.1 78.1 76.8 81.9
Order 8 73.9 72.6 79.3 76.9 779 78.0 71.3 81.3
Order 9 35.1 39.0 41.3 413 44.1 61.7 61.7 73.2
Order 10 38.6 41.7 45.9 46.3 44.2 65.5 63.8 71.7
Avg. 61.0 62.3 64.0 63.3 64.0 709 69.7 76.8
Order 1 84.0 87.5 71.5 77.4 76.8 85.9 81.9 89.7
Order 2 91.6 94.8 71.5 76.0 76.9 91.3 89.5 90.7
Order 3 81.2 79.9 70.7 75.8 76.4 85.9 86.2 87.8
Order 4 73.8 79.6 59.9 64.9 65.0 77.6 75.3 86.8
Order 5 79.7 84.9 59.5 65.3 65.8 79.3 78.3 87.5
TDA Order 6 87.0 92.1 80.2 80.5 81.1 89.7 89.0 90.0
Order 7 89.9 91.2 80.9 82.1 83.2 87.6 85.2 91.6
Order 8 89.0 91.5 80.5 80.2 822 88.6 85.9 89.7
Order 9 48.4 48.8 48.7 55.7 55.4 74.2 70.9 85.9
Order 10 61.2 62.9 57.3 58.3 57.1 82.9 80.3 87.1
Avg. 78.6 81.3 68.7 71.6 72.0 843 82.3 88.7
Order 1 60.0 67.1 67.8 75.2 76.2 752 71.4 83.8
Order 2 73.9 75.5 82.2 82.7 83.6 8l1.1 79.6 87.4
Order 3 70.7 71.2 72.9 80.4 85.5 85.1 81.9 90.1
Order 4 56.5 65.3 50.8 59.0 58.8 723 70.0 82.3
Order 5 77.0 79.1 61.4 71.7 712 749 73.9 85.2
FA Order 6 59.3 67.4 81.2 80.4 79.7 76.8 74.1 84.9
Order 7 62.2 71.0 79.8 82.1 809 776 76.1 84.7
Order 8 57.2 66.0 80.0 81.9 794 750 72.6 83.3
Order 9 25.1 30.0 33.1 56.8 61.8 72.5 68.5 85.1
Order 10 39.7 52.5 51.5 52.0 524 741 72.0 82.8
Avg. 58.2 64.5 66.1 72.2 73.0 76.5 74.0 85.0
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Figure 5: Sensitivity analysis of confidence threshold 7o, in RandMix; 7., and réop in T2PL.
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Table 7: Performance comparisons between ours and other baseline methods on PACS in average
TDG, TDA, and FA under 10 different domain orders. We blue and bold the best performance, and
bold the second best.

Metric & Orders | SHOT+ SHOT++ Tent AdaCon EATA L2D PDEN || Ours
Order 1 69.4 70.4 75.5 75.2 75.1 74.0 737 76.6

Order 2 67.0 68.7 73.1 74.6 725 76.0 71.6 75.8

Order 3 67.8 63.3 75.6 75.9 76.1  72.8 73.5 76.6

Order 4 69.5 66.1 78.5 77.1 774  78.1 77.2 79.8

Order 5 61.1 62.2 81.6 74.6 783 74.6 73.5 78.1

TDG | Order 6 48.5 50.0 56.2 57.2 574 56.5 55.8 62.6
Order 7 36.6 43.2 52.5 554 543 549 52.0 56.8

Order 8 37.2 39.0 50.6 52.1 51.8 528 515 54.8

Order 9 53.1 52.7 54.3 57.3 482 62.0 609 73.8

Order 10 39.1 44.6 60.2 52.3 50.0 56.7 54.6 70.7

Avg. 54.9 56.0 65.8 65.2 64.1 65.8 644 70.5

Order 1 86.7 89.4 84.0 85.8 86.7 84.5 83.7 83.5

Order 2 87.8 89.4 82.0 81.6 853 83.6 83.3 84.5

Order 3 88.7 88.8 82.5 82.8 85.6 829 79.9 84.2

Order 4 89.2 91.2 88.2 88.7 89.2 84.6 83.0 86.8

Order 5 85.2 85.4 88.6 86.4 88.2 80.1 78.2 85.5

TDA | Order 6 83.1 85.3 75.7 78.6 79.2 755 74.0 82.3
Order 7 66.9 69.9 74.4 74.0 73.0 713 71.6 76.6

Order 8 64.0 68.8 72.5 73.9 723  68.5 69.8 74.9

Order 9 91.5 92.2 69.6 77.8 73.0 83.0 82.5 89.7

Order 10 75.9 83.2 69.8 69.7 704 744  72.1 90.1

Avg. 81.9 84.4 78.7 79.9 80.3 788 77.8 83.8

Order 1 73.0 78.6 89.5 90.7 914 85.6 85.2 87.8

Order 2 72.4 82.3 79.5 77.7 83.7 80.6 77.4 77.9

Order 3 81.8 78.9 88.5 89.5 90.5 84.8 78.7 87.5

Order 4 76.9 77.6 83.3 84.5 877 775 77.1 82.5

Order 5 829 86.1 89.0 88.0 90.8 76.7 76.5 84.2

FA Order 6 79.6 84.3 81.4 80.7 835 710 709 86.2
Order 7 65.3 80.5 78.0 78.0 744 757 75.4 79.7

Order 8 58.3 83.5 73.3 74.0 733  72.6 72.1 73.4

Order 9 86.5 88.8 74.1 79.0 76.6  78.0 783 87.5

Order 10 72.0 89.5 73.1 73.7 743 734 714 89.6

Avg. 74.9 83.0 81.0 81.6 826 776 76.3 83.6
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Table 8: Performance comparisons between ours and other baseline methods on DomainNet in aver-
age TDG, TDA, and FA under 10 different domain orders. We blue and bold the best performance,
and bold the second best.

Metric & Orders | SHOT+ SHOT++ Tent AdaCon EATA L2D PDEN || Ours
Order 1 46.9 45.5 52.1 51.3 51.2  49.6 48.0 51.9

Order 2 52.2 50.0 31.0 52.7 552 55.6 512 57.4

Order 3 53.6 53.3 58.4 53.7 58.7 52.8 51.1 594

Order 4 40.8 41.9 50.6 51.3 51.1 482 47.0 54.7

Order 5 48.4 49.6 52.8 53.0 52.8 53.1 51.0 56.0

TDG | Order 6 34.0 353 33.1 32.9 33.6 36.5 37.2 46.7
Order 7 23.2 25.7 354 329 344 322 30.2 41.5

Order 8 59.2 59.9 61.0 62.0 62.0 62.1 61.4 61.8

Order 9 58.7 59.3 61.3 61.6 63.3 594 599 63.7

Order 10 56.2 60.1 41.2 61.3 59.0 574 564 62.3

Avg. 47.3 48.1 47.7 51.3 521 50.7 49.3 55.5

Order 1 68.4 70.5 59.0 60.4 60.0 59.9 60.8 68.1

Order 2 69.7 66.2 28.9 66.2 65.8  56.5 54.2 69.6

Order 3 72.6 73.4 65.6 68.6 694 548 52.7 70.3

Order 4 51.3 53.5 54.6 52.2 529 573 55.2 60.3

Order 5 68.5 70.9 60.3 60.3 587 569 55.7 68.2

TDA | Order 6 63.1 65.3 51.8 52.4 550 493 50.2 65.1
Order 7 47.7 48.1 50.0 50.8 51.7 41.7 40.4 56.8

Order 8 72.8 73.2 67.6 71.6 70.7 64.0 634 75.5

Order 9 74.2 75.9 67.6 71.3 69.3 61.9 62.2 74.1

Order 10 71.9 72.1 31.0 67.9 712  59.9 61.0 67.8

Avg. 66.0 66.9 53.6 62.2 62.5 56.2 55.6 67.6

Order 1 61.4 66.5 67.4 67.0 64.3  63.7 61.1 67.6

Order 2 64.5 68.9 34.1 62.6 65.8 489 46.3 67.7

Order 3 62.9 67.7 65.6 66.3 69.2 452 43.1 68.1

Order 4 42.1 65.4 56.4 53.3 52.7 41.5 39.5 56.5

Order 5 60.9 68.5 58.0 56.6 574 512 48.6 65.4

FA Order 6 61.1 66.3 52.4 494 548 48.0 46.0 62.8
Order 7 42.8 51.7 48.5 48.5 477 372 36.0 53.7

Order 8 61.6 67.5 71.6 72.8 73.5 58.8 55.1 72.0

Order 9 67.4 77.3 76.8 76.1 76.0  66.5 65.6 79.6

Order 10 60.4 69.6 30.4 65.5 663 o614 609 62.9

Avg. 58.5 66.9 56.1 61.8 62.8 522 50.2 65.6

Table 9: Comparison of domain adaptation for stationary source-target pairs on PACS. We blue and
bold the best average performance, and bold the second best.

Method | P—A P—C P—S A—P A—-C A—=S C—P C—A C—=S S—P S—A S—C|Avg
SHOT | 87.2 854 338 993 878 444 99.0 919 649 535 849 §89.8 |76.8
SHOT+ | 904 879 388 995 888 419 989 926 672 522 843 895|777
SHOT++ | 93.1 89.1 388 996 90.1 413 99.1 936 682 53.1 872 917|784
Tent 710 649 555 974 767 637 954 828 735 553 591 68.0 |724
AdaCon | 882 853 566 995 868 677 977 915 750 613 827 753 |80.6
EATA | 792 727 59.0 972 80.0 727 957 848 79.7 553 60.0 687 |754
Ours 925 832 624 995 88.0 590 989 926 648 992 928 86.7 |85.0
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