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ABSTRACT

As social infrastructure networks become increasingly complex, the interdepen-
dence between different network layers has garnered significant attention. In real-
world multi-layer networks, structural changes in one layer often trigger cascade
coupling effects, where these changes propagate across layers and influence link
formation in a chain-like manner. However, traditional link prediction methods
typically treat each layer independently, overlooking these cross-layer dependen-
cies. To address this, we propose CACE-NET: CAscade Coupling Effect for link
prediction in multi-layer NETworks. CACE-NET encomasses three key com-
ponents: (i) Layer-wise representation extractor; (ii) Adversarial coupling rep-
resentation encoder; and (iii) Adaptive fusion link predictor. Firstly, layer-wise
representation extractor applies independent graph convolutions to model intra-
layer structures. Next, the adversarial coupling representation encoder leverages
adversarial training to learn latent cascading dependencies between replica nodes
across layers. Finally, adaptive fusion predictor integrates intra-layer and cross-
layer embeddings via an attention mechanism, effectively combining local and
global information to enhance link prediction in the target layer. Experimental
results on multiple real-world datasets show that CACE-NET outperforms state-

of-the-art methods, achieving AUC improvements of up to 13.29%.

1 INTRODUCTION

As real-world systems become increasingly interconnected, many complex relationships can be ef-
fectively modeled as multi-layer networks, including power grids, transportation systems, and so-
cial infrastructure networks (Hammoud & Kramer, 2020). A multi-layer network models complex
systems by organizing nodes and edges into multiple layers, each representing a different type of
relationship among the same entities (Boccaletti et al.|[2014; |Kiveld et al.| 2014). Each entity “phys-
ical node” can appear as a “replica” in different layers, participating in layer-specific interactions.
Inter-layer edges capture dependencies between replicas across layers, allowing multi-layer net-
works to represent the diverse and interconnected relationships (Jiang et al., |2020; [De Domenico,
2023). These cross-layer dependencies can manifest as cascade coupling effects, where variations
in one layer trigger a chain reaction across others (Danziger & Barabasi, [2022).

Such cascade dynamics make link prediction par-
ticularly challenging, as changes in one layer can
propagate through replica nodes and reshape con-
nections in others. As shown in Fig.[I] a new con-
nection in the “Workplace” layer (where the “En-
gineer” links the “Manager” and “Researcher”)
can lead to new friendships, which in turn facili-
tate collaborations in the “Project” layer. By cap-
turing such cross-layer cascade signals, the mod-
els may leverage historical interactions from mul-
tiple layers to improve link prediction in the target
layer. Thus, explicitly modeling these cross-layer
coupling effects is essential for accurate and reli-
able link prediction in multi-layer networks.
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Figure 1: Illustration of inter-layer coupling ef-
fects in multi-layer networks for link prediction.
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Most existing approaches lack explicit mechanisms to capture cascading coupling effects, limit-
ing their effectiveness in complex multi-layer networks. We group current link prediction methods
into three main categories: (a) Network simplification methods, which aggregate all layers into a
single weighted network (Mishra et al., [2023). While this simplifies analysis, it discards nuanced
inter-layer interactions and overlooks cascading effects from structural changes in one layer to oth-
ers. (b) Inter-layer similarity-based methods, which use predefined similarity metrics to compare
node or edge attributes across layers (Yao et al., [2017; Najari et al) 2019). These methods offer
interpretability and highlight some cross-layer patterns, but rely on static calculations and cannot
model the dynamic, sequential propagation of changes across layers. (c) Extended cross-layer
embedding methods, which align entities via replica nodes and extend GCN operations to aggre-
gate information from both intra-layer neighbors and cross-layer counterparts (Ren et al., [2024)).
However, these approaches depend on static coupling assumptions and direct replica connections,
limiting their ability to capture latent, long-range, and sequential dependencies underlying cascading
coupling effects in real-world networks.

While recent progress has been made in link prediction for multi-layer networks, most existing
methods still fall short of explicitly modeling the cascading coupling effects that are fundamental
to real-world systems. This oversight leaves a significant gap: the dynamic, sequential propagation
of structural changes across layers—and its impact on link formation—remains insufficiently ad-
dressed. In this work, we propose a novel framework that explicitly models cascading inter-layer
dependencies for improved link prediction. Unlike previous methods that rely on static feature ag-
gregation (Wang & Sunl 2021)), our approach introduces a dynamic and adaptive mechanism to
capture inter-layer coupling, enabling the model to learn robust and transferable representations that
reflect the evolving relationships in multi-layer networks. Our work is motivated by two central
challenges: First, how to effectively extract meaningful coupling information from node replicas
distributed across different layers, while mitigating the risk of information redundancy that can arise
from their presence. Second, how to dynamically balance intra-layer structural information with
cross-layer coupling signals during prediction.

To tackle these challenges, we introduce CACE-NET: CAscade Coupling Effect for link prediction
in multi-layer NETworks, a framework that explicitly models dynamic inter-layer coupling effects
for link prediction in multi-layer networks. Rather than treating each layer in isolation or relying on
static aggregation, CACE-NET leverages adversarial training to capture latent dependencies among
replica nodes across layers. The framework consists of three core components: (i) Layer-wise rep-
resentation extractor that applies independent graph convolutions to encode intra-layer structures;
(i1) Adversarial coupling representation encoder that employs adversarial learning to uncover and
distill cross-layer coupling information among node replicas; and (iii) Adaptive fusion link predic-
tor that adaptively integrates intra-layer and cross-layer representations via an attention mechanism,
enabling accurate link prediction in the target layer by balancing local and global information.

We summarize the key contributions of this work as follows:

* We introduce CACE-NET, a novel framework for link prediction in multi-layer networks
that explicitly models both intra-layer structure and dynamic inter-layer coupling effects.
By leveraging adversarial training, our coupled information encoder learns robust, shared
cross-layer representations, while an adaptive fusion mechanism integrates these with intra-
layer features to produce informative, stable embeddings for prediction.

* We provide formal analysis establishing that CACE-NET: (i) learns stable and robust
cross-layer embeddings under bounded adversarial perturbations (Proposition 1); (ii) fuses
intra- and cross-layer information via a Lipschitz attention module controlling perturbation
propagation (Lemma 1); and (iii) achieves end-to-end prediction stability, with sensitivity
bounded by a constant and controlled by learning rate and adversarial step size (Lemma 2).

» Extensive experiments on real-world datasets demonstrate that CACE-NET consistently
outperforms state-of-the-art baselines, achieving up to 13.29% higher AUC and validating
the benefits of explicitly modeling cascading coupling effects.

2 RELATED WORK

With the deepening of research on social networks, an increasing number of scholars are focusing on
multi-layer social networks. Recent studies demonstrate a certain degree of correlation between the
topological features of different layers in multi-layer networks (Szell et al.,[2010; |Lee et al., 2015).
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Topology-based methods primarily rely on the structural properties of the network to perform link
prediction. These methods compute the similarity between two nodes using topological features
such as common neighbors, path-based information, and others. For instance, |Yao et al.[ (2017)
propose a method that calculates node similarity by combining both intra-layer and inter-layer topo-
logical information. Similarly, Najari et al.| (2019)) incorporate inter-layer similarity along with
target-layer features to enhance prediction accuracy. These methods argue that if two layers are
similar, then links in one layer are more likely to appear in the other layer.

Some studies simplify the problem by aggregating multi-layer networks into a single-layer repre-
sentation. For example, Mishra et al.|(2022) integrate all layers into a weighted static network,
employing node and edge relevance for link prediction. Likewise, [Mishra et al.| (2023)) introduce
long-range path information and iteratively compute link likelihoods.

Feature learning-based methods use machine learning or deep learning to learn representations from
the network structure for link prediction. Some approaches adopt classical machine learning algo-
rithms (Jalili et al.,[2017), while others improve deep models through careful feature selection (Man-
dal et al., 2018)). More recent works focus on extracting elaborate structural representations from
all layers (Shan et al., 2020), reconstructing the target layer by leveraging cross-layer representa-
tions (Abdolhosseini-Qomi et al.| [2020), or treating the fusion of multi-layer network information
as a multi-attribute decision-making process to enhance predictive accuracy (Luo et al.,[2021).

Although prior work advanced multi-layer link prediction via topology, feature learning, and aggre-
gation, these methods often overlook the intricate and dynamic inter-layer dependencies that drive
link formation. In contrast, our method directly addresses this limitation by explicitly modeling
cascade coupling effects, leveraging adversarial training and adaptive attention mechanisms. By
capturing how structural changes in one layer can propagate and influence link formation in oth-
ers, our approach enables a deeper understanding of cross-layer interactions and achieves superior
prediction performance in complex multi-layer network settings.

3 PRELIMINARIES

In this section, we formally define the problem of link prediction in multi-layer networks. For
a detailed overview of the foundational concepts and methods employed in this paper—including
Graph Convolutional Networks (GCNs), FreeLB adversarial training, and the formal definition of
coupling in multi-layer networks—please refer to Appendix [A]

The Problem. Let G = {G1,Ga,...,Gk} denote a multi-layer network with K layers, where
each layer G; = (V;, E;) consists of a node set V; and an edge set ;. All layers share a common set
of underlying entities V. However, not every entity necessarily appears in all layers. For layer G,
its node set can be formalized as V; = {u; | u € V; C V }, where u; denotes the replica of entity u
in the i-th layer. To capture the cross-layer consistency, we define a mapping 7(u;) = u, indicating
that all replica nodes correspond to the same physical entity. In this way, the coupling among
layers reflects a partial alignment: some entities have replicas in all layers, while others only appear
in a subset of layers. The cascade coupling effect refers to the phenomenon that information can
propagate across layers through replica nodes, even when some entities are missing in certain layers.
Specifically, if an entity w is absent in layer G but present in another layer G, its replica us can still
serve as an intermediary to transmit information back to GGy through cross-layer coupling. In this
way, missing structural or relational information in one layer can be compensated by the presence of
the same entity in other layers, forming a cascade of cross-layer influences that enhances robustness
and expressiveness in multi-layer networks.

Then let X € RIVI*d denote the feature matrix of all node entities, where d is the feature dimension
and X, is the feature vector of node u € V. The intra-layer node embeddings for all layers are
denoted by H = {Hy, Hs, ..., Hx}, where H; € RIVI*" is the embedding matrix for layer i and
h is the embedding dimension. We designate one layer G as the farget layer, and define the set of
auxiliary layers as G4 = {G, | @ € {1,2,...,K},a # t}. By construction, Gy N G4 = 0 and
G U G4 = G. The link prediction function is denoted as S (u,v), which estimates the probability
that a link exists between nodes u and v in the target layer G;. The edge set of the target layer F} is
partitioned into disjoint subsets: training edges Fi;,in, validation edges E\,), and test edges Eicst,
i.e., By = Etrain U Fyal U Eiegt and Epain N Eyal N Eiest = 0. In contrast, the edge sets of auxiliary
layers are entirely used for training as supplementary information.
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Figure 2: Architecture of CACE-NET.
4 CACE-NET

Overview. Fig. 2] illustrates CACE-NET, comprising three modules: (i) Layer-wise Represen-
tation Extractor — independent GCNs per layer to encode intra-layer structure; (ii) Adversarial
Coupling Representation Encoder — a generator—discriminator that learns layer-invariant cross-
layer embeddings using FreeLLB perturbations; and (iii) Adaptive Fusion Link Predictor — a
multi-head attention module that fuses intra-layer and cross-layer embeddings for link prediction.
Together, these modules integrate structural and coupling signals for accurate link prediction in
multi-layer networks. Further details about each section are as follows.

4.1 LAYER-WISE REPRESENTATION EXTRACTOR

The layer-wise representation extractor is designed to independently learn the structural features of
each layer in a multi-layer network, focusing exclusively on intra-layer topology. Formally, given a
multi-layer network where each layer G; = (V;, E;) comprises a node set V; and an edge set F;, we
assume V; C V', where V denotes the global set of physical nodes shared across all layers. To better
account for cross-layer coupling, we augment each layer’s node set to the full V' by adding isolated
nodes for entities not originally present in that layer, ensuring that every physical node v € V has a
corresponding replica u; in each layer GG;. We then assign a dedicated GCN for each layer, ensuring
that the unique local patterns of each layer are captured without interference from other layers.

Specifically, for each layer G;, we compute node embeddings using a 2-layered GCN, following
standard practice (Kipf & Welling, 2016). The GCN iteratively aggregates information from each
node’s local neighborhood, enabling the model to encode the structural context of each node within
its respective layer. While all layers utilize the same GCN architecture, each layer maintains its own
set of learnable parameters (i.e., weight matrices and biases). This design allows the extractor to
model layer-specific structural characteristics. We define the layer-wise representation as follows:

H = {H;}{<, = {GCN;(Gy, i)}y, (1
where A; is the adjacency matrix of layer G;, and each GCN; is an independent encoder dedicated
to extracting node representations for its respective layer. The embedding set { H; } X | covers all K
layers. For a physical node u shared across layers, we denote its replicas as uq, ..., ux, with u;
representing v in layer G;. Their intra-layer embeddings H,,, ..., H,, capture the layer-specific
structural features of u. For each link (u;, v;) in layer G;, we construct its intra-layer embedding by
vector concatenation || of the embeddings of the endpoints:

H(ui,m) = Hu, || Hvi- (2)

For link prediction in the target layer G, we utilize both its intra-layer information and that from
auxiliary layers G4 = {G, | @ # t}. For a node pair (us,v;) in Gy, we collect its replicas
(ta,vq) in each auxiliary layer G,. The intra-layer embeddings Hy,, .,) (target) and H,, .,
(auxiliary) together form the set { H(y,, .,)} K |, capturing structural features across all layers. These
embeddings serve as the basis for subsequent cross-layer coupling and fusion, enabling the model
to integrate both local and inter-layer information for improved link prediction.
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4.2 ADVERSARIAL COUPLING REPRESENTATION ENCODER

To model cross-layer dependencies, we propose an adversarial coupling encoder using a generator-
discriminator framework. This module contains a generator producing cross-layer embeddings for
node pairs, and a discriminator identifying each embedding’s layer origin. The generator is trained
to learn latent coupling relationships between corresponding nodes across layers, aiming to pro-
duce embeddings that are indistinguishable to the discriminator. In contrast, the discriminator is
optimized to correctly classify the layer of origin for each embedding. This adversarial interplay en-
courages the generator to distill shared, layer-invariant features while suppressing irrelevant, layer-
specific noise. The resulting robust embeddings capture deep structural patterns and latent couplings,
enhancing cross-layer generalization in multi-layer networks.Further details are as follows.

Generator. The generator is designed to produce cross-layer coupling embeddings for node pairs
by refining their representations from each layer. For a given node pair (u, v), let H,, ) denote its
embedding in the target layer and H,, ) its embedding in each auxiliary layer G,. The generator
takes these embeddings and aims to extract a shared, layer-invariant representation. To achieve this,
we apply adversarial optimization by introducing a bounded perturbation to the input embeddings
before passing them through the transformation function fy.

Specifically, we adopt the FreeLB adversarial training approach [Zhu et al.| (2020), which iteratively
applies gradient-based perturbations to the embeddings over multiple steps. This process generates
adversarial examples that are smoother and more robust, helping the generator learn representations
resilient to structural variations across layers. The update rule for the perturbation is given by:

0D = 105 <. [5&) + o - sign <V5<t>£D(f9(H + 5(t))))] ’ )

where Lp is the adversarial loss (cross-entropy, see Equation[7), € is the maximum allowed pertur-
bation norm, « is the step size, J is the adversarial perturbation, and II projects ¢ onto the /.-ball
of radius €. Repeating the process for T steps produces the final perturbed embedding:

Hiuwy = fo(Hius vy +07), “4)

where fy is implemented as a multi-layer perceptron (MLP) that maps the perturbed node-pair em-
beddings into a shared latent space. This shared space is designed to capture cascade coupling
messages H, ), i.e., the cross-layer information that propagates among replica nodes. In this
way, missing or sparse structural patterns in the target layer can be compensated by auxiliary layers
through cross-layer coupling. The enriched representations are then leveraged for more accurate
link prediction in the target layer, improving overall performance in multi-layer networks.

Below, we formalize a proposition that emphasizes the stability and robustness of our adversarial
coupling encoder. Specifically, when the generator and discriminator are Lipschitz and adversarial
perturbations are bounded (as in FreeLB), the min—max training dynamics ensure that both the
parameters and the resulting cross-layer embeddings remain within a bounded, stable region.

Proposition 1 (Robust coupling under bounded perturbations). Assume the generator fy and
discriminator Dy are Lipschitz and FreeLB uses 7' steps with step size « and budget €. Then
generator outputs remain in a bounded set and the sequence of embeddings { H(,, . } is stable under
the min—max game in Equation|[g]

A comprehensive theoretical justification for Proposition 1 is presented in Appendix
Discriminator. The discriminator is a fully connected neural network that identifies the originating

layer of each embedding from the generator. By classifying the layer index of a given embedding H,
the discriminator pushes the generator to produce representations that are indistinguishable across
layers, promoting the learning of layer-invariant, transferable features.

Specifically, given a node pair (u, v), we obtain K embeddings—one from each layer. The discrim-
inator, Dy, is a multi-class classifier parameterized by ¢ and trained to predict the correct layer label
for each embedding. Formally, Dy, is defined as:

D¢(IA-1:) = softmax(W¢ﬁ+b¢)7 Q)

where Wy, € RE*d i5 a learnable weight matrix, by € RX is a bias vector, and d is the dimension
of the input embedding. The i-th entry of the output, Dy (H ), represents the predicted probability
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that H originates from the i-th layer:

exp ((W¢ff + b¢)i)

< — .
Zj:l exp ((W¢H + b¢)j>

To train the discriminator to accurately identify the originating layer of each embedding, we employ
the standard cross-entropy loss:

Dy(H); = ©6)

['D = _Eﬁ(u,v)'\’Etrain log D‘b(H(“vv))y(u,v)’ (7)

where ¥, .) denotes the true layer label for the embedding Hy, ,), and D¢(H(u7v))y(u,v) is the
predicted probability assigned to the correct layer. This objective encourages the discriminator to
maximize the likelihood of correctly classifying the layer of origin for each embedding, thereby
sharpening its ability to distinguish between representations from different layers.

Adversarial Training Process. For adversarial training, we employ a min-max optimization: the
generator seeks to produce cross-layer embeddings that fool the discriminator, while the discrimi-
nator tries to correctly identify each embedding’s layer of origin. The adversarial objective is:

K
M IAX T o~ Birain 2 Uy(u,v) = i 10g Do (Hu,0))i- ®)
1=
The training alternates between updating Dy to improve layer classification and updating fg to
make embeddings more layer-invariant. This process continues until the discriminator can no longer
distinguish layers, indicating the generator has learned robust, shared cross-layer representations that
enhance link prediction.

4.3 ADAPTIVE FUSION LINK PREDICTOR

After obtaining both the intra-layer embeddings and the cross-layer coupling embeddings, the Adap-
tive Fusion Link Predictor integrates these representations to perform link prediction in the target
layer G;. For each node pair (u,v), we combine its intra-layer embedding H,, ., and cross-layer

embedding H (u,v) Using a multi-head attention mechanism. This mechanism enables the model to
adaptively weigh and fuse information from both sources. The attention head is defined as follows:

. QK
Head; = Attention(Q;, K;,V;) = softmax V; 9)
Vg

where Head; represents the output of the i-th attention head, dy, is the dimension of the key vectors,

WiQ, WHE W} are trainable weight matrices:

Qi = W‘Q[H(ut,'ut) || ﬁ(u,v)}aKi = WiK[H(ut,vt) H ﬁ(u,v)]a ‘/1 = W‘V[H(ut,'ut) || ﬁ(u,v)]a (10)

7 3

where || denotes the concatenation of H(,, ,,) and H (u,v)- The final fused embedding is:

H,, v,) = concat(Heady, ..., Heady). (11)

Building on Proposition 1, Lemma 1 establishes that the downstream fusion module is Lipschitz
continuous, ensuring that small perturbations in [H(y, .,) || H(u.)] are not amplified. As a re-
sult, the learned coupling embeddings H , ) exhibit robustness to adversarial noise and stochastic
fluctuations, and their influence on the final prediction remains well-controlled.

Lemma 1 (Lipschitz fusion). Let |[W2|[, |[WX|,|[WY || < e for all heads and use scaled dot-
product attention. Then there exists C' = C/(c, h) such that, for x = [Hy, ) || Hu,v)]»
1H (u00) (2) = H (o) (2] < C |z = 2|

This implies the fusion does not amplify small embedding perturbations.
A comprehensive theoretical justification for Lemma 1 is presented in Appendix [C.2]

The final fused embedding ﬁ(ut ;) serves as the input for predicting the likelihood that a link exists
between nodes u and v in the target layer G:

Pruy vy = (W f(Hup00)) (12)
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where o(-) denotes the sigmoid activation function, w is a trainable weight vector, and f(-) repre-
sents a multi-layer perceptron (MLP). The model is trained by minimizing the binary cross-entropy
loss Ly p, as shown below:

Lip = =E(u,00)~Eorain W00 108 Plugon) + (1= Yeug,00)) 108(1 = Py o)l, — (13)

where y,, .,) indicates whether a link exists between u and v in G (1 if present, O otherwise). The
adaptive fusion mechanism integrates intra-layer and cross-layer coupling embeddings via attention,
allowing the model to dynamically weigh their contributions and optimally leverage cross-layer
coupling information for improved link prediction.

4.4 MODEL INTEGRATION

CACE-NET is trained end-to-end, jointly optimizing all three modules via backpropagation. The
layer-wise representation extractor generates intra-layer embeddings, the adversarial coupling en-
coder learns cross-layer embeddings using a generator-discriminator framework, and the adaptive
fusion link predictor combines these via attention to yield the final prediction. The overall loss is:

L=Mp+ (1 - )\)ﬁ]_p, 14)

where Ly p is the link prediction loss, Lp is the adversarial training loss and A € [0, 1] weights the
relative importance of adversarial training versus link prediction.

The prediction pipeline is robust: Proposition 1, Lemma 1, and the classifier’s Lipschitz property
ensure that small input perturbations cause only minor, controlled changes in predicted probabilities.
Below, we show that stability holds with suitable learning rates and adversarial step sizes.

Lemma 2 (Prediction stability). Let o and the MLP f in Equation be L,- and L y-Lipschitz,
respectively. Under Proposition 1 and Lemma 1, there exists K > 0 such that for any two inputs

T = [Hu,v,) | ﬁ(u,y)] and 2,
[Py (@) = Pugon (@) < K [l = 2. (15)
In particular, across successive epochs,

Pt Pfut,m\ <K (con+csa), (16)

(utvvi)

so predictions are stable for sufficiently small learning rates 77 and adversarial step sizes a.
A comprehensive theoretical justification for Lemma 2 is presented in Appendix [C.3]

Training Workflow. The complete training workflow for CACE-NET is summarized in Appendix
Algorithm [T) in Appendix [B] Given a multi-layer network G, the model sequentially: (1) extracts
intra-layer embeddings H; (2) generates cross-layer embeddings H via the adversarial coupling
representation encoder; (3) fuses them into H using the adaptive fusion link predictor; (4) computes
losses Lp, L1 p, and total loss L; (5) applies adversarial perturbations for robustness; (6) updates all
parameters via backpropagation; and (7) predicts the probability of unobserved links in the target
layer. For details, the complexity analysis of CACE-NET is reported separately in Appendix

5 EXPERIMENTATION

In this section, we present the experimental results of CACE-NET on several real-world multi-
layer networks. We first describe the experimental settings and then present the main results and
ablation study. Owing to space constraints, additional experimental results, including Generalization
Analysis, Parameter Analysis and Case Study are reported in Appendix

5.1 EXPERIMENTAL SETTINGS

Datasets. To evaluate the performance of CACE-NET fairly, we use several real-world multi-layer
networks. These include: (i) Aarhus Magnani et al.| (2013); (ii) Enron [Tang et al| (2012); (iii)
Kapferer De Domenico et al.[(2014); (iv) London De Domenico et al.| (2014); and (v) Reddit|Kumar
et al|(2018). Further details and statistics of datasets are summarized in Appendix [D.I]and Table 3]
Baselines. To assess the performance of our proposed CACE-NET, we compare it with several
state-of-the-art methods, encompassing both traditional single-layer network approaches applied di-
rectly to the target layer, as well as specialized baseline methods designed for multi-layer networks.
These include: (i) CN Kossinets| (2006); (ii) Jaccard Jaccard (1901)); (iii) NSILR [Yao et al.| (2017);
(iv) SEAL [Zhang & Chen|(2018)); (v) MultiSup |Shan et al.| (2020); (vi) MADM |Luo et al.| (2021);
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Table 1: Comparison of AUC and Accuracy(Acc) across different models on real-world datasets.

Dataset Metric Layer | CN Jaccard NSILR SEAL MultiSup MADM MNERLP HOPLP LUSTER CACE-NET Improve(%)

108165 08278 09086 0499 08754 08714 09121 09105 09316 0.9627 3.34%
2 | 0.6872 07448 09018 05616 08166 08636 09064 09003  0.8459 0.8114 -
AUC 3 |06250 06250 08939 06250 07500 09113  0.6694  0.6029  0.9289 0.9866 621%
4| 06955 07405 08652 05397 07750 08749 07869 07583  0.8942 0.9328 4.32%
Aarhus 5 | 07082 07179 08965 05115 08245 08303 08409 08334 09211 0.9537 3.54%
107051 07308 08651 04871 08750 08847 08746 08724  0.8587 0.9143 3.35%
2 | 05800 06600 08488 05600 08235 07624 08608 08180 07533 0.7133 -
Acc 3 | 06250 06250 07875 06250 06333 08780  0.6690 06024 08750 0.9732 10.84%
405294 05882 07965 05294 06750 07929 07722 07520 08015 0.8844 10.34%
5 06282 05513 08251 04743 08214 07285 07734 07660  0.8524 0.8857 3.91%
avc L [04815 04630 0509 05322 05753 04993 04861 04925  0.9630 0.9884 2.64%
Enron 2 04800 04800 05835 04936 0.6216 05084 04894 04932  094I6 0.9423 0.07%
A I | 04815 04815 05074 05555 04421 04967 05861 05635 09076 0.9661 6.45%
2 04800 04800 05346 05400  0.6222 05129 05525 05192 08715 0.7975 -
I 06794 05952 07720 05775 08513 08101 07502 07719 08787 0.9296 5.79%
auc 2 05756 06711 0688 04187 07554 06705 07627 07566  0.7902 0.8549 8.19%
306800 06133 07638 05911 07950 07780 07032 0.6678 08824 0.9197 4.23%
Kapferer 4 | 0.6302 07285 06646 04930 07795 06856 07216 07322 0.8686 0.9010 3.73%
105484 05484 07217 05645 07578 07193 07139 07348 08077 0.8504 5.29%
Ac 2| 0.6556 0.6000 06131 04555 06869 06344 06824 06744  0.6698 0.7594 10.55%
3 07333 06667 06960 0.6000 07457  0.6871 06828 07158 07933 0.8558 7.88%
4 05526 06053 06069 05263 06650 06610 06532 06518 07783 0.8261 6.14%
105079 05556 05275 06505 06431 05534 05333 05284  0.8282 0.9383 13.29%
AUC 2 | 04118 04706 05006 0.6435 07937 05689 04992 04998  0.8506 0.9237 8.59%
London 310555 06111 05236 05864 07575 04987 05250 05175 0.9000 0.9368 4.09%
105079 05476 05275 06111 06326 05535 05333 05285 07627 0.8378 9.85%
Acc 2 | 04118 04706 05007 05882 07250 05694 04992 04998 07997 0.8697 8.75%
3 /05556 06111 05237 05444 07166 04987 05250 05175 08360 0.8624 3.16%
avuc L [08298 08207 08633 05238 07779 08300 08689 08593  0.8930 0.9165 2.63%
Reddit 2 | 08182 08200 08613 04724 07967 08524 08413 08295  0.8830 0.9025 221%
Ace I 05001 05002 07310 05077 07057 05012 07139 07148 08123 0.8403 3.45%
2 05005 05035 07369 04984 07303 05003 07255 07291  0.8056 0.8278 2.76%

(vii) MNERLP Mishra et al.| (2022); (viii) HOPLP Mishra et al.| (2023); and (ix) LUSTER |Yang
et al.[(2025). Further details about the baseline methods are provided in Appendix

Evaluation Metrics. For performance evaluation, we utilize two primary metrics, namely: Area
Under the ROC Curve (AUC) and Accuracy (Acc). Further details and mathematical formulation of
these metrics are provided in Appendix [D.3]
Experimental Setup. Detailed experimental parameters, programming framework and hardware
configuration are presented in Appendix

5.2 MAIN RESULTS

Table [T] presents a comprehensive comparison of CACE-NET with various baseline link predic-
tion methods across multiple datasets. Overall, CACE-NET consistently outperforms the baselines,
highlighting the advantage of explicitly modeling cross-layer coupling information. In contrast,
most baseline methods rely solely on intra-layer structural features, which limits their ability to
capture the complex dependencies present in multi-layer networks.

A closer examination reveals that the performance gains of CACE-NET are particularly pronounced
on the London dataset. Specifically, for layer 1 of London, it achieves improvements of 13.29%
in AUC and 9.85% in Accuracy. As shown by the structural statistics in Table [3] this layer is
characterized by near-zero values of p; and c;, reflecting extremely sparse connectivity and low
clustering. In such cases, the scarcity of intra-layer information makes the integration of auxiliary
cross-layer signals critical, which accounts for the substantial improvements observed with CACE-
NET. Another dataset that showcases significant benefits is Aarhus, particularly layer 3. Here, the
model improves AUC by 6.21% and Accuracy by 10.84%. Likewise, in the Kapferer dataset, layer 2
exhibits substantial gains of 8.19% in AUC and 10.55% in Accuracy. These findings suggest that
even in moderately structured networks, cross-layer coupling serves as a valuable supplement to
enhance predictive power.

Notably, CACE-NET does not always outperform all baselines on every layer. For example, Aarhus
layer 2 and Enron layer 2 exhibit only limited improvement or even degradation, indicating that
cross-layer information does not always yield net benefits. For Aarhus layer 2—the densest layer
among the five—it already contains abundant intra-layer information. While cross-layer coupling
signals are beneficial for assisting relatively sparser layers, they provide limited additional value
for this dense layer itself. Moreover, when structural disparity is high, adversarial training may
suppress some useful features, allowing noise to have a larger impact, which explains why our
model’s performance is sometimes surpassed by certain baselines on this layer. For Enron layer 2,
its structural properties also differ markedly compared to layer 1. Although it has fewer nodes than
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Table 2: Ablation study on real-world datasets in terms of AUC and Accuracy(Acc).

(a) AUC (b) Acc

Dataset Layer -L -A -F CACE-NET Dataset Layer -L -A -F CACE-NET
1 0.9073  0.6271 0.9213 0.9851 1 0.8349  0.5175 0.8683 0.9460
2 0.5678 0.6475 0.6188 0.7861 2 0.5067 0.5400 0.5133 0.7267
Aarhus 3 0.9241 0.6419 0.9496 0.9853 Aarhus 3 0.9107 0.6339 0.8839 0.9286
4 0.8623 0.7137 0.8795 0.9612 4 0.7638  0.6558 0.8141 0.9397
5 0.8857 0.7708 0.9308 0.9627 5 0.8016 0.7127 0.8587 0.9111
Enron 1 0.9295 0.9195 0.9431 0.9905 Enron 1 0.8623 0.8656 0.8686 0.9529
2 0.8601 0.7082 0.9070 0.9630 2 0.7765 0.6330 0.8283 0.8794
1 0.8708 0.7146  0.8800 0.9110 I 0.7863 0.6410 0.8077 0.8547
Kapferer 2 0.7409 0.7045 0.7981 0.8503 Kapferer 2 0.7075 0.6226  0.6887 0.7594
3 0.8635 0.7254 0.8604 0.9222 3 0.7788 0.6779 0.7548 0.8750
4 0.8690 0.7288 0.6980 0.9462 4 0.7957 0.6304 0.6609 0.8739
1 0.8446 0.6388 0.8299 0.9158 1 0.7657 0.5571 0.7790 0.8707
London 2 0.8072 0.5879 0.7495 0.8845 London 2 0.7688  0.5279  0.6506 0.9074
3 0.8749 0.5926 0.8745 0.9025 3 0.7989 0.47838 0.8016 0.8624
Reddit 1 0.8900 0.8834 0.9007 0.9067 Reddit 1 0.8222  0.8231 0.8299 0.8333
2 0.8675 0.8566 0.8772 0.8976 2 0.7875 0.7931 0.8070 0.8213

layer 1, it has a higher average degree and greater density, indicating a denser network. At the
same time, its heterogeneity index is substantially lower, suggesting a more homogeneous degree
distribution with limited node-level variability. In other words, the structural patterns within layer 2
are relatively simple. A single-layer model can effectively capture the major connectivity rules,
while cross-layer embeddings offer limited complementary value.

In summary, CACE-NET addresses key limitations of existing methods by effectively leveraging
cross-layer coupling information. It delivers substantial improvements in prediction accuracy, par-
ticularly in settings with sparse intra-layer structure or strong interlayer dependencies, demonstrating
its strength in extracting and utilizing complex multi-layer relationships.

5.3 ABLATION STUDY

To assess the contribution of each component in our proposed model, we performed an ablation study
by constructing three variants: (i) CACE-NET (L), which removes the layer-wise representation
extractor; (ii)) CACE-NET (-A), which omits the adversarial coupling representation encoder; and
(iii)) CACE-NET (-F), which replaces the self-attention fusion mechanism with simple averaging.
Notably, in the —L. and —F variants, the self-attention fusion becomes ineffective due to the absence
of either intra-layer or cross-layer embeddings, so link prediction in these cases relies solely on the
available representation.

Table2]demonstrates that the full CACE-NET consistently outperforms all ablated variants, validat-
ing the necessity of each module. The layer-wise representation extractor and self-attention fusion
are both critical: for example, in London layer 1, removing either causes AUC drops of 7.12%
(-L) and 8.59% (-F), and Acc decreases of 10.5% and 9.17%, respectively. This underscores the
importance of capturing intra-layer structure and adaptive fusion for effective link prediction.

The most pronounced performance degradation occurs when the adversarial coupling representation
encoder is removed (—A), highlighting the significance of adversarially learned cross-layer infor-
mation. In London layer 1, AUC and Acc decrease by 27.7% and 31.36%, when this module is
omitted. This result emphasizes the critical role of inter-layer dependencies in multi-layer network
link prediction and demonstrates the effectiveness of our approach in leveraging such information.

Notably, some network layers are less sensitive to the removal of cross-layer coupling. For example,
in Aarhus layer 2, eliminating the coupling extractor causes smaller declines in AUC and Acc than
other ablations. In this case, the layer already contains rich intra-layer structure, reducing its reliance
on cross-layer information. However, such cases are rare; overall, the results strongly support the
effectiveness and robustness of CACE-NET across a wide range of multi-layer network scenarios.

6 CONCLUSION

In this paper, we introduced CACE-NET, a novel framework for link prediction in multi-layer net-
works that incorporates cross-layer coupling relationships via adversarial training. By combining a
layer-wise representation extractor, an adversarial coupling encoder, and an adaptive fusion predic-
tor, our approach effectively models both intra-layer structures and hidden inter-layer dependencies.
Extensive experimental results show that CACE-NET consistently outperforms existing methods,
offering improvements in both predictive accuracy and robustness. For future work, we aim to
expand it to dynamic multi-layer networks and a wider range of practical applications.
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ETHICS STATEMENT

Our CACE-NET method improves link prediction in multi-layer networks, supporting applications
in social network analysis, transportation systems, and infrastructure monitoring. While enhancing
prediction accuracy can offer valuable insights, there is a potential risk of misuse, such as inferring
sensitive relationships or personal behaviors. We strongly encourage practitioners to apply this
technology responsibly, respecting privacy, data protection, and ethical guidelines. The primary
goal of our work is to advance network modeling and scientific understanding, and we advocate for
careful, responsible use of these methods in real-world scenarios.

REPRODUCIBILITY STATEMENT

We have made efforts to ensure the reproducibility of our work. Detailed experimental settings are
provided in Appendix Additionally, the source code for CACE-NET is publicly available in an
anonymous repository at https://anonymous.4open.science/r/CACE-Net-B110/.
These measures are intended to facilitate the verification and replication of our results by other
researchers in the field.
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A BACKGROUND

A.1 GRAPH CONVOLUTIONAL NETWORK (GCN)

GCN by Kipf & Welling| (2017) is a neural network architecture that generalizes convolution oper-
ations to non-Euclidean domains such as graphs. Given a target layer graph G; = (V;, E;) with an
adjacency matrix A, € RIV¢/*IVil and a node feature matrix X; € RIV:I*<, we first compute the self-
loop enhanced adjacency matrix as A, = Ay + I, where I is the identity matrix. The corresponding

degree matrix is denoted as D; with entries D;; = j A;;.The node representation at layer [ + 1 is
updated using the standard GCN propagation rule:

HWY — 4 ([)[éfltD;%Ht(l)Wt(l)) : (17)

where H, t(l) is the hidden representation of nodes at the [-th layer, Wt(l) is the trainable weight matrix,
and o(-) is a non-linear activation function, typically chosen as ReLU.

A.2 FREELB

To enhance the robustness and generalization ability of our multi-layer network representation
framework, we integrate the FreeLLB adversarial training strategy (Zhu et al.,|2020). This approach
introduces adversarial perturbations in the continuous embedding space, and optimizes the model
by accumulating parameter gradients across multiple adversarial ascent steps.

Specifically, let us denote the input embedding representation of node pairs as H € R™*? and the
corresponding training labels as y. The adversarial training in FreeLLB can be formulated as solving
the following minimax optimization problem:

min B pr,)~p Hgﬁlaﬁaﬁ(fe(H+5),y) , (18)

where § represents adversarial perturbations bounded by an ¢, ball |||/ < €, 8 denotes the pa-
rameters of the model, and £ is a suitable loss function such as binary cross-entropy. The inner
maximization is approximately solved via 7' iterative steps of projected gradient ascent (PGD):

Opp1 =I5y <e (00 + - VSL(fo(H 4 6t),y)) » (19)

where o denotes the perturbation step size, During the adversarial training procedure, FreeLB fur-
ther accumulates parameter gradients across these multiple perturbation steps, updating the model
parameters once per training iteration as follows:

T
1
VoLres = 75 ) VoL (fo(H +0,),y). (20)

t=1

By leveraging this accumulated gradient, FreeLB effectively creates a richer set of adversarial em-
bedding examples around each training sample, thereby enhancing the model’s local robustness and
consistency. Unlike conventional single-step adversarial training, FreeLB provides superior gener-
alization capabilities without significantly increasing computational complexity.

A.3 COUPLING IN MULTI-LAYER NETWORKS

A multi-layer network can be understood as a stack of K graphs G = {G1,...,Gk}, each graph
(or layer) encoding one specific relation among the same set of entities V. Taking a social scenario
as an example, the layer Gyieng captures friendship ties, Gyox models professional collaboration,
while Gy records instant—message interactions. Although every layer is a complete graph in its
own right, information is coupled across layers because all layers refer to the same entities. To make
this coupling explicit we treat an entity u € V' as a collection of replica nodes u1, U2, ..., ux one
per layer. For modeling purposes, we write W(Uk) = u to indicate that all replicas share the same
physical identity. This many-to-one mapping is the sole conduit through which information can flow
from one layer to another.

13
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Algorithm 1: CACE-NET Workflow

Input: A multi-layer network graph G.
Output: Estimate the probability of a link between each pair of nodes that have not observed
a link
1 for Treat each layer as the target layer in turn do
2 for each epoch do

3 Obtain H,, ,,) by Equatio

4 Obtain H, (u,v) DY Equatio

5 Obtain F(ut,vt) by Equatio

6 Calculate Lp, L1p and L by Equatio Equatio and Equatio
7 Initialize 6(*) «— 0;

8 fort < 1to T do

Compute gradient: g <— V-1 Lp(fo(h +5¢D));
60 5 < [5(t_1) +a- Sign(g)}

1 end

12 Inject (h 4+ 6(T)) into fy to obtain robust representation;

13 Perform backpropagation of £ and update all parameters (generator fy, discriminator
Dy, etc.);

14 end

15 for each unobserved link (u;, v;) in the target layer G do

16 | Calculate Py, ,,) by Equation12}

17 end

18 end

In the context of link prediction, one of the layers is selected as the target layer , where we aim
to predict missing links between nodes. The target layer contains the actual relationships we wish
to predict. The auxiliary layers consist of the remaining layers in the multi-layer network. These
auxiliary layers serve as complementary sources of information for the target layer, providing ad-
ditional structural and relational context that can help improve the prediction accuracy. While the
target layer contains the target relationships, the auxiliary layers offer broader context that aids in
predicting those relationships. These layers are coupled with the target layer, meaning that changes
or relationships in one layer can influence the predictions made in the target layer. The coupling
effect captures how the structure and relationships in the auxiliary layers can influence the link pre-
diction task in the target layer. This coupling enables information to flow across layers, improving
the robustness and accuracy of predictions by incorporating both local and cross-layer dependencies.

B  WORKFLOW OF CACE-NET

The workflow of CACE-NET, as detailed in Algorithm [T} proceeds as follows: (1) For each layer
G considered as the target layer, repeat the following steps. (2) For each training epoch: (a) Com-
pute intra-layer pair embeddings H(,, .,) using Equation @ (b) Generate cross-layer embeddings
Hy,) via Equation E; (c) Fuse these to obtain ﬁ(uwt) according to Equation (d) Calculate
the discriminator loss Lp, link-prediction loss Ly p, and total loss £ using Equation[/] Equation T3]
and Equation (e) Initialize the adversarial perturbation §(°) < 0, and fort = 1,..., T, update

5 = HH(;”OOSE(é(t*l) + asign(Vse-n Lp(fo(H + 5(“1))))); (f) Inject (H 4 §T)) into fy to

obtain robust representations, and backpropagate £ to update all parameters (including generator fy
and discriminator D). (3) After training, for each unobserved link (u¢, v,) in Gy, compute the link
probability Py, ,,) using Equation

14
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C THEORETICAL ANALYSIS

C.1 STABILITY OF ADVERSARIAL TRAINING (PROPOSITION 1)

In CACE-NET, the adversarial coupling representation encoder is trained via a min-max optimiza-
tion detailed in Equation 8} ming maxg E(y, v)~p,,0:m Zfil 1y(u,v) = i]log D¢(I;'(u,v))i, where
fo denotes the generator producing cross-layer embeddings H (u,v) for node pair (u, v), and Dy de-
notes the discriminator predicting the layer of origin. The indicator function 1[y(, ., = 4] equals 1
if the true layer label of (u, v) is ¢, and O otherwise.

Setup. Let ﬁ(utv) = fo(H(u; v,y +9) and we define Lp(H; 0, ¢, y) := —log Dy (fo(H)),.

Assumptions. Some of the key assumptions are as follows:

Al: fgand Dy are Ly- and L p-Lipschitz in their inputs.

A2: Lp is L-smooth with bounded gradients.

A3: Learning rates are sufficiently small.

A4: FreeLB uses T' PGD steps with step size o and budget e (Appendix [A.2)).

Proposition 1 (Robust coupling under bounded perturbations). Under (A1)-(A4), the alter-
nating updates for 0 and ¢ produce a bounded parameter sequence, and the induced embedding
sequence { H(, .} is stable (Cauchy up to stochastic noise).

Proof sketch. FreeLB enforces ||d||oo < €. Lipschitz continuity yields || fo (H + ) — fo(H)|| < Lye
and bounded changes in L£p. With bounded gradients and small steps, parameter updates are
bounded. Smoothness gives a local contraction in expectation for the alternating game near sta-

tionary points, implying stability of H(, ). (]
Embedding stability bound. Writing H (t o = Jor(H + %), we have

u7

1 = Hiul < L 1077 = 07+ Ly |6 = 6 < com+ es e @D

(u,v) -

for constants cg, cs > 0 depending on local Lipschitz and gradient bounds.

C.2 LIPSCHITZ PROPERTY OF FUSION (LEMMA 1)

To control how perturbations propagate through the fusion module, we establish that the multi-head
attention-based fusion is a Lipschitz mapping under mild operator-norm constraints on its projection
matrices and the usual 1/1/dj, scaling. This guarantees that small changes in its inputs [ H(y, ., ||
H, (u,v) ] (€.g., from adversarial perturbations or stochastic optimization) are not amplified by fusion.
Lemma 1 (Lipschitz fusion). Suppose ||WlQ I, IWE, WYl < c and attention uses scaling by
1/+/d},. Then the multi-head attention mapping z +— H (z) is C(c, h)-Lipschitz.

Proof sketch. Each affine map is c-Lipschitz. Softmax is 1-Lipschitz on bounded domains after

scaling; multiplication by V; preserves Lipschitzness up to c. Concatenating h heads scales the
constant by h. Hence H is Lipschitz with C' = O(hc?). O

C.3 END-TO-END PREDICTION STABILITY

We bound the sensitivity of the entire prediction pipeline to ensure that robustness in learned repre-
sentations translates to stable final outputs. Specifically, combining Proposition 1 (embedding stabil-
ity), Lemma 1 (Lipschitz fusion), and the Lipschitz property of the classifier shows that small input

perturbations in [ Hy, v,) || H(u,v)] result in proportionally small changes in predicted probabili-
ties. Across training epochs, prediction changes are controlled by the learning rate and adversarial
step size, guaranteeing stable optimization.

Lemma 2 (Prediction stability). Let o and the MLP f in Equation [I12|be L,- and L ;-Lipschitz,
respectively. Under Proposition 1 and Lemma 1, there exists K > 0 such that for any two inputs

T = [Hu,v) | I;(u,'u)] and 7/,
| Plur,on) () = Plug o (2)| < K |z — 2. (22)
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In particular, across successive epochs,

pttt P(tut’vt)‘ <K (cgn + cs a), (23)

(’U«t sVt )
so predictions are stable for sufficiently small learning rates 1 and adversarial step sizes a.

Proof sketch. Compose the Lipschitz constants from fusion (Lemma 1) and the classifier (w” o f o
o). Stability of = over epochs follows from the embedding bound and the fact that H,, ,,) varies
smoothly with parameters by standard GCN Lipschitz arguments (Appendix [A.T). ]

Collectively, our results show that: (i) the adversarial coupling encoder is stable under bounded per-
turbations (Proposition 1), yielding bounded parameter and embedding sequences; (ii) the attention-
based fusion module is a Lipschitz mapping (Lemma 1), so it does not amplify small perturbations
in [Hy, v,) || Heuwl; and (iii) the entire prediction pipeline is stable (Lemma 2), with sensitivity
bounded by a constant K and epoch-to-epoch drift scaling with the learning rate 1 and adversarial
step size . These guarantees formally justify the robustness of CACE-NET and motivate practical
design choices (e.g., modest o, appropriate 7', and bounded operator norms for attention projections)
to promote stable training and reliable link predictions.

C.4 COMPLEXITY ANALYSIS

Both time and memory costs of CACE-NET are well controlled. The model consists of three main
components: a layer-wise representation extractor, an adversarial coupling encoder, and an adaptive
fusion link predictor.

Let |Train| and |Test| denote the number of training and testing link samples, respectively. (i)
The layer-wise extractor (GCN) has time complexity O(|E| + |V| - dim,,), where |E| is the total
number of edges, |V is the total number of nodes, and dim.,, is the node feature dimension. (ii) The
adversarial encoder (generator, discriminator, and FreeLB) has complexity O(|Train|-dim), where
dim is the edge feature dimension. (iii) The adaptive fusion predictor uses attention (O(|Train| -
dim?)) and a fully connected layer (O(|Train| - dim)).

Overall, training complexity is O(|E| + |V| - dim,, + |Train| - dim?). During testing (without
FreeLB), itis O(|Ex| + |V| - dim,, + |Test| - dim?), where | E| is the number of edges in the target
layer.

Regarding memory/space complexity, we store each layer as a sparse COO adjacency matrix and
process samples in batches. This design ensures that CACE-NET is parameter-efficient and main-
tains low memory consumption.

D FURTHER DETAILS ON EXPERIMENTAL SETTINGS

D.1 DATASETS

To evaluate the performance of CACE-NET fairly, we use several real-world multi-layer networks,
which are described as follows:

(i) Aarhus Magnani et al.| (2013): This network represents five distinct types of interactions among
employees at the Aarhus Department of Computer Science. The layers correspond to interactions
on Facebook, in leisure activities, at work, during co-authoring, and at lunch.

(ii) Enron Tang et al.|(2012): This dataset captures the interactions between Enron employees, with
two layers that represent the relationships with their superiors and colleagues, respectively.

(iii) Kapferer De Domenico et al.|(2014)): This 4-layer network was observed over a ten-month pe-
riod in a tailor shop, capturing various aspects of relationships, such as work, assistance, friendship,
and emotional ties.

(iv) London De Domenico et al.[(2014): This dataset represents the railway stations in London, with
three layers representing connections via the underground, overground, and the Docklands Light
Railway (DLR).

(v) Reddit |[Kumar et al.|(2018)): A 2-layer network based on Reddit posts, with hyperlinks between
subreddits. The first layer captures hyperlinks in post titles, while the second captures hyperlinks in
post bodies, representing different types of interactions within subreddits.
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Table 3: Statistics of several multi-layer network datasets.

Dataset V] |E| layer & |Vj| | Ek| Ck (uk) Hy, Dk
1 60 193 06733 64333 12129 0.1090

2 32 124 05404 77500 12268  0.2500

Aarhus 61 620 3 25 21 02680 1.6800  1.3889  0.0700
4 47 88 03925 37447 15143  0.0814

5 60 194 0.6396 64667 1.6652 0.1096

Enron st 261 1 142 133 0.0000 18732 2.6652 0.0133
2 117 128  0.0000 2.1880  1.4925 0.0189

1 39 158 04580 8.1026 13467 02132

2 39 223 04977 114359 12262  0.3009

Kapferer 39 332 3 35 76 03101 43429 15058 0.1277
4 37 95 03351 51351 15558 0.1426

1 271 312 00311 23026 1.1804 0.0085

London 369 441 2 83 83 0.0000 2.0000 1.0723 0.0244
3 45 46 00185 2.0444  1.0952  0.0465

) T 54075 571,927 0.1844 21.1531 45.6860 0.0002
Reddit - 67,180 858488, 55776 286.561 01809 160197 243141 0.0002

The specific statistics of these multi-layer network datasets are summarized in Table |3} In the table,
¢k denotes the clustering coefficient for the k-th layer, (uy) represents the average degree of nodes,

and Hy, = &3)2 indicates the degree of heterogeneity Lii & Zhou| (2011). Additionally, pr =
2|

ﬁ represents the density of each layer.

D.2 BASELINES

To assess the performance of our proposed CACE-NET, we compare it with several state-of-the-art
methods. These include traditional single-layer network approaches applied directly to the target
layer, as well as specialized baseline methods designed for multi-layer networks:

(i) CN (Kossinets), [2006): This method counts the number of common neighbors between two
nodes, under the assumption that nodes sharing more common neighbors are more likely to form a
link.

(ii) Jaccard (Jaccard, [1901): This measure calculates the ratio of shared neighbors to the total
number of neighbors across both nodes, making it particularly effective for networks with nodes
having highly variable degrees.

(iii) NSILR (Yao et al., 2017): This approach proposes a node similarity index that leverages the
relevance between layers in multi-layer networks, using both intra-layer and inter-layer representa-
tions.

(iv) SEAL (Zhang & Chen), 2018): SEAL first constructs adjacency subgraphs and then applies
DGCNN to learn representations from these subgraphs. For comparison, we treat the multi-layer
network as a single-layer network, using layer-specific information as attributes.

(v) MultiSup (Shan et al., [2020): This method introduces two novel metrics, friendship between
neighbors (FoN) and friendship among auxiliary layers (Fal), to extract rich structural representa-
tions from all layers for link prediction.

(vi) MADM (Luo et al., 2021): MADM treats the integration of multi-layer information as a multi-
attribute decision-making problem, calculating intra-layer similarities through resource allocation
metrics and inter-layer similarities using cosine similarity.

(vii) MNERLP (Mishra et al., 2022): This method calculates node and edge relevance by utilizing
both local and global representations, combining these factors to improve link prediction accuracy.
(viii) HOPLP (Mishra et al., 2023): HOPLP transforms the multi-layer network into a weighted
single-layer network, considering the relative density of each layer, and iteratively calculates link
likelihoods by accounting for longer paths between nodes.

(ix) LUSTER (Yang et al., 2025): LUSTER captures the shared latent space representation across
multiple layers through adversarial training and orthogonal fusion, enhancing complementary infor-
mation among layers to improve link prediction performance.
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D.3 EVALUATION METRICS

(i) Accuracy (Acc). Accuracy reflects the proportion of correctly predicted instances out of the total
number of instances. It serves as a simple and direct measure of overall prediction correctness. The
formula for Accuracy is given by:
TP + TN
Accuracy = (24)
TP + TN+ FP + FN

where TP (True Positive) represents the count of correctly predicted positive samples, TN (True
Negative) is the count of correctly predicted negative samples, FP (False Positive) refers to the
incorrectly predicted positive samples, and FN (False Negative) represents the incorrectly predicted
negative samples.

(i) Area Under the ROC Curve (AUC). The AUC quantifies the area beneath the Receiver Op-
erating Characteristic (ROC) curve, which visually depicts the trade-off between the True Positive
Rate (TPR) and the False Positive Rate (FPR) at various decision thresholds. The True Positive Rate
(TPR), also known as recall, is the fraction of actual positive instances that are correctly identified
as positive:

TP

~ TP +FN
The False Positive Rate (FPR) represents the proportion of negative instances that are incorrectly
classified as positive:

TPR (25)

. FP

- FP+ 1IN
The AUC value ranges from 0 to 1. A value of 1 signifies perfect classification, while 0.5 indicates
random guessing. A higher AUC indicates superior performance in distinguishing between positive
and negative samples.

FPR (26)

In summary, both Accuracy and AUC provide important insights into the performance of the model.
Higher values for both metrics suggest better model performance in link prediction tasks across a
variety of real-world datasets.

D.4 EXPERIMENTAL SETUP

All experiments were conducted on real-world multi-layer network datasets, which are typically
sparse and imbalanced. To address this, for each positive link (u,v), we sample a negative link
(u, v") by randomly choosing v’ from nodes not connected to u, maintaining a 1:1 ratio of positive to
negative samples. Each dataset was split into training, validation, and test sets in an 8:1:1 ratio. Node
features were initialized as identity matrices. GCN node embeddings had dimension 16, and edge
features were formed by concatenating node embeddings (32 dimensions). Models were trained with
Adam (Kingma & Ba, 2014) with initial learning rate 0.001, batch size 128, up to 1000 epochs, with
early stopping based on validation. In the adaptive fusion link predictor, the number of heads in the
multi-head attention mechanism was set to 2. For the adversarial perturbation, the hyperparameters
T, a, and € were set to 3, 0.005, and 0.01, respectively. The trade-off parameter A in Equatio
was fixed to 0.5. All code was implemented in Python 3.11 with PyTorch 2.0 and run on an NVIDIA
RTX 4090 GPU. Baseline methods were reproduced using recommended settings and further fine-
tuned if needed for fair comparison.

E ADDITIONAL EXPERIMENTAL RESULTS

E.1 GENERALIZATION ANALYSIS

To assess the generalization capability of CACE-NET under unseen distributions, we conducted
a structural analysis between training layers and target layers across all datasets. Specifically, we
quantified each layer’s size (|Vi|, |Fx|), clustering coefficient (cy), average degree (uy), degree
heterogeneity (Hy), and density (px), as summarized in Table 4 (in the Appendix). These metrics
serve as proxies for measuring structural and statistical distributional differences between layers.

As shown in the results, CACE-NET demonstrates strong generalization even when the target layer
differs significantly from the training layers. For instance, in the London dataset, the number of
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Figure 3: Effect of batch size and number of attention heads on the performance of CACE-NET on
the Kapferer dataset.

Table 4: Effect of Adversarial Loss Weight A (AUC / Acc) on the Kapferer Dataset.

A 0.3 0.5 0.7 0.8

Kapferer 1  0.8889/0.7949 0.9310/0.8077 0.8888/0.8120 0.8738/0.8205
Kapferer 2 0.8337/0.7453 0.8264/0.7358 0.7800/0.7123  0.8438/0.7972
Kapferer 3  0.9109/0.8029 0.8879/0.8029 0.8482/0.8029 0.9167/0.8462
Kapferer4 0.8546/0.7739 0.8983/0.8174 0.8633/0.8000 0.9071/0.8130

nodes varies from 45 to 271 across layers, and density changes from 0.0085 to 0.0465, yet CACE-
NET achieves consistently high AUC scores. Similarly, in the Enron dataset, despite shifts in average
degree and heterogeneity, the model maintains high AUCs of 0.9905 and 0.9630. These results
highlight the robustness of CACE-NET to structural variations and distribution shifts across layers.

On the other hand, we also observe that in extreme cases of sparsity or size imbalance (e.g., Aarhus
Layer 2, with a relatively high density of 0.25), the performance slightly drops. This may be at-
tributed to the mismatch between the target layer’s compact, densely connected structure and the
sparser training layers, which could limit the model’s ability to transfer learned representations.
Such cases indicate that CACE-NET’s generalization may degrade when the target distribution de-
viates significantly from the training distribution along multiple structural dimensions.

Overall, the empirical evidence suggests that CACE-NET is capable of generalizing to unseen distri-
butions, especially when the underlying connectivity patterns are preserved, even if the target layer
differs in scale or density.

E.2 PARAMETER ANALYSIS

In this subsection, we investigate how key hyperparameters affect model performance, aiming to
determine optimal settings. We focus on several important parameters, including batch_size,
num_heads, as well as the adversarial loss weight A and adversarial perturbation settings (7', «, €),
and conduct controlled experiments on the Kapferer dataset to assess their effects.

Effect of Batch Size. The choice of batch_size plays a crucial role in balancing training speed
and generalization. As shown in Fig.[3a] increasing batch_size beyond a certain point leads to
diminished generalization, with the best results achieved at a batch size of 128.

Effect of Number of Attention Heads. We also examine the effect of varying num_heads, which
controls the number of attention heads and thus the model’s ability to capture diverse information.
Fig.[3b|shows that for layers 0, 2, and 3, performance remains relatively stable across different val-
ues, with both 2 and 4 heads yielding competitive results. In contrast, layer 1 is more sensitive to this
parameter, with two attention heads providing the best performance. Overall, setting num_heads
to 2 offers a good trade-off and is selected as the default configuration.
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Table 5: Performance (AUC / Acc) under different hyperparameter settings (7', «, €) across four
layers on the Kapferer dataset.

(T, o, €) Layer 1 Layer 2 Layer 3 Layer 4

(3,0.005,0.01) 0.9296/0.8504 0.8549/0.7594 0.9197/0.8558 0.9010/0.8261
(3,0.003,0.01) 0.9081/0.8333 0.8370/0.7511 0.8739/0.8240 0.9185/0.8609
(3,0.01,0.03) 0.8670/0.7821 0.8371/0.7453 0.8793/0.8077 0.8683/0.7478
(5,0.006,0.03) 0.9011/0.7863 0.8199/0.7642 0.9043/0.7115 0.8647/0.7391
(5,0.002,0.01) 0.8836/0.7949 0.7944/0.7123  0.8645/0.7933  0.9044 / 0.7957

On Layer 4 of the Kapferer Dataset
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Figure 4: Distribution of fusion attention weights.

Effect of Adversarial Loss Weight \ We examined the impact of varying the adversarial loss weight
A on the Kapferer dataset while fixing other hyperparameters. As shown in Table[d] different layers
respond to A in distinct ways: larger values (e.g., A = 0.7 or 0.8) sometimes benefit heterogeneous
layers such as Layer 3 and 4, but may also lead to unstable results, particularly in Layer 2. In
contrast, smaller values (e.g., A = 0.3) yield competitive results in certain cases but underperform
overall. The setting A = 0.5 achieves the most balanced trade-off, delivering strong performance
in Layer 1 and stable results across other layers. Based on this balance between accuracy and
robustness, we adopt A = 0.5 as the default configuration in subsequent experiments.

Effect of Adversarial Perturbation Parameters. To examine the sensitivity of CACE-NET to
adversarial perturbation settings, we conducted experiments on the Kapferer dataset with varying
combinations of (7, c,¢€). The results are reported in Table |5 which presents AUC and ACC
performance across the four layers. As shown in the table, moderate perturbations with a small
budget consistently achieve comparatively better performance, enhancing both AUC and ACC
across most layers. In contrast, larger perturbation budgets tend to over-regularize the model,
leading to performance degradation in one or more layers. Based on these findings, we selected
(T, a,€) = (3,0.005,0.01) for all subsequent experiments, as it strikes a balance between effective
regularization and the preservation of useful information.

E.3 CASE STUDY

To gain deeper insights into how CACE-NET leverages intra-layer and cross-layer coupling infor-
mation for link prediction, we conduct the case study on the Kapferer dataset. Specifically, we
examine the distribution of fusion attention weights and the structural coupling between node pairs
across layers. The analysis in the following subsubsections illustrates how our model dynamically
integrates complementary information from auxiliary layers to improve prediction accuracy.

E.3.1 ATTENTION WEIGHT ANALYSIS

We selected the fourth layer of the Kapferer dataset for an in-depth case study to analyze the dis-
tribution of fusion attention weights, as depicted in Fig. ] In this figure, « represents intra-layer
attention weights, while /3 denotes cross-layer coupling attention weights. The bimodal distribution
observed in the attention curves indicates significant variability in the attention allocation to different
node pairs within this layer. Specifically, cross-layer coupling embeddings primarily provide sup-
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(a) Target Layer 4 (b) Auxiliary Layer 1 (c) Auxiliary Layer 2 (d) Auxiliary Layer 3

Figure 5: Schematic diagram of the local structure and cross-layer relationship of multi-layer net-
works.

plementary information and support. This observation highlights the flexibility of the self-attention
mechanism in our model, effectively balancing the relative contributions of intra-layer and cross-
layer coupling representations for the prediction task.

E.3.2 STRUCTURAL COUPLING ANALYSIS

To further illustrate the advantages provided by auxiliary layers, we performed a structural analysis
of node pairs exhibiting relatively high cross-layer coupling attention weights. As shown in Fig.[5]
we highlight a representative node pair (32, 38), where cross-layer coupling information transfer
markedly enhances prediction accuracy. This node pair features sparse connectivity in the target
layer, which alone is insufficient for accurate predictions. However, across several auxiliary layers,
this node pair shares numerous common neighbors, demonstrating robust structural coupling. By
dynamically emphasizing cross-layer coupling embeddings, our model effectively integrates com-
plementary structural information, thus achieving accurate predictions. This example underscores
the significance of cross-layer coupling and demonstrates the efficacy of our fusion-based represen-
tation approach.

F LIMITATIONS

Despite the strong performance of our method, several limitations remain. First, our approach pre-
sumes that auxiliary layers are both structurally and semantically aligned with the target layer, an
assumption that may not always be valid in real-world scenarios. Second, although the FreeLB-
based adversarial training enhances robustness, it introduces sensitivity to the choice of perturbation
magnitude and other hyperparameters, which can impact training stability. Third, the framework
focuses on static graphs, with computational costs scaling with layer count, potentially limiting
scalability. Future research could focus on developing more stable adversarial training techniques
and extending the model to efficiently handle dynamic or large-scale multi-layer networks.

G USE OF LARGE LANGUAGE MODELS

We used Large Language Models (LLMs) to assist in polishing the manuscript. All content gen-
erated with the help of LLMs was carefully reviewed, verified, and edited by the authors to ensure
accuracy and originality. We take full responsibility for all content in the paper, including any parts
assisted by LLMs.
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