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Abstract

Large Language Models (LLMs) have provided
incredible tools when it comes to text genera-
tion. These generative capabilities bring us to
a point where LL.Ms could potentially provide
useful insights in policy making or agency op-
erations. In this paper, we introduce a new
task consisting of generating recommendations
which can be used to inform future actions
and improvements of agencies work within pri-
vate and public organisations. In particular,
we present the first benchmark and coherent
evaluation for developing recommendation sys-
tems to inform organisation policies. This task
is clearly different from usual product or user
recommendation systems, but rather aims at
providing a basis to suggest policy improve-
ments based on the conclusions drawn from
reports. Our results demonstrate that state-of-
the-art LLMs have the potential to emphasize
and reflect on key issues and learning points
within generated recommendations.

1 Introduction

Recent LLMs (Brown et al., 2020; Chowdhery
et al., 2023; Touvron et al., 2023) have shown
exceptional abilities in text generation tasks such
as summarisation (Zhang et al., 2024; Xie et al.,
2023a) and story generation (Tang et al., 2022;
Razumovskaia et al., 2024), among others, achiev-
ing results comparable to human-created text.
Given the ability of LLMs to understand instruc-
tions written in natural language (‘prompts’), the
majority of work is focused on utilising prompt-
based approaches for adapting pre-trained models
to different domains and tasks (Viswanathan et al.,
2023; Chae and Davidson, 2023).

The continuous advancements in the creation of
bigger and more powerful language models have
led to further research into how these models can
be utilised for more specialised tasks (Huang et al.,
2024), usually performed by domain experts. An
example of such task is Court View Generation
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Figure 1: A high-level overview of the recommendation
generation pipeline.

(CVQ@Q) in the legal domain (Li et al., 2024; Yue
et al., 2021; Wu et al., 2023), where the aim is to
generate interpretations of judgment results. The
majority of research in the area is focused on in-
corporating domain knowledge within pre-trained
language models (Li et al., 2024; Wu et al., 2023;
Yue et al., 2021). These domain-targeted methods
showed to be more beneficial for the CVG task,
compared to generic language models. These find-
ings highlight the need for further attention into
developing approaches which harness the power
of LLMs and the expertise of domain experts in
order to improve text generation for more chal-
lenging and specialised domains. However, work
in this area is still limited with the majority of
research being related to the field of Legal Artifi-
cial Intelligence (Legal Al). Further, there is a lack
of profound analysis into the suitability of exist-
ing evaluation measures and approaches for text
generative models for more specialised domains.
While recent work has focused on governance and
safety risks of LLMs (Goantd et al., 2023), these
discussions remain largely at the level of high-level
regulatory debates. Efforts such as RegNLP advo-
cate for integrating regulatory science with NLP to
improve risk assessment, but their primary aim is
to guide regulation rather than develop models for
domain-specific generative tasks.

This paper presents the first step towards ex-
panding research into harnessing LLMs for recom-
mendation generation in the context of informing
policy making and improving agencies work across
the provision of public services (see Figure 1). It
is a challenging task, different from standard text
generation tasks such as story completion and prod-
uct recommendation, due to the fast changing re-



quirements within the private and public sector
organisations, and the highly diverse, dynamic and
specialised terminology and structure of related
documents.

Our main contributions are as follows:

1) We present a new natural language generation
(NLG) task which investigates the use of LLMs
for helping practitioners within the public sector
in writing recommendations that are used to sup-
port policy making processes for improving service
delivery for vulnerable individuals.

2) We make available a unified benchmark
dataset (PubRec-Bench) for the task, which has
been collected from three different data sources:
The ‘UK Care Homes’ reports reflecting on the
quality of care homes for vulnerable adults within
UK, the ‘US Children’s Bureau’ reports which as-
sess the quality of foster care and adoption services
in US, and the ‘NSPCC’ reports which reflect on
agencies work regarding serious incidents involv-
ing children.

3) We perform extensive evaluation of the per-
formance of three state-of-the-art text LLMs for
recommendation generation, using similarity mea-
sures, LLLM-based evaluation, and human evalua-
tion. Results from this analysis show the potential
of LLMs for the given task and also discuss the dis-
crepancy between the different evaluation measures
and the need for developing evaluation approaches
better fitted for this particular NLG task.

2 Related Work

NLG aims to produce text from a given input data
where the generated output needs to satisfy certain
language properties and task requirements (Tang
et al., 2022). The enhancements in the field in the
recent years in terms of creating more powerful lan-
guage models, have lead to an increased research
into how to utilise these tools for more challenging
problems and domains requiring subject matter ex-
pertise or/and lack training data. Many approaches
tackling the data sparsity problem rely on prompt-
ing (in-context learning) techniques for generat-
ing text. Prompting is a technique which allows
to guide LLMs into performing downstream tasks
by providing either instructions written in natural
language (zero-shot) or providing a few examples
(few-shot) (Razumovskaia et al., 2024). Existing
work has shown that prompting can lead to a strong
performance in various tasks such as question an-
swering (Chowdhery et al., 2023; Agrawal et al.,
2023) and open-ended natural language genera-

tion (Tang et al., 2022), even in some cases to com-
parable or even better performance than standard
fine-tuning techniques especially in the absence of
training corpora (Gao et al., 2021; Mosbach et al.,
2023).

Research into utilising LLMs for text generation
in more specialised domains is mainly focused on
summarisation tasks for the clinical and law do-
mains. For instance, in the medical domain there
is an increased work on developing summarisation
tools to support clinical information retrieval and
management (Xie et al., 2023a,b; L(’)pez—Ubeda
et al., 2024). In the legal domain, there has been
an increased interest in developing LLM-driven
approaches for court view generation (CVG) (Li
et al., 2024; Yue et al., 2021; Yu et al., 2022; Wu
et al., 2023). CVG is a natural language gener-
ation (NLG) task, which aims to generate court
views based on the plaintiff claims and the fact de-
scriptions related to a given court case (Li et al.,
2024). The majority of research in the area is
focused on incorporating domain knowledge and
LLMs for the task (Wu et al., 2023; Li et al., 2024;
Yue et al., 2021) where results show the need for
more domain-targeted approaches when it comes to
highly specialised texts. For instance, the approach
proposed by Li et al. (2024) is based on injecting
claim-related knowledge such as keywords and la-
bel definitions within the prompt encoder of the
model. The authors of (Wu et al., 2023) propose
a framework that incorporates pre-trained LLMs,
prompting techniques and small domain-trained
language models. A work by (Savelka et al., 2023)
takes a different approach where the authors eval-
uate the capability of GPT4 for court opinions to
interpret legal concepts. The work showed that
GPT-4, guided only by in-context learning tech-
niques, can give similar performance to a well-
trained law student annotators. This work high-
lights interesting research avenues for exploring
text generation capabilities of LLMs in more spe-
cialised domains. However, prior work is mainly
focused on the LegalAl domain. Further, there
is a growing concern about suitability of existing
evaluation measures when it comes to text genera-
tion (Liusie et al., 2024; Panickssery et al., 2024;
Gao et al., 2025; Khashabi et al., 2022; Chaganty
et al., 2018), especially within more high risk do-
mains and tasks (L(’)pez—Ubeda et al., 2024). How-
ever, the aforementioned research lack discussion
on suitability of evaluation metrics used. In our
work, we expand existing research by presenting a
new task and a dataset related to recommendation



generation where recommendations can be used to
inform policy making for improving multi-agency
work and service delivery to vulnerable individuals.
Further, we present thorough evaluation of text gen-
eration models as well as discussion of feasibility
of approaches.

3 PubRec-Bench: Recommendation
Generation Benchmark

In this section, we describe the task of recommen-
dation creation for informing policy making in the
public sector (Section 3.1), the process of collect-
ing and unifying relevant datasets (Section 3.2),
and their statistics (Section 3.3).

3.1 Task Description

Local authorities and community safety partner-
ships often need to produce reports in order to re-
flect on public services or identify and describe re-
lated events that precede a serious incident, for ex-
ample involving a child or vulnerable adult. A key
role of these documents is to reflect on agencies’
roles and the application of current practices in so-
cial care provision and crime prevention. These
reports, despite being quite diverse in structure
and topics, need to contain key lessons learned
(evidence) of good or bad practices that are used to
derive a set of (recommendations). These recom-
mendations are disseminated (independent of the
reports) across relevant institutions in order to in-
form the development of policy making for improv-
ing service delivery across different governmental
sectors. The development of these recommenda-
tions can be biased and a resource- consuming task,
resulting very often in the creation of bad quality
content. In this paper, we explore if and how LLMs
can be used to support practitioners in writing high
quality recommendations Specifically, given an ev-
idence of lessons learned, our task consists of gen-
erating a recommendation which reflects on and it
is consistent with the provided information.

3.2 Dataset Collection and Unification

We collected three datasets, consisting of reports
reviewing agencies work related to the provision
of services to vulnerable individuals. These reports
are lengthy and contain information irrelevant to
the recommendation generation task, such as in-
formation regarding the reviewing board, incident
description and timeline of events. Thus, for the
purposes of our analysis, we have extracted the evi-
dence from the reports as these contain sufficient

information for generating recommendations, and
this setting can help prevent possible LLLM halluci-
nations with irrelevant information from the reports.
Further, the reports have very diverse structure and
content within and across the different data sources
making it hard to identify evidence with associ-
ated recommendations. Therefore, we unified the
datasets by manually going through each report,
extracting evidence and associated recommenda-
tions. All reports are publicly available to down-
load via their websites. Examples of evidence and
recommendation pairs for each dataset are given
in Table 1. All datasets included in PubRec-Bench
are described below. The datasets will be publicly
released upon acceptance.

UK Care Homes reports. The ‘UK Care
Homes’ ' dataset consists of reports produced by
The Care Inspectorate in order to reflect on the
quality of care homes for vulnerable adults in UK.
The website contains roughly around 300 reports,
however, not all of them contain recommendations.
In order to allow comparison between generated
and human-written recommendations we have ex-
cluded reports with missing recommendations from
our collection.

US Children’s Bureau reports. The US Chil-
dren’s Bureau dataset > consists of reports that
assess the quality of foster care and adoption ser-
vices in the US. Children’s Bureau is an agency
within the Administration for Children and Fami-
lies, which is part of the U.S. Department of Health
and Human Services. The learning points and rec-
ommendations from the reports are used to help
prevent child abuse and neglect, create better adop-
tion services and foster care.

NSPCC reports. NSPCC (The National Soci-
ety for the Prevention of Cruelty to Children) is
UK’s leading children’s charity that specialises in
child protection and prevention of child abuse. The
NSPCC reports® consists of case reviews written
by UK-based Local Safeguarding Children Boards
(LSCBs)

3.3 Data Statistics

Table 2 summarizes statistics of each PubRec-
Bench dataset after unification. The three datasets
consist of 110 reports and 493 recommendations in
total. Considering that these reviews are produced

'UK Care Inspectorate: www. careinspectorate.com
2Children’s Bureau: https://www.acf.hhs.gov/cb
SNSPCC reports: https://library.nspcc.org.uk


www.careinspectorate.com
https://www.acf.hhs.gov/cb
https://library.nspcc.org.uk

Dataset

Evidence

Recommendation

UK Care Homes

The social care and wellbeing learning and develop-
ment team action planning framework was substan-
tial but it was not possible to evaluate the impact.
The family and community support action plan 2012
was a draft and had not been fully populated...

The social work services should ensure that
annual reviews of people placed in care homes
are carried out by clarifying the appropriate
responsibilities and timescales.

US Children Bureau

Use of the supplemental issuance code as a ‘catch-all’
for certain costs. Regional Office staff were required
to manually review and request additional informa-
tion in 26 cases in order to determine the purposes for
the supplemental issuances and whether they were
for allowable title IV-E maintenance expenditures...

The state should provide guidance to counties
to be sure that it is able to segregate out the
reasons why the supplemental issuance code is
used so that the various types of supplemental
payments may be identified.

NSPCC reports

The work would have benefitted from exploration of
key relationships and extended family on both sides....
A genogram would have enabled further exploration
of the nuances of the family. Whilst it is unlikely
that this would not have impacted on the outcome, it
would have provided a more complete picture...

SHIELD to develop a 7 minute briefing and
top tips for practitioners about how to act on
gut feelings and professional curiosity. A task
and finish group should lead on this work
which should include refreshing and promot-
ing SHIELD’s website content.

Table 1: Examples of extracted evidence and recommendation pairs per dataset type.

only when a serious incident occurs, our collection
represents a substantial subset of the total number
of reports available. Further, reports for all datasets
have an average length above 7,000 tokens (see
Table 2) which makes processing in their entirety a
challenging task, which could be a subject to future
research.

\ [ UK Care | US Children | NSPCC |

# reports 22 48 40

# recs 94 122 276
Avg # recs per report 4 2 7
Avg # tokens per recs 34 118 61
Avg # tokens per evidence 742 254 219
Avg # tokens per reports 9,567 7,943 13,120

Table 2: Dataset statistics where ‘#reports’ refers to
number of reports per dataset, ‘#recs’ refers to number
of recommendations per dataset, ‘avg’ refers to average.

4 Experimental Setting

4.1 Recommendation Generation

The aim of the paper is to analyse the feasibility of
incorporating LLMs within the process of writing
recommendations for improving public services
and agencies work based on evidence collected
from previous good and bad practices. We would
like to note that we focus on evaluating models
which are known to provide state-of-the-art per-
formance for text generation tasks, especially in
low-resource settings. Therefore, performing ex-
tensive evaluation of a large variety of different
models is outside the scope of the paper.

Comparison Models. For the purposes of our
analysis, we compare three different models. These
are: (1) OpenAl GPT4-0 model which is one of
the most advanced models released within the NLP

space and it is well known for its impressive zero-
and few-shot capabilities (Savelka et al., 2023;
Brown et al., 2020). (2) Command R+ is Cohere’s
most powerful and newest large language model,
optimized for conversations and long-context tasks
and it consists of 104B parameters. LLaMa 3
model which is known to be one of the most ad-
vanced open source language models (Dubey et al.,
2024). We use LLaMA 3 model with 8 billion
parameters, pre-trained with instructions, down-
loaded from HuggingFace (Wolf et al., 2019)*.

Prompting. Given the limited amount of anno-
tated data, we use the in-context learning method
to generate recommendations. As described in Sec-
tion 2, prompting can lead to better results com-
pared to fine-tuning techniques when data is lim-
ited. In addition, our objective is to analyze the
extent to which state-of-the-art LLMs can perform
complex tasks with limited resources. We gener-
ate recommendations using prompting in zero-shot
and one-shot settings, where the model is given
a description of the task and supporting evidence.
We conduct experiments with two prompts. For the
creation of ‘Prompt 1’, we followed examples pro-
vided by OpenAl and Meta. We also followed the
design principles described in Reynolds and Mc-
Donell (2021) to create self-explanatory prompts
that are intuitive and easy to use from the user’s
perspective. To create ‘Prompt 2°, we asked sub-
ject matter experts (see Section 4.2 for more de-
tails about the experts) to provide a description of
the task to be included in the prompt. The actual
prompts are given in the Appendix.

*Model parameters used are available in the Appendix.



4.2 Evaluation

We evaluated the generated recommendations using
three types of evaluation measures, ie., similarity
metrics, LLM-based evaluation, and human-based
evaluation. This allows us to capture different as-
pects of how well the models perform for recom-
mendation generation as well as to allow analysis
into the suitability of these measures for evaluating
Natural Language Generation (NLG) tasks.

Similarity Metrics We use traditional reference-
based evaluation metrics such as BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004) which mea-
sure the extent to which generated content matches
the n-grams of the reference text. In particu-
lar, we use ROUGE-L to measure the longest
common subsequence (LCS). In addition, we use
BERTScore (Zhang et al., 2019), an embedding-
based method which uses embedding representa-
tions of the reference and the target text to compute
semantic similarity between them. This metric
could be better suited to the varying size of recom-
mendations. Nonetheless, we anticipate that these
automatic metrics may have shortcoming when it
comes to the evaluation and therefore, we propose
both an additional automatic LLM-based metric
and a human evaluation.

LLM-based Evaluation We use a prompt-based
approach (Gao et al., 2025) and measure the fac-
tual alignment between the reference and targeted
recommendations using each one of the language
models. The prompt is created following the same
principles used for recommendation generation in
Section 4.1. Within the prompt, we specify the eval-
uation criteria based on a 3-point Likert scale where
1 refers to the lack of any factual alignment between
the recommendations and 3 refers to a complete
factual alignment between them. We use the same
scale for the human evaluation to allow comparison
between the evaluation approaches. The evaluation
prompt is given in the Appendix.

Human Evaluation During evaluation, partici-
pants are given the generated recommendation, the
evidence used to generate the recommendation, and
the human-created recommendation. Each recom-
mendation is evaluated by five subject matter ex-
perts using a 3-point Likert scale where 1 is worst
and 3 is best. Finally, considering the highly spe-
cialised nature of the datasets which require domain
experts for evaluation, we performed these experi-
ments for 240 randomly selected recommendations
across the three datasets. The subject matter ex-

perts were selected through an interview process
and all have experience in dealing with policymak-
ing processes for governmental institutions. For
conducting human evaluation’, we followed prin-
ciples described in previous work (Chhun et al.,
2022; Li et al., 2024). We outlined 5 main crite-
ria for conducting the evaluation: (1) Fluency —
measures the quality of the text including gram-
matical errors and repetitions; (2) Coherence —
measures whether the recommendation makes log-
ical sense. (3) — Relevance to the evidence
measures whether the recommendation is mean-
ingful given the evidence; (4) — Relevance to
the human-created recommendation measures
the factual alignment between the two recommen-
dations (we use the same criteria for LLM-based
evaluation to allow comparison between the two
measures); (5) — Is the recommendation ‘Action-
able’? (yes/mo) shows if the recommendation has
practical application and could be implemented as
part of a policy.

S Results and Analysis

The aim of our analysis is to (1) identify to what
extend state-of-the-art LLMs can perform recom-
mendation generation for informing policy making,
as well as (2) analyse the suitability of existing
evaluation metrics for the task.

5.1 Automatic Evaluation

A comparison between the performance of the gen-
eration models for the two prompts (see Table 3)
showed consistently higher results for prompt 2
(i.e., the prompt designed by subject matter ex-
perts). This shows the importance and need to
involve domain expertise not only during the eval-
uation process of LLM-based approaches but also
during the development of the LLM-based system.

Table 4 shows individual model results of recom-
mendation generation based on automatic metrics.
The similarity metrics, especially BLEU Score and
ROUGE-L show quite low results across datasets,
settings and prompts, and models in comparison
to LLM-based evaluation. This highlights the lim-
itations of these traditional automatic metrics to
capture the factual correctness of generated text
as well as semantic similarities for more complex
NLG tasks. In contrast, LLM-based evaluation
(regardless of model used) shows a good quality
of generated recommendations regarding factual
consistency with the gold standard. Specifically,

3See the Appendix for the evaluation sheet.



‘ Data

‘ prompt H BERT-Score (F1) ‘ ROUGE-L (F1) ‘ BLEU Score ‘ GPT-based eval. ‘ LLaMA-based eval. ‘ Cohere-based eval.

|

| prompt 1 ]| 0.446 \ 0.107 | 0004 | 1.953 \ 1.719 \ 1.939 |

‘ UK CareHomes - onpt2 | 0555 | 0189 | 0008 | 2168 | 1.806 \ 2048 \
S [ prompt 1 [| 0.466 \ 0.134 [ ool | 2.519 \ 2.019 \ 2.067 |

‘ US Children's Bureau - ot 2 | 0.584 [ oxm1_ | 0016 | 2570 \ 1997 \ 2.056 \
| prompt 1 ]| 0.445 \ 0.108 | 0007 ] 2.197 \ 1.904 \ 1.949 |

‘ NSPCC reports [ prompt 2 || 0.557 [ 0189 | 0023 | 2218 | 1,902 \ 2.029 |

Table 3: Averaged evaluation results across all LLMs for generating recommendations using prompt 1 and prompt 2
(prompts described in Section 4) in the zero-shot setting. The evaluations are based on similarity metrics (‘BERT
Score’, ‘ROUGE-L’, ‘BLEU Score’) and LLM-based evaluations using GPT (‘GPT-based eval.”), LLaMA (‘LLaMA-

based eval.’), and Cohere (‘Cohere-based eval.’).

the average score for each LLM-based evaluation,
regardless of the model used to generate recommen-
dations, varies between 1.7 and 2.5. The results
suggest a slightly better performance for GPT4-o
and thus we use recommendations generated with
this model to perform human evaluation. Over-
all, evaluation results show a better performance
in the US Children’s Bureau dataset, which can be
attributed to the fact that the ‘evidence’ for these
documents are shorter passages in comparison to
the UK Care Home or the NSPCC dataset. Another
potential reason is the regional differences between
the datasets where the US-based reports cover a
larger and potentially better represented location
within the training set of these models.

Zero-shot vs. one-shot An important observation
is that models consistently perform better in the
zero-shot setting compared to the one-shot setting.
One possible reason for this is the high variabil-
ity in the evidence and recommendation formats,
which suggests that traditional in-context learning
approaches relying on a small number of labeled
examples may be insufficient for improving model
performance in this domain. Instead, more dy-
namic and domain-specific adaptation strategies
may be needed to effectively guide the models.
LLM evaluators A comparison of the three LLM-
based evaluation models for zero-shot setting (see
Figure 2), where the scores are averaged across the
three datasets, shows that the GPT4 and Cohere-
based models give a higher score to their own out-
puts. This suggests a potential bias for these mod-
els towards their own generations (Kocmi and Fe-
dermann, 2023) which shows the need for further
research into how best to utilise these models for
evaluation tasks. These findings are also confirmed
in the results for one shot setting, presented in the
Appendix.

5.2 Human Evaluation

Table 5 show a good overall performance of GPT4-
o for recommendation generation across the three
datasets where the average score across the major-

Zero-Shot Setting Evaluation Scores
2.5

2.0

GPT4-based eval LLaMa 3-based eval. Cohere-based eval.

mmm GPT4-based gen. LLaMA 3-based gen. ~ mmm Cohere-based gen.

Figure 2: Comparison of LLM-based evaluations
(‘eval’) in zero-shot settings for recommendations gen-
erated by each model across the three datasets.

ity of criteria is above 2.5. Similarly to the auto-
matic evaluation, generation models are shown to
perform better in zero-shot rather than one- shot
by the human evaluation as well. These results
also show higher overall score for the ‘relevance
to the evidence’-based criteria versus ‘relevance
to the human-created recommendation’ (0.5 dif-
ference in score). This suggests that a strength
of LLMs in NLG is in providing a different per-
spective for the task/input which can be useful to
users, versus simply recreating the human gold
standard. This also highlights the need for more
task-targeted and purpose-oriented evaluation met-
rics. In addition, the results for criterion (5) ‘Is the
recommendation actionable?’ are promising. In
the zero-shot setting, annotators agreed that around
60% of the recommendations across all datasets
were actionable. In the one-shot setting, the fig-
ure was around 57%. These findings suggest that
the generated recommendations have meaningful
practical value and potential applicability within
policymaking processes (See Appendix for full re-
sults.).

Correlation Analysis We investigated the corre-
lation between human-based evaluation and auto-
matic metrics considered in automatic evaluation
(see Section 5.1) across the three datasets. We
took the average across the two annotators for each
generated recommendation to compute the correla-



[ Data | Setting [ Gen Model [| Bert-Score (F1) | Rouge-L (F1) | Bleu Score | GPT-based eval | LLaMA-based eval | Cohere-based eval
zero GPT 4-0 0.569 0.181 0.010 2.183 1.903 2.043
zero Cohere 0.552 0.171 0.005 2.140 1.720 2.000
UK Care Homes Zero LLaMA 0.545 0.189 0.009 2.182 1.795 2.102
AVERAGE zero-shot 0.555 0.189 0.008 2.168 1.806 2.048
one GPT 4-o0 0.573 0.183 0.011 2.086 1.860 2.075
one Cohere 0.578 0.189 0.006 2.237 1.913 2.081
one LLaMA 0.542 0.190 0.018 1.806 1.667 1.978
AVERAGE one-shot 0.564 0.190 0.012 2.043 1.813 2.045
zero GPT 4-0 0.583 0.224 0.013 2.594 2.009 2.113
zero Cohere 0.594 0.246 0.020 2.612 1.991 2.095
US Children’s Bureau zero LLaMA 0.575 0.222 0.014 2.504 1.991 1.959
AVERAGE zero-shot 0.584 0.231 0.016 2.570 1.997 2.056
one GPT 4-o0 0.572 0.221 0.015 2.273 1.942 1.917
one Cohere 0.588 0.243 0.017 2.645 2.017 2.132
one LLaMA 0.547 0.202 0.008 2.058 1.909 1.974
AVERAGE one-shot 0.569 0.222 0.013 2.325 1.956 2.008
Zero GPT 4-o0 0.567 0.188 0.026 2.258 1.920 2.084
Zero Cohere 0.550 0.179 0.015 2.218 1.865 2.036
NSPCC reports zero LLaMA 0.554 0.202 0.028 2.178 1.910 1.967
AVERAGE zero-shot 0.557 0.189 0.023 2.218 1.902 2.029
one GPT 4-o0 0.555 0.173 0.013 2.047 1.884 2.000
one Cohere 0.561 0.179 0.014 2.149 1.898 2.034
one LLaMA 0.560 0.188 0.028 2.175 1.880 2.031
AVERAGE one-shot 0.558 0.180 0.018 2.123 1.887 2.023

Table 4: Complete evaluation results by dataset and generation model, based on similarity metrics (‘BERTScore’,
‘ROUGE-L’, ‘BLEU Score’) and LLM-based evaluations using GPT (‘GPT-based eval’), LLaMA (‘LLaMA-based
eval’), and Cohere (‘Cohere-based eval’). All generations were produced using Prompt 2.

setting || UK Care | US Children | NSPCC

Fluency zero 2.753 2.877 2.787
Coherence Zero 2.887 2.970 2.890
Rel. to the evidence | zero 2.790 2.863 2.850
Rel. to human rec. | zero 2.553 2.537 2.463

[ AVERAGE zero || 2746 2.811 2748 |
Fluency one 2.467 2.603 2.653
Coherence one 2.767 2.787 2.837
Rel. to the evidence | one 2.740 2.753 2.700
Rel. to human rec. | one 2.307 2437 2.277

| AVERAGE [one ]| 2570 [ 2787 [ 2617 |

Table 5: Averaged results across subject matter experts
for zero-shot (zero) and one-shot (one) settings, using
GPT-4o for generation. ‘Rel. to the evidence’ refers
to the ‘Relevance to the evidence’ criterion, and ‘Rel.
to human rec.” refers to the ‘Relevance to the human-
created recommendation’ criterion.

tion. Figure 3 shows the Spearman’s rank correla-
tion coefficient and p-value® across the automatic
metrics and the human evaluation scores regard-
ing criteria ‘(4) relevance to the human-created
recommendation’ (see Section 4.2) which is the
same criteria used for LLM-based evaluation. The
p-values for a large proportion of the correlations
are above 0.4 which makes them correlated, but
not too strongly. This supports the findings in
Section 5.2 and suggests that the task of evalu-
ating recommendations for these datasets is quite
a complex task and requires more purpose-build
metrics. Furthermore, according to the correlation
analysis presented in Figure 3, no metric achieved
high agreement (above 0.5) with the human anno-
tators. These findings highlights even further that
we should not rely on a single metric to capture all

®See Appendix for guidance of the Spearman’s rank scale.

quality aspects of a model’s output. A surprising
finding is that BERT-score and ROUGE-L tend to
have better alignment with the human annotators
than LLaMA and Cohere-based evaluation. How-
ever, the BLUE score shows to be the least reliable
among the metrics, which is similar to findings in
other NLG tasks (Mathur et al., 2020). We have
performed further analysis looking into the corre-
lations between the human evaluation categories
which are available in the appendix.

6 Discussion

Potential of LLLMs for the task. Analyses us-
ing a wide range of automatic metrics and human
evaluation, as presented in Section 5, show promis-
ing performance of LLMs on the recommenda-
tion generation task. Notably, both human and
LLM-based evaluations—regardless of the model
used—produced high scores, with human evalua-
tors assigning slightly higher ratings, ranging from
approximately 2.5 to 2.8 out of a maximum of 3.0.
These results show the potential of state-of-the-art
models to be utilised for more specialised domains
to support the work of subject-matter experts. Fur-
ther, the results from the human evaluation pre-
sented in Table 5 show a higher scoring for the

‘relevance to the evidence’ versus ‘relevance to the

human-based recommendation’ criteria. This sug-
gests that LLMs can be more suited for providing a
different perspective of the problem versus simply
matching the expert-created text.
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Figure 3: Spearman’s rank correlation (left) and p-values (right) between manual evaluation and automated metrics-

based evaluation across the three datasets where ‘eval’ refers to evaluation, ‘Care Homes’,

‘US Chidlren Bureau’

and ‘NSPCC reports’ refer to the results from the human-based evaluation for the Care Homes dataset, US Children

Bureau, and NSPCC datasets, respectively.

Hallucinations and Reliability. A major chal-
lenge in LLM-based text generation is the risk of
hallucinations (Ji et al., 2023; Filippova, 2020),
with solutions varying depending on the task and
available resources. We note that addressing this is-
sue is beyond the scope of this paper. However, our
human-based evaluation approach helps identify
discrepancies within the dataset. For example, Cri-
terion (3) from the evaluation framework (see Sec-
tion 4.2) assesses whether a generated recommen-
dation is meaningfully related to the given evidence.
The average score for this criterion exceeds 2.5
(on a 3-point scale) across all datasets, indicating
strong relevance. Additionally, subject matter ex-
perts found a large proportion of the recommenda-
tions to be practically applicable to policy-making
processes (Criterion (5), Section 4.2). These find-
ings suggest a minimal presence of hallucinations
in the generated content. Nonetheless, we believe
that future research should include more rigorous
analysis and the development of evaluation meth-
ods that can ensure higher dataset reliability.

Evaluation metrics for text generation. A com-
parison between the different automated metrics
(see Section 5.1) and the correlation analysis be-
tween automated and human-based evaluation (Sec-
tion 5.2) highlighted the unsuitability of traditional
evaluation metrics such as BLEU for more complex
NLG tasks such as recommendation generation.
Further, LLM-based metrics and human-based eval-
uation showed similar satisfactory results suggest-
ing good performance of text generation models
for the given task. However, correlation analysis
showed that no metric achieved high agreement
with the human evaluators which suggests that

when it comes to complex NLG tasks, we should
not rely on a single metric. The relatively low
scores from the inter-annotator agreement analysis
illustrates further the complexity of the task, which
proved challenging even for domain experts. This
shows the need to develop more purpose-oriented
metrics for text generation problems such as rec-
ommendation generation. In future, the study can
be expanded by looking to incorporate more qual-
itative studies and metrics within the evaluation
process.

7 Conclusions

This paper introduces the first comprehensive ef-
fort to leverage LLMs for the specialized NLG task
of recommendation generation aimed at informing
policy decisions and enhancing the work of public
service agencies. We release a unified benchmark
dataset for this task, PubRec-Bench, compiled from
three distinct data sources. We evaluate three state-
of-the-art models: GPT-40, Cohere’s Command
R+, and LLaMA 3, using both LLM-based and
human evaluations, which yield promising results.
Human evaluators judged most generated recom-
mendations as highly relevant to the provided evi-
dence and consistently coherent and fluent in both
structure and content. Additionally, subject matter
experts rated the majority of outputs as actionable,
meaning they offer practical, real-world utility. Fi-
nally, we provide a thorough analysis of evalua-
tion methodologies, highlighting the need for more
task- and purpose-specific metrics tailored to the
demands of NLG in applied, real-world settings.



Limitations

This study was the first approximation to use LLMs
for recommendation generation to support policy
making and agency work. As such, it comes with
its own limitations. First, the datasets are avail-
able in English only which limits their usage to
only English based tasks. Second, analyses are per-
formed in zero-shot settings. As future work we
plan on extending these analysis to understand how
the performance of models can be improved for
the given task. Finally, the corpus consists of three
datasets of a relatively small size. In the future, we
plan to extend it by including reports from diverse
sources. However, given the fact that these reports
are usually written to reflect on serious crimes or
problems within service delivery, we believe that
the provided dataset is a good representative of the
domain.

Ethical Considerations

The goal of our method is to facilitate rather than
replace practitioners in the public sector in writ-
ing high quality recommendations. Specifically,
we hope that LLM-generated recommendations
can provide a different and useful aspect of the
problem at hand and also facilitate more efficient
decision-making for practitioners. Given the do-
main at hand, we believe that subject matter experts
should take pivotal role in recommendation cre-
ation, but it is also important to find ways to utilise
LLMs strengths to support the work of experts.
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A Appendix

A.1 Model parameters and Computational
Budget

The model parameters we used for generating rec-
ommendations are as follows: (1) For GPT4-o0 and
Cohere-based model we have used temperature of
0.7 and for LLaMA a temperature of 0.6. These are
the default values recommended for these models.
We used 7 hours of GPU budget and Nvidia RTX
4090 GPU.

A.2 Prompts

We conduct experiments with two prompts (see
below). For the creation of ‘Prompt I’, we fol-
lowed examples provided by OpenAl and Meta.
We also followed the design principles described
in Reynolds and McDonell (2021) to create self-
explanatory prompts that are intuitive and easy
to use from the user’s perspective. To create
‘Prompt 2°, we asked subject matter experts (see
Section 4.2) to provide a description of the task to
be included in the prompt.

Prompt 1 for generating recommendations

Provide a recommendation for improving
agencies work and services related to chil-
dren care and children services. The recom-
mendation should reflect on the information
given in the report:

Evidence:[Evidence]

\.

Prompt 2 for generating recommendations

Based on a summary of evidence from this
report, generate a concise recommendation
with particular focus on what would im-
prove or resolve the issues raised within the
information. Please do not include context
or rationale at this stage:
Evidence:[Evidence]
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The prompt we use to conduct LLM-based eval-
uation is given below.

Prompt for evaluating recommendations

You are given two recommendations (Rec-
ommendation 1 and Recommendation 2).
Your task is to measure the factual align-
ment between the two recommendations us-
ing a scale from 1 to 3 where 1 refers to the
lack of any factual alignment between the
recommendations and 3 refers to a complete
factual alignment between them.
Evaluation Form: Answer by starting with
’Rating:’ and then give the explanation of
the rating on the next line by *Rationale:

\.

A.3 Human-Based Evaluation

Figure 4 shows the instructions given to the anno-
tators in order to perform the human-based evalua-
tion. Table 6 shows the results for the criterion (5)
Is the recommendation actionable?.

Your task is to evaluate Al generated
Recommendation’) following the given criteria:

ions (‘Generated
(1) Fluency: measures the quality of the text including grammatical errors and
repetitions.

(2) Coherence: measures whether the recommendation makes logical sense.

(3) Relevance to the evidence: measures whether the recommendation is
meaningful given the evidence.

(4) Relevance to the human-created recommendation measures the factual
alignment between the two recommendations.

(5) Is the recommendation *Actionable’? (yes/no): indicates if the
recommendation has practical application and could be implemented

as part of a policy.

Please evaluate each ‘Generated Recommendation’ within the given excel file using
a3-point scale where 1 is worst and 3 is best.

Figure 4: Instructions for human evaluation.

‘ Dataset) ‘ zero-shot setting ‘ one-shot setting
UK Care Homes 60% 55%
US Children’s Bureau 58% 57%
NSPCC reports 60% 59%

Table 6: Results per dataset for criterion (5) Is the rec-
ommendation actionable?

The five annotators were selected through an
interview process based on their subject-matter ex-
pertise. They were compensated at an hourly rate
aligned with standard payment guidelines, as ap-
proved by JobShop and University guidelines.

A.4 Automatic-Based Evaluation Results

Figure 5 shows a comparison of the three LLM-
based evaluation models for one-shot setting where
the scores are averaged across the three datasets.
This results confirm findings from analysis for zero-
shot setting where GPT4 and Cohere-based models
have given a higher score to their own outputs.
This suggests a potential bias for these models



towards their own generations (Kocmi and Fed-
ermann, 2023) which shows the need for further
research into how best to utilise these models for
evaluation tasks.

One-Shot Setting Evaluation Scores
2.5

2.0

15

1.0

0.5

GPT4-based eval.

LLaMa 3-based eval. Cohere-based eval.

W GPT4-based gen. B LLaMA 3-based gen. B Cohere-based gen.

Figure 5: Comparison of LLM-based evaluation be-
tween recommendations generated with each model
across the three datasets, where ‘eval’ refers to eval-
uation.

A.5 Spearman’s Rank Correlation

The Spearman’s Rank Correlation Coefficient is a
statistical measure of the strength of the relation-
ship between two sets of data. A description of
the strength of correlation is given in Table 7. The
p-value is the probability of how likely it is that any
observed correlation is due to chance. A p-value
close to 1 suggests no correlation other than due to
chance. If your p-value is close to 0, the observed
correlation is unlikely to be due to chance.

Value of coefficient (pos. or neg.) || Meaning
0.00-0.19 A very weak correlation
0.20-0.39 A weak correlation
0.40-0.69 A moderate correlation
0.70-0.89 A strong correlation
0.90-1.00 A very strong correlation

Table 7: Interpretation of the Spearman’s correlation
coefficient.

A.6 Correlation Analysis.

Figure 6 represents complete correlation analy-
sis across the human-based evaluation criteria per
dataset.

The p-value for the majority of criteria is less
than 0.05 which makes the majority of correla-
tions statistically significant. Figure 6 shows that
there are not significant trends of correlation rela-
tionships between the different criteria across the
datasets. This suggests that despite belonging to
the same domain/task, these datasets are quite di-
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verse and require special attention of how to deal
with their characteristics.
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