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Abstract

Current Vision-Language Models (VLMs) struggle with fine-grained spatial reason-
ing, particularly when multi-step logic and precise spatial alignment are required.
In this work, we introduce Spatial , a vision-language reasoning
model designed to address these limitations. To construct high-quality supervision
for spatial reasoning, we design a Multi-Model Monte Carlo Tree Search (M3CTS)
method that generates diverse, logically consistent Long Chain-of-Thought (Long-
CoT) reasoning trajectories. In addition, we propose a fine-grained Direct Pref-
erence Optimization (fDPO) method that introduces segment-specific preference
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granularity for descriptive grounding and logical reasoning, guided by a spatial
reward mechanism that evaluates candidate responses based on visual consistency,
spatial grounding, and logical coherence. Experimental results demonstrate that
fDPO achieves relative performance gains of 4.1% and 9.0% over standard DPO
on spatial quality and spatial quantity tasks, respectively. SpatialReasoner-R1,
trained with fDPO, sets a new SoTA on SPATIALRGPT-BENCH, outperforming
the strongest baseline by 9.8% in average accuracy, while maintaining competitive
performance on general vision-language tasks.

1 Introduction

Vision-Language Models (VLMs) have demonstrated significant advancements in multimodal un-
derstanding tasks, such as image captioning, visual question answering, object detection, and video
interpretation [2, 31, 54, 63, 96]. However, their ability to perform spatial reasoning remains lim-
ited, especially in scenarios involving complex object arrangements and occlusions [7, 13, 18, 82].
This gap poses a significant challenge for applications such as robotics, autonomous driving, and
augmented reality, where robust spatial understanding is essential for effective decision-making [51].

Historically, early VLMs predominantly employed direct-response paradigms [2, 54], i.e., producing
immediate answers without explicit reasoning, which often leads to shallow understanding. Recent
advances in Chain-of-Thought (CoT) prompting have introduced step-by-step reasoning [73], but
standard CoT traces are often too brief or abstract to capture fine-grained spatial logic. In contrast,
Long Chain-of-Thought (LongCoT) prompting produces richer, more interpretable reasoning paths
that better support comprehension [10, 43, 74]. Still, such prompting must go beyond simple depth
estimation, as accurate spatial reasoning requires understanding occlusions, relative orientations, and
positional ambiguity, all of which are difficult to capture without structured, fine-grained supervision.

To address these challenges, we introduce Spatial , anovel VLM designed to perform
spatial reasoning directly from 2D images. SpatialReasoner-R1 employs structured, interpretable
LongCoT reasoning to systematically parse and solve spatial queries without relying on additional
modalities or external sensor data. To optimize the training process for multi-step reasoning, we intro-
duce a new fine-grained Direct Preference Optimization (fDPO) method that applies differentiated
learning updates tailored to two semantically distinct components, descriptive grounding and logical
reasoning. Unlike traditional DPO, fDPO introduces segment-specific preference granularity, allowing
SpatialReasoner-R1 to adjust its optimization for each generation phase, emphasizing spatial local-
ization during descriptive grounding and enhancing multi-step logical inferences during reasoning.

To curate diverse high-quality spatial reasoning data for training, we propose a Multi-Model Monte
Carlo Tree Search (M3CTYS) that generates high-quality LongCOT responses by leveraging col-
laborative exploration across multiple VLMs, and a fine-grained spatial reward mechanism that
evaluates candidate responses across three dimensions: descriptive accuracy, spatial grounding pre-
cision, and logical coherence, which are then used to construct positive and negative sample pairs
for DPO and fDPO training. Empirical results across several challenging spatial reasoning tasks
demonstrate that SpatialReasoner-R1 achieves state-of-the-art performance, significantly outperform-
ing existing VLMs and CoT-based methods, particularly on complex, multi-step spatial reasoning.
Specifically, SpatialReasoner-R1 surpasses the best baseline by 9.8% in average accuracy on spatial
understanding. Our fDPO improves by 4.1% and 9.0% on average over standard DPO on spatial
quality and spatial quantity tasks, respectively. Our contributions are as follows:

(1) We introduce SpatialReasoner-R1, a LongCoT spatial reasoning VLM that effectively
generates interpretable, step-by-step explanations directly from 2D images. SpatialReasoner-
R1 establishes a new SoTA in spatial understanding, while maintaining robust performance
on general vision-language benchmarks.

(2) To enhance training stability and precision, we propose a new fine-grained Direct Prefer-
ence Optimization (fDPO) method that employs segment-specific learning updates tailored
explicitly for descriptive grounding and logical reasoning.

(3) To address the scarcity of high-quality spatial reasoning data, we introduce a data generation
pipeline that combines Multi-Model Monte Carlo Tree Search (M3CTS) with fine-grained
spatial rewards, enabling the creation of diverse, logically consistent LongCoT trajectories
for fine-grained preference training.



2 Related Work

Vision Language Models and Spatial Reasoning. Recent advances in VLMs have significantly
enhanced the ability of multimodal models to understand and generate descriptive text grounded
in visual contexts [31, 39, 40, 49, 67, 96]. Models such as Flamingo [1], BLIP-2 [32], and Qwen-
VL [39] use high-capacity vision encoders [54] paired with LLMs [5, 65] to achieve state-of-the-art
performance in various multimodal tasks, such as visual question answering, image captioning, and
instruction following [2, 15, 37, 66, 77, 101]. Current trends involve scaling models to improve
general understanding [12, 25, 63] and using large-scale instruction tuning datasets [40, 57, 94]. Both
proprietary [21, 26, 50] and open-source VLMs [12, 17, 90] have shown impressive results.

While VLMs show promise in visual understanding, accurately perceiving and reasoning about spatial
arrangements remains a challenge [13]. Recent efforts to improve spatial understanding include
fine-tuning VLMs on spatial VQA datasets [7, 8, 13, 41, 76, 28, 56], and zero-shot frameworks
that leverage external 3D foundation models for geometric priors [44]. Region-aware models have
also been proposed for better grounding and finer spatial queries [24, 88, 92]. These advances
extend to scenarios such as video understanding [82] and 3D generation [46, 51]. To track progress,
specialized benchmarks like Q-Spatial Bench [36], SpatialRGPT-Bench [13], VSI-Bench [82], and
3DSRBench [45] have been introduced to assess spatial skills. However, current models still struggle
with complex, multi-step spatial reasoning. SpatialReasoner-R1 addresses this gap by introducing
fine-grained preference optimization and multi-level reward mechanisms.

Aligning VLMs using Preference Optimization. Preference-based learning methods, particu-
larly DPO [55], have become standard techniques for aligning models with human intentions.
These methods bypass the need for explicit reward model training and have often demonstrated
strong performance compared to earlier Reinforcement Learning with Human Feedback (RLHF)
approaches [3, 19, 48, 99]. In the multimodal domain, DPO and its variants have been adapted to ad-
dress specific challenges such as reducing hallucinations and improving visual grounding [71, 79, 89].
The adaptability of DPO is further highlighted by its recent application in aligning generative models
beyond language, such as text-to-image diffusion models [22, 33, 68, 83, 91]. Adaptation methods
often involve constructing preference pairs based on human corrections, Al feedback, or contrasting
inputs to guide the model towards desired behaviors [11, 14, 18, 20, 62, 69, 75, 78, 80, 86].

Standard DPO methods treat the reasoning process as a single structure. To address this,
preference granularity in DPO has been explored at the token [38, 58, 95, 98, 100], step [29, 97],
sentence [52, 55, 59], and turn [60, 61, 81] levels. While effective in certain domains, these
approaches overlook the semantic roles of different segments in LongCoT, where descriptive
grounding and logical reasoning require distinct optimization. In contrast, our proposed fDPO
introduces functional-level preference granularity.

Multi-LLM Guided Reasoning Recent work has explored leveraging multiple LLMs to collab-
oratively solve complex reasoning tasks, often integrated with Monte Carlo Tree Search (MCTS).
Methods such as MoA [70], MoSA [85], AlphaLLM-CPL [72], and LE-MCTS [53] enhance multi-
agent text-based reasoning using ensemble methods and stepwise search. COMCTS (Mulberry) [87]
extends multi-LLM MCTS to multimodal reasoning, primarily targeting collaborative reflection and
error correction. In contrast, our method, M3CTS, addresses the challenge of spatial reasoning in
VLMs, introducing fine-grained preference learning and multi-level spatial rewards that allow for
coherent, visually-grounded reasoning paths across multimodal data.

3 Method

3.1 Spatial Reasoning from Images

Spatial reasoning is a core vision-language challenge, requiring models to understand visual layouts
and perform logical inference over spatial relationships. We define spatial reasoning as a multimodal
understanding problem where the goal is to generate accurate reasoning paths based on visual and
textual inputs. Formally, a spatial reasoning instance can be represented as a tuple 7= (I, Q, P) —%
R where I represents the input image containing the visual content, @ is the textual query specifying
the spatial reasoning task, P denotes the visual prompt tokens pointing to a specific object or region
in the image, and R the textual response, providing the answer or step-by-step reasoning path. The
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Figure 1: Method Overview. To train SpatialReasoner-R1, we (1) generate reasoning paths using
M3CTS, (2) construct fine-grained preference pairs via reward-based selection, and (3) train with
fine-grained DPO (fDPO) to optimize descriptive and logical reasoning separately.

primary objective of a spatial reasoning model, denoted as 7y, is to map the multimodal input 7 to a
logically sound and spatially grounded response R.

Unlike typical direct-response
VQA tasks, Spatial

is designed to output Long- Image P Image _,B '§ B
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and a spatial reward mechanism  Fjgure 2: Architecture Overview. SpatialReasoner-R1 is a VLM
that evaluates candidate reason- that takes as input a text instruction, visual prompts, and an image,

ing. paths based on spatial an(_i and generates LongCoT reasoning responses.
logical understanding (§3.3). Fi-

nally, to address the lack of LongCoT supervision for spatial reasoning, we propose a multi-model
collaborative tree search method that generates diverse, reward-aligned reasoning trajectories to
enable preference-based training (§3.4). An overview of the proposed training framework is depicted
in Figure 1 and the SpatialReasoner-R1 architecture is shown in Figure 2.

3.2 Fine-grained Direct Preference Optimization (fDPO)

We propose fDPO as a novel fine-grained off-policy preference learning algorithm to optimize
LongCoT spatial reasoning. Traditional DPO methods apply a single global trade-off parameter
[ uniformly across all reasoning steps [69, 75, 86], implicitly treating all response segments as
equally learnable. However, this can lead to degenerate solutions, as the model may overfit to simpler
descriptive responses while under-optimizing the more complex reasoning paths. This observation
motivates the design of our fine-grained preference mechanism, which introduces segment-level
preference granularity.

To facilitate fine-grained preference optimization, we first segment each LongCoT response R into its
constituent description Rges. and reasoning Reyson components, represented as R =[Resc, Rreason)-
We then quantify the preference signal for each segment by calculating the score difference between
the corresponding segments derived from the positive RP and negative responses R', yielding
segment-wise preference differentials:

ARy = score(RL, ) — score(Réesc), ARycason = score(RE,,,) — score (Rﬁeason), €))

where the differentials A Rgesc and A Ryeu50n quantify the preference margin for description and
reasoning segments based on the preference pair, and score(-) composite scores are introduced in
Section 3.3. The design of fDPO is guided by two key principles:



Principle 1: Preference optimization strength should be dynamically balanced according to the
intrinsic complexity and quality disparity between description and reasoning components.

Our analysis of the fine-grained reward signals reveals that descriptive segments (Rgesc) are easier to
optimize while models struggle with reasoning segments (Rc,s0n) that are typically longer and require
multi-hop logic. Thus, a unified optimization parameter 3 may lead to reasoning under-optimization.
To address this, fDPO introduces separate, adaptively-tuned trade-off parameters, Sgesc and Breasons
which dynamically control the learning signals for each segment independently, to allow the model to
prioritize deeper logical inference while maintaining visual and attribute accuracy.

Principle 2: The choice of segment-specific optimization parameters (Bgese and Breason) should
prioritize the component that exhibits a larger preference differential, such that learning focuses on
harder-to-learn segments.

We further empirically observe that the preference score differential for descriptive components
AR e is consistently smaller than A Ryeys0n. To account for this, fDPO computes dynamic segment
weights wese and wyeas0n to adaptively adjust the learning signals for the description and reasoning
components, respectively:

exp(A - AR
Wy = p( S) , s € {desc,reason}, 2)
exp()\ . ARdesc) + exp()\ . A-1'?/1'eason)
where AR is the preference score differential for segment s (either description or reasoning), A > 0
controls the sensitivity of weights, and {wgesc, Wreason } reflect the relative importance of each segment.

These weights are then mapped to adjustment factors centered around 1 and applied to the base opti-
mization parameter 3 to yield segment-specific trade-off parameters Sgesc and SBreason for description
and reasoning, respectively:

Bs =8 x f(ws) = B[l +a(2ws, —1)], s € {desc,reason}, 3)

where w, € [0, 1] is the respective segment-specific weight (either description or reasoning), « is a
hyperparameter that controls the maximum scaling amplitude, and j3 is the base hyperparameter value.
This design implements a dynamic learning strategy: segments with larger preference differentials
(higher relative importance w;) receive a higher effective 3,, amplifying the learning signal and
prioritizing those components. Conversely, smaller preference differentials yield lower /35, enabling
finer-grained updates. This adaptive mechanism allows fDPO to balance optimization based on
segment-specific learning difficulty, promoting better alignment for complex reasoning steps while
preserving descriptive accuracy. The final optimization objective for each segment is defined as
o by mo(RE | x) 3 mo(RL | )

Fs(T,RP,R") = log 77Tref(R§ ) log 77&&(1{[5 ) s € {desc, reason}. 4)
Here, T represents the multimodal input (image, text query, visual prompt), 7y is the model’s learned
policy, and F, measures the segment-specific preference margin in log-likelihood ratios relative to a
reference policy 7. The overall optimization objective for fDPO is

Lippo () = _E(T,RRR’)ND |}Qg U(ﬁdesc Fuese(T, RP, Rl) + Breason Freason (T, RP, Rl))‘| ;)

where D = {(x(i), y(gfs’é), yégﬁm yéé’sic), yr(elaz()m) fV: 1 denotes the dataset of segment-level preference
pairs and o(+) is a sigmoid activation function.

3.3 Fine-Grained Spatial Rewards

To optimize spatial reasoning paths effectively, we introduce a fine-grained reward mechanism that
evaluates candidate reasoning paths across visual, spatial, and logical dimensions. Rewards capture
alignment with image content, spatial relationships, and logical inference. Figure 3 illustrates the
proposed fine-grained spatial rewards for fDPO. Specifically, we define four scalar rewards; details
about their formulations and rationale behind each reward are provided in Appendix A.

< Visual Consistency Reward (Ry.) evaluates the description Ry to ensure spatial grounding
and fidelity. The reward verifies key aspects of the quality and alignment of the description with



i The image shows a modern kitchen island with a dark gray base cabinet. The question
Resp1 asks for the height of this kitchen island. Let's think step by step. Step 1: The
cabinet looks slightly lower than the kitchen counter behind it. Step 2: Standard

X kitchen is about 90 centimeters tall. Step 3: Thus the height of the kitchen island is
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height of the kitchen about 45 centimeters.
island?
@ Fine-grained Direct pr— Reward Score Breakdown
fieference -—0 Negative Sample  [Descriptive Scoring]:3.4
Optimization [Spatial Scoring]:3.5 [Reasoning Scoring]:2.8
SpatialReasoner] ore Fine-grained —==-—-=-=======--=--=-==-=-==-----
Reference Spatial Positive Sample  [Descriptive Scoring]:3.8
Model Reward [Spatial Scoring]:7.6 [Reasoning Scoring]:3.8

The image shows a modern kitchen with a large island in the center. Two white bar
stools are positioned at the corner of the island. The question asks for the height of
the dark gray cabinet of the kitchen island. Let's think step by step. Step 1: The
Resp2 bar stools appear to be standard bar height, which is around 75 centimeters from
SPE the floor to the seat. Step 2: The top of the island a%peurs to be about 20
centimeters higher than the seats of the bar stools. Step 3: Adding the bar stool
/ height and the additional height above the stools: 75 + 20 = 95 cm.

Question: What is the
height of the kitchen
island?

Figure 3: Fine-Grained Spatial Rewards. Candidate reasoning paths are decomposed into three
aspects, descriptive, spatial, and reasoning, scored separately; the higher value in each row is marked
by v and the lower by X. Explanation of Scoring: Descriptive: Negative response omits the
two bar-stools and uses generic “modern kitchen” wording, whereas the positive response lists
every salient object; Spatial: Negative response wrongly claims the island is lower than the rear
counter and ignores the 20cm offset revealed by the stool reference, whereas the positive response
provides its estimate to the 75cm stool height plus that offset; Reasoning: Negative response uses
an illogical “half-height” heuristic 90cm — 45cm without intermediate computation, whereas the
positive response explicitly adds reference height and gap (75cm + 20cm = 95c¢m). These per-category
deficits yield lower composite reward, designating the upper response as negative sample.

the visual scene, such as whether all referenced objects are present and identifiable, whether the
stated properties (such as color, size, and shape) match the visual content, whether the descrip-
tion includes all necessary details prompted by the query, and whether it remains contextually
appropriate and free from extraneous information.

<& Depth-Guided Spatial Reward (R,) measures fine-grained spatial understanding by leveraging
depth information. This reward is independently computed for the description Rges. and reasoning
R eason cOmponents, with two adaptive weighting mechanisms: an uncertainty weight that adjusts
the score for spatial expressions with qualifiers (e.g., "approximately","possibly") to account for
reduced confidence, and a context-aware weight that emphasizes spatial relations directly relevant
to the query. The final spatial rewards are computed as the uncertainty and context-aware weighted
correctness scores across all spatial assertions in the corresponding description and reasoning
components, validated against both the RGB image and its corresponding depth map. This ensures
that more confident and contextually aligned relations have stronger influence on the reward.

< Logical Coherence Reward (R).) evaluates the reasoning Re,son for structural integrity and
logical correctness. This reward captures multi-hop inference and factual alignment by verifying
that premises are consistent with the image, depth map, and preceding descriptions, reasoning
steps maintain spatial and causal logic, the application of physical, spatial, and logical principles
remains coherent throughout, and the conclusion is fully supported by the reasoning chain.

The preference differentials in fDPO are computed from composite rewards that aggregate fine-grained
evaluations across segments: score(Rgesc) =Rye + Rsp.desc and score(Rreason) = Ric + Rsp reason-

3.4 Multi-Model MCTS (M3CTS)

We introduce a Multi-Model Monte Carlo Tree Search (M3CTS) framework for generating high-
quality LongCoT data D={(T, R?, R!)}}¥, tailored to spatial reasoning. Inspired by DeepSeek-
R1-Zero [16] and prior multimodal MCTS methods [87, 53, 85], M3CTS explores diverse reasoning



trajectories across multiple large language models (LLMs) to effectively search for logical, spatially-
consistent explanations that satisfy the query. Formally, the reasoning process is defined as a sequence
of reasoning states: S={sq,...,st,..., ST}, where s; € S represents a partial reasoning state, sy
is the initial state derived from 7, and sp is a terminal state corresponding to a fully reasoned path.
M3CTS operates through four key stages: Expand, Simulate, Backprop, and Select.

Expand. At each step t, M3CTS expands the current state s; by generating diverse candidate
reasoning states S, using multiple VLMs {7 }2_| concurrently, i.e.,

K

S = U Tk (st | T, Parent(st)), 6)

k=1

where 7y, is the k-th VLM, 7 multimodal input, and Parent(s;) ancestor reasoning states of s;. To
ensure consistency, we enforce a structured output format across all VLMs (Appendix B).

Simulate. Each candidate s;, ; € S; generated during expansion is evaluated based on three distinct
criteria: (i) visual description accuracy against the original image, (ii) spatial correctness of inferred
spatial relationships utilizing both original and depth-derived images, and (iii) logical coherence of
the textual reasoning steps. The evaluation score R(sy +) is computed as:

M
]‘ m
R(skt) = Vi Z [Hsﬁ)al(sk,t) + Hi;zt)ial(sk,t) + Hl(ogi)cal(sk‘,t)} ; (N
m=1

(m)

where M is the number of evaluation models, and each I, ;|

(Sk,+) indicator function defined as:

H(m)(sk}t) = {41 (fully accurate), 0 (neutral), —1 (inaccurate)}. (8)

eval
We preserve high-quality paths by pruning the candidate set according to the evaluation score, i.e.,
S ={skt | R(sk,) > 0}. Appendix C provides detailed descriptions of the evaluation.

Backprop. To perform credit assignment, scores from the simulation phase are recursively propagated
upwards through the search tree. The objective is to update the value estimates V (s ¢) and visit
counts N (s ;) for each parent node sy, ; based on the performance of its children S = Child(s ),

N(sk,t)V (sk,1) + 25 es: N(se)R(se)

V(skt)
(Sk,t) N(sk1) + 2oqcs0 N(se)

. N(skt) ¢ N(ses)+ Y N(se). (9)
5.€8F

Select. This phase is responsible for choosing the most promising candidate state for further
exploration in the next iteration of tree expansion. We use the Upper Confidence Bound (UCB)
strategy to select the next state s}, ,  ; to traverse, based on updated values and visitation statistics.
UCB ensures that high-value paths are prioritized, while also exploring less-visited nodes to discover
new reasoning trajectories. The candidate selected maximizes the UCB objective, i.e.,

log N (sg,1) ]

V(se) + « T+ N(so)

* —_
Skt41 = argn;ax
5.ESy

(10)

where V (s.) is the value estimate of the candidate state s., N(s.) its visit count, and & > 0 is a
hyperparameter that balances exploration vs. exploitation.

4 Experiments

4.1 Experimental Setup

We evaluate SpatialReasoner-R1 across diverse spatial reasoning and general vision-language estab-
lished benchmarks to assess the model’s fine-grained spatial understanding and logical reasoning
capabilities. Implementation details are provided in Appendix D.

Spatial Reasoning Benchmarks. Our primary benchmark is SPATIALRGPT-BENCH [13], compris-
ing image-based spatial reasoning questions and their corresponding ground truth answers. Detailed
descriptions of benchmarks and evaluation protocols are provided in Appendix E.



Table 1: Spatial Reasoning Success Rates () on SPATIALRGPT-BENCH. Classification (top) and
numeric distance/direction (bottom). are General Large VLMs,  are Customized VLMs,  are

Spatial variants. “/” indicates the model refuses to provide a response for that metric.
Below/ Left/ Big/ Tall/ Wide/ Behind/ Qual.
Above Right Small Short Thin Front Acc.
Gemini 2.0 Flash [21] 58.33 68.57 16.98 50.00 15.38 53.63 44.29
Llama 4 Maverick [47] 54.17 61.90 33.02 50.89 25.96 55.45 47.18
Gemini 1.5 Pro [64] 85.83 56.19 58.49 71.42 55.76 60.00 65.14
ChatGPT-4o [50] 87.50 80.00 53.77 63.39 51.92 60.90 66.67
SpatialBot-3B [6] 52.50 62.86 57.54 49.11 49.04 62.73 55.56
SpaceThinker Qwen2.5VL-3B [4] 89.16 63.81 76.41 56.25 56.73 70.91 69.25
InternVL2.5-78B [12] 94.16 94.28 64.15 65.17 55.76 58.18 72.29
Sa2VA 4B [90] 22.50 25.71 25.47 16.07 27.88 3091 24.65
Sa2VA 8B [90] 50.00 39.04 45.28 26.78 45.19 53.63 43.37
SpatialRGPT-8B [13] 99.17 100.00 84.90 89.28 91.34 90.90 92.69
Spatial SFT 4B 79.16 78.09 55.66 66.96 59.61 75.45 69.41
Spatial SFT 8B 81.66 81.90 75.47 75.89 79.80 83.63 79.75
Spatial DPO 4B 91.66 91.42 69.81 65.17 71.15 85.45 79.29
Spatial DPO 8B 94.16 93.33 89.62 90.18 88.64 92.27 91.48
Spatial fDPO 4B 95.83 93.33 83.96 74.10 87.50 89.09 87.37
Spatial fDPO 8B 98.33 98.10 95.28 96.43 91.34 93.64 95.59
Direct Horizontal Vertical uan.
Distance Distance Distance Width Height Direction ?&cc.
Gemini 2.0 Flash [21] 9.45 10.65 26.41 10.52 30.82 54.20 2243
Llama 4 Maverick [47] 24.48 28.68 34.28 35.71 44.61 58.09 36.72
Gemini 1.5 Pro [64] 14.18 17.21 14.15 19.54 36.09 30.84 21.90
ChatGPT-4o [50] / / / / / 60.75 /
SpatialBot-3B [6] 6.00 15.51 8.00 10.52 18.75 39.00 15.62
SpaceThinker Qwen2.5VL-3B [4] 24.32 17.21 59.43 23.27 23.62 32.35 28.97
InternVL2.5-78B [12] 27.70 22.13 41.50 29.32 34.58 62.61 35.25
Sa2VA 4B [90] 13.51 15.57 19.81 13.53 12.03 10.28 14.02
Sa2VA 8B [90] 14.18 14.75 9.43 14.28 19.54 14.18 14.55
SpatialRGPT-8B [13] 45.90 68.00 56.60 48.90 61.70 95.30 61.42
Spatial SFT 4B 22.29 27.86 31.13 25.56 33.80 47.66 30.71
Spatial SFT 8B 28.43 20.49 44.05 33.59 51.63 46.72 37.12
Spatial DPO 4B 47.97 46.72 60.37 45.11 55.63 91.58 56.61
Spatial DPO 8B 62.83 56.55 60.37 70.45 68.42 93.45 68.22
Spatial fDPO 4B 60.13 59.01 71.70 65.41 57.89 92.52 66.76
Spatial fDPO 8B 70.95 72.13 74.52 80.45 74.43 94.39 77.30

General Vision-Language Benchmarks. To validate the robustness of SpatialReasoner-R1 beyond
purely spatial tasks, we evaluate on broader vision-language datasets such as MME, POPE, SEED-
BENCH, AI2D, SQA-TEST, MMMUV, MMSTAR, and HALLUSIONBENCH [35, 34, 30, 27, 42, 93,
9, 23]. These datasets cover fundamental vision-language tasks such as object grounding, hierarchical
scene parsing, multimodal understanding, and multi-turn reasoning in diverse multimodal contexts.

Baselines. We benchmark SpatialReasoner-R1 against two categories of baseline models:

General Large VLMs. This includes powerful, widely-accessible models such as Gemini 2.0
Flash [21], Llama 4 Maverick [47], Gemini 1.5 Pro [64], and ChatGPT-40 [50]. These are evaluated
in zero-shot/few-shot settings as reference of standard VLM capabilities w/o task-specific fine-tuning.
Specialized VLMs. This baseline set comprises models specifically developed, adapted, or fine-
tuned for spatial understanding tasks, allowing us to assess our contributions relative to other special-
ized approaches. The models included are: SpatialBot-3B [6], SpaceThinker Qwen2.5VL-3B [4],
InternVL2.5-78B [12], Sa2VA (4B, 8B) [90], and SpatialRGPT-8B [13].

Spatial VLMs. We also include SpatialReasoner-R1 4B and 8B variants with different
training strategies, such as SpatialReasoner-R1 SFT, SpatialReasoner-R1 DPO, trained with standard
DPO, and SpatialReasoner-R1 fDPO trained with the proposed fine-grained DPO method.



Table 2: General Vision-Language Understanding Results. Best performance in bold.

Models MME POPE SEED-BENCH AI2D SQATEST MMMUV MMSTAR HALLUSIONBENCH
SpatialRGPT-8b [13] 1667/348 85.50 67.00 67.42 81.81 41.40 43.98 40.80
Spatial fDPO 8B 1667/503  89.71 76.21 78.85 93.85 48.11 55.43 51.10

Q: Can you give me an estimation of the horizontal distance between center of <Regionl> and <Region 2>?
Ground Truth :— Response from SpatialRGPT 8B
(%\ The horizontal distance of Region 1 from Region 2 is 1.08 meters. )

Response from InternVL2.5-78B
"I Step 1: Estimate the width of Region 1 (fireplace) as 1.2 meter.
/} Step 2: Estimate the width of Region 2 (TV cabinet) as 1.5 meters.
Step 3: the

Step 4: We can estimate that the total horizontal distance between the
centers of Regionl and Region2 is approximately the sum of half the width
of the fireplace, the distance between the objects, and half the width of

Center of <Regionl> and <Region2> the TV stand.
are 1.6 meters apart horizontally Step 5:

/- Response from Gemini 1.5 Pro Response from SpatialReasonerR1 8B
Stepl: The right edge of the fireplace seems aligned with h r- . . . . \
‘ ) Step 1: Estimate the width of the fireplace. The
left edge of the TV, and the TV is centered above the TV @ . . .
stand, which is slightly wider than the TV. o :vlil";:luce looks like a standard size, about 1.2 meters
Step2: Let's assume the width of fireplace is 1 meter. The distance . o .
between the center of the fireplace and the left edge of the TV can Step 2 EST'"‘C‘TE the width of the TV stand. T}:'e TV stand looks
slightly wider than the TV, about 1.4 meters wide.

be estimated as half the fireplace's width, which is 0.5 meters.

Step3: Let's assume the width of the TV stand is about 1 meter. The Step 3: EsT-rna‘re the gap between the fl_repluce and the TV
distance from the left edge of the TV to the center of the TV stand. There's a small gap between the fireplace and the TV
stand can be estimated as 1/4 of the stand's width, which is 0.25 stand, which appears to be about 0.2 meters.

meters. Step 4: Add the estimated widths and the gap. 1.2m/2

roughly 0.75 meters. region! and region2 are 1.5 meters apart horizontally.

k Step4: Combining steps 2 and 3, the total horizontal distance is / k (fireplace) + 0.2m (gap) + 1.4m/2 (TV) = 1.5 meters. So, thej

Figure 4: Qualitative Examples of Spatial Reasoning Across Models. SpatialReasoner-R1 demon-
strates a coherent, multi-step logical chain that closely matches the ground truth, while other models
exhibit less precise or less interpretable reasoning paths.

4.2 Experimental Results

Spatial Reasoning. As shown in Table 1, SpatialReasoner-R1 models achieve substantial improve-
ments over both general-purpose and spatial-specialized VLMs across all spatial tasks. Notably,
SpatialReasoner-R1 fDPO 8B sets a new benchmark for average accuracy with 2.9% and 15.8%
gains over SpatialRGPT-8B on spatial quality and quantity tasks, respectively. Our parameter-efficient
SpatialReasoner-R1 fDPO 4B outperforms larger models like InternVL2.5-78B, highlighting the effec-
tiveness of our fine-tuning strategy. Finally, when compared to its predecessor DPO 8B, our optimized
variant fDPO 8B boosts average accuracy by 4.1% across quality tasks and by 9.0% in quantity tasks.

General Vision-Language Understanding. Beyond achieving state-of-the-art performance in spatial
reasoning tasks, our SpatialReasoner-R1 fDPO 8B also demonstrates significant gains in general
vision-language benchmarks compared to SpatialRGPT-8B, as presented in Table 2.

4.3 Qualitative Examples

Figure 4 provides qualitative examples that demonstrate SpatialReasoner-R1’s advanced capability for
coherent, multi-step spatial reasoning. Spatial first estimates the fireplace and TV-stand
widths at 1.2m and 1.4m, then computes 1—22 +0.2 (gap)+ % = 1.5m, a value that nearly matches the
reference while transparently tying each term to an observed feature. In contrast, InternVL2.5-78B
adopts similar width guesses (1.2m, 1.5m) but assumes “the distance between the fireplace and the
TV stand seems to be about the width of one object”. This assumption is inconsistent with what
is shown in the image. Gemini 1.5 Pro aligns the fireplace’s right edge with the TV’s left edge,
assigns both objects a 1m width, and combines only half a fireplace width (0.5m) with one quarter
of the stand width (0.25m). These two estimates are not accurate and ignore the gap between the two
regions. SpatialRGPT-8B yields a more accurate estimate than Gemini 1.5 Pro and InternVL.2.5-78B.
However, since it is not designed as a reasoning model, it cannot generate step-by-step reasoning
traces, i.e., does not explicitly reveal the logical chain of spatial deductions or intermediate calculations



Table 3: Effect of Alpha («). Table 4: Effect of Lambda ()\) at «=30%.

Metric 10% 20%  30% 40% Metric A=0.2 =04 =06 )=0.8
Direct Dist. ~ 53.38 56.76  60.13  58.11 Direct Dist. ~ 54.05  57.38  60.13  59.45
Horiz. Dist. 5246  55.74 59.01 56.55 Horiz. Dist. 5327  57.37  59.01 58.19
Vert. Dist. 65.09 6792 7175 69381 Vert. Dist. 65.09 6886 7175  69.81
Width 51.88 57.89 6541 63.16 Width 5338  60.15 6541 54.67
Height 5639 57.14 57.89 58.64 Height 5639 57.14 5789 57.89
Direction 91.58 9223 9252 94.39 Direction 91.58  91.58 9253 9345

leading to that estimate. These qualitative examples show that SpatialReasoner-R1 has more accurate
spatial awareness. Additional examples can be found in Appendix F.

4.4 Ablations

Table 3 illustrates the impact of varying the Alpha («) parameter, which modulates the magnitude
of segment-specific learning adjustments during fDPO optimization. When « is set too high, the
model may overly focus on the reasoning part at the expense of the other, introducing instability and
degraded performance, as observed when « reaches 40%. Conversely, if « is too low, both description
and reasoning segments are optimized equally. A moderate value of o = 30% allows the model
to effectively amplify learning signals for fine-grained spatial distinctions, leading to substantial
improvements across all spatial metrics. Furthermore, Table 4 presents the impact of varying the
Lambda (\) parameter, which modulates the sensitivity of segment-specific weights to preference
differentials, controlling how responsively the model shifts learning focus based on the observed
preference margins. As A increases, the model becomes more sensitive to segment-specific preference
differences, leading to noticeable changes in performance across spatial metrics. We observe that
while a moderate value of A = 0.6 achieves the best overall results, setting A too high can introduce
slight performance degradation in some spatial metrics, likely due to overly aggressive re-weighting.

5 Conclusion

In this work, we introduce Spatial , anovel VLM with state-of-the-art spatial reasoning
capabilities, trained with a proposed fine-grained DPO (fDPO) method that decomposes LongCoT
paths into description and reasoning components, allowing for targeted preference-based learning
and enhanced logical reasoning. fDPO is guided by a set of comprehensive rewards that evaluate
reasoning paths across visual consistency, spatial alignment, logical coherence, and depth-based
verification. Additionally, we propose a Multi-Model Monte Carlo Tree Search (M3CTS) strategy
that leverages multiple LLMs to generate high-quality, diverse LongCoT data. Our comprehensive
evaluations demonstrate SpatialReasoner-R1 achieves state-of-the-art performance, outperforming
significantly larger models. Moving forward, we plan to evaluate fDPO on additional VLM tasks
such as GUI navigation and reasoning segmentation.
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A Fine-Grained Spatial Reward Details

This appendix details design and hyperparameter choices for the fine-grained spatial rewards intro-
duced in Section 3.3. The prompt template for estimating rewards is shown in Figure 10.

A.1 Visual Consistency Reward (R..)

The Visual Consistency Reward quantifies alignment between the generated description and the
visual scene across four continuous criteria: Existence, Attribute accuracy, Completeness, and
Appropriateness. Each component yields a score in the range [0.0, 1.0], where its continuous range
enables fine-grained assessment, permitting fractional scores when descriptions partially satisfy
evaluation criteria. Scores near 0.0 indicate misalignment, while scores near 1.0 denote perfect
alignment. Intermediate values reflect varying degrees of partial correctness or uncertainty. The total
reward, Ry. € [0,4.0], distinguishes varying degrees of alignment across responses.

A.2 Depth-Guided Spatial Reward (R;)

We introduce a depth-guided reward to evaluate the spatial accuracy of model outputs using ground-
truth depth maps. The reward is computed independently for the description Rgesc and reasoning
Req50n components, yielding two sub-scores: Rgp desc and Rgp reason, €ach ranging from 0 to 4. These
scores capture the alignment of spatial expressions with geometric cues in the image. The final spatial
reward is given by Rgp = Rp desc + Resp,reason-

Uncertainty Weight (17,,). Spatial expressions in model outputs often include uncertain qualifiers.
W, ranges from 0.8 to 1.0, with 1.0 indicating complete certainty in spatial assertions, and the
lower bound of 0.8 representing cautious but plausible uncertainty. Setting the lower bound at 0.8
balances cautious language (e.g., “approximately,” “possibly”’) without overly penalizing reasonable
uncertainty. Lower values (below 0.8) would overly penalize reasonable, conservative predictions
and discourage the model from producing cautious but informative reasoning.

Context-aware Weight (). The context-aware weight W, € [0.8,1.0] reflects the relevance of
spatial statements to the question. Explicitly asked spatial relationships are assigned W, =1.0, while
auxiliary or indirect spatial references are assigned W, =0.8. This distinction prioritizes primary
spatial relations explicitly required by the query, ensuring the model emphasizes essential spatial
assertions more significantly. Scores below 0.8 would disproportionately underemphasize auxiliary
information, degrading the model’s ability to handle broader contextually relevant details.

Given a response, we extract all spatial relationship statements from the description and reasoning
response sections. Each statement is then evaluated using GPT-40 by comparing the original image
and its corresponding depth image, which is generated using Depth Anything [84], to obtain a

correctness score ; € [0, 1]. Every statement is also assigned an associated quz) and Wci). The
spatial reward scores are computed as

1 < , , 1 & 4 ,
Rsp,desa = E Z qul) : Wc(l) * T, 7?/sp,reason = E Z Wlsl) : Wc(l) T, (1D
=1 =1

where n and m denote the number of spatial statements in the description and reasoning components,
respectively, and r; represents the correctness of each spatial relationship, validated against both the
RGB image and its corresponding depth map.

A.3 Logical Coherence Reward (R).)

This reward quantifies the logical robustness of a response by aggregating four components: Factual
Consistency, Logical Coherence, Correct Rule Application, and Conclusion Validity. Each component
is scored in the range [0.0, 1.0], with fractional values capturing partial correctness, e.g., from minor
gaps in logical sequences to partial inaccuracies in applying physical, spatial, or logical rules. Scores
of 0.0 and 1.0 indicate complete logical coherence failure or perfect logical chains, respectively. The
final reward, Rlc € [0, 4.0], reflects the overall logical quality of the reasoning.
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B Structured Output Format Specification for M3CTS

To enable reliable parsing and downstream analysis, M3CTS requires reasoning paths from LLMs
to follow a standardized structured format. This format uses Markdown-style headings to clearly
segment key components of the reasoning trace. Each section begins with a line prefixed by ###,
followed by a descriptive heading. The defined sections are:

### Description: Details the input context, such as the visual scene or scenario description.
### Rationale: Summarizes the overall reasoning strategy or justification.
### Let’s think step by step: An optional phrase before detailed step-by-step breakdown.

#i#t# Step N (e.g., ### Step 1, ### Step 2, ...): Enumerates the sequential steps involved in the
reasoning procedure. Multiple steps are typically present.

### In Conclusion: States the final derived conclusion of the reasoning process.

Figure 5 shows the reasoning tree example produced by M3CTS.

C Node Evaluation Protocol for M3CTS

To ensure the semantic and visual quality of each candidate reasoning step sy, ; within the M3CTS
framework, we employ a structured multi-criteria evaluation. Individual steps that form a reasoning
path are segmented by ###. Each candidate s; ; € S, is independently evaluated by two multimodal
models, Gemini 1.5 Pro and Qwen2.5VL-72B, along key distinct dimensions:

< Visual Description Accuracy: Assesses whether the entities, attributes, and contextual cues
described in s;, ; correctly reflect the visual content of the input image. This includes references
to objects, colors, spatial layouts, and contextual cues.

< Spatial Consistency: Evaluates whether the spatial relations expressed in sy, ; (e.g., “above,” “to
the left of,” “behind”) are consistent with both the RGB image and depth map generated via the
Depth Anything model [84]. Errors such as inversion of relations (e.g., stating “behind” instead
of “in front”) are penalized.

< Logical Reasoning Coherence: For steps within the “think step-by-step” chain-of-thought
reasoning block, this component checks whether the logical flow of inferences is coherent and
justified. This includes identifying unsupported jumps in logic or contradictions.

Each criterion I.") (sy. ;) is rated as follows:

+1, if the content is entirely accurate according to model m;

Hg:l) (ki) = 0, if the content is ambiguous or partially accurate;

—1, if there is any clear inaccuracy.

We preserve high-quality paths by pruning the candidate set. Specifically, we retain any node sy, ¢
whose aggregated score across all evaluators and criteria is non-negative, i.e., S ={s ¢ | R(sk,:) >
0}. This threshold is chosen empirically to balance filtering out incorrect steps while maintaining
adequate reasoning diversity.

D Training Details

D.1 Implementation Details

SpatialReasoner-R1 is built upon the Sa2VA architecture [90], which is based on InternVL2.5.
We train the 8B-parameter model in two stages on two NVIDIA H100 GPUs, each stage taking
approximately 2.5 days. For supervised fine-tuning, we employ AdamW optimizer with a learning
rate of 4 x 10~°, weight decay of 0.05, and a 5% linear warm-up schedule, using a batch size of 2
per device with gradient accumulation over 4 steps. For Direct Preference Optimization, we similarly
use AdamW with learning rate of 1 x 10~7, weight decay of 0.05, and a 5% warm-up, training with
a batch size of 1 per device.
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}y, Response from Qwen2.5VL-72B
-

sv’ Response from Qwen2.5VL-78

* Response from Geminil.5 Pro

‘@ Question: <image>\n Can
) | you provide an estimation
o of the horizontal distance Ground Truth: 30cm

between the centers of
<Regionl> and <Region2>?

Observe the bell peppers in the.
background. Assume a medium-sized
bell pepper typically has a width of
approximately 8 cm.

###Description

###Rationale

Verficals through the red
pepper's left edge and the
dark-green pepper's right tip
mark fhe centres of Regions 1
110:12,

####Let's Think step
by step ###Step 1

###Step N N\

smcoden) (i) (o) i R () (n) () ()

Figure 5: Example Reasoning Tree from the M3CTS Data Generation Pipeline. Diverse candidate
reasoning paths are sampled from multiple models. Each path follows a structured LongCoT format
with markdown-style section headers that decompose the answer into interpretable reasoning stages.

D.2 Training Data

For SFT, we convert samples from the OPEN SPATIALdataset [13] to reasoning chains using the
M3CTS pipeline. While the original OPEN SPATIAL dataset provides single-sentence answers, we
transform 400K samples, grounded in distinct images, into structured LongCoT reasoning chains,
where examples are used to teach the model to generate high-quality, step-by-step spatial reasoning
responses. For Direct Preference Optimization (DPO) training, the goal is to train the model to
distinguish high-quality spatial reasoning from suboptimal or subtly flawed alternatives. To this
end, we utilize our OPEN SPATIAL REASONING dataset, described below, that consists of spatial
reasoning preference pairs.

An additional set of 100K challenging negative pairs is meticulously crafted by perturbing only the
conclusion keywords of high-quality positive samples. Each original response represents a coherent
and accurate reasoning path with a factually correct outcome. To create the corresponding negative
sample, we retain the exact description and reasoning segments and alter only the final conclusion
value. This yields tightly controlled preference pairs that isolate correctness at the conclusion level.
For example, a positive sample may assert ‘‘The distance between regionl and region2
is 11 meters.”’, while its negative perturbed counterpart is ‘“The distance between regionl
and region2 is 10 meters.”

Our method adopts a data-centric strategy that emphasizes high-quality supervision and reasoning
diversity. Instead of collecting large volumes of weakly aligned or noisy data, we curate training
examples using the M3CTS sampling strategy guided by structured reward evaluations. By applying
reward-based filtering, we reduce noise and enforce a consistent output structure. In parallel, using
multiple LLMs during generation introduces variation in reasoning styles, improving coverage of
diverse spatial patterns and edge cases. The effectiveness of this approach is evident in the substantial
performance gains of DPO-trained models over their simpler SFT counterparts (Table 1) and the
reasoning improvements and diversity depicted in Figure 5.

D.3 Open Spatial Reasoning Dataset

We curate the OPEN SPATTIAL REASONING dataset, a collection of 400K Vision Question Answering
(VQA) preference pairs (yp, y;), to support training of preference-based spatial reasoning models.
This dataset is derived from the OPEN SPATIAL dataset [13], which provides image-based spatial
questions paired with ground-truth answers and offers 10 question variations per image-grounding
scenario. To construct each preference pair, we randomly sample a question instance from the source
dataset, and generate a diverse pool of eight candidate answers using four distinct sources: our
M3CTS pipeline, Gemini 1.5 Pro, GPT-40, and our SpatialReasoner-R1 Supervised Fine-Tuned
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Chosen Response: The image shows a street intersection

with <region2> marked on a vehicle to the left and <regionl>
marked on a person to the right. <region2> is located on the

left side of the image, while <regionl> is on the right side.
Let's think step by step. Step 1: Identify the position of
<region2> on the left side of the street. Step 2: Locate

Rejected Response: The image shows a street scene
with buildings on both sides. There are two labeled
regions: <region2>, which is a car parked on the left side
of the street, and <regionl>, which is a person walking
on the sidewalk on the right side of the street. Let's
think step by step. Step 1. Imagine standing at the
location of <region2>, which is the car on the left side

<regionl> on the right side of the street, and further down
the road. Step 3: Compare this direction to a clock face,
aligning it with the 4 o'clock direction. The final answer is
region [2] will find region [1] around the 4 o'clock direction.

of the street. Step 2. Look around for <region2>, which
is the person walking on the sidewalk. Step 3. The
person is at the right of car. The final answer is region
[2] will find region [1] around the 3 o'clock direction.

Chosen Response: The image shows a collection
of bottles on a table. Region[1] is a green bottle
on the right, and Region[2] is a blue bottle on the
left. The bottles' heights can be compared by
their relative positions and surrounding context.
Let's think step by step. Step 1: The middle
bottles have a similar height to Region[2]. Step 2:
Region[1] is taller than the middle bottles. The
final answer is Region[2].

Chosen Response: The image shows two taxis in front
of Trump Tower. Region[1] is a yellow taxi on the right,
and Region[2] is a blue taxi on the left. Typical road
width is about 3 meters, with each taxi approximately
15 meters wide. Let's think step by step. Step 1: The
taxis are aligned with their fronts and backs on the
same line. Step 2: With each taxi being 1.5 meters
wide and the road 3 meters wide, the space between

Rejected Response: The image shows a collection
of bottles on a table. Region[1] is a green bottle
on the right, and Region[2] is a blue bottle on the
left. Region[1] appears shorter than Region[2].
Let's think step by step. Step 1: Compare the
heights visually. Region[1] is noticeably shorter
than the surrounding bottles. The final answer is
Region[1].

Rejected Response: The image shows two taxis in front
of Trump Tower. Region[1] is a yellow taxi on the right,
and Region[2] is a blue taxi on the left. The taxis are
parked closely side by side. Let's think step by step.
Step 1: Region[1] and Region[2] are adjacent with
minimal visible space. Step 2: Given typical urban
parking, assume a standard spacing. The final answer is:

them is about 1.5 meters. The final answer is: 1.5 Approximately 0.5 meters.

meters.

Chosen Response: The image shows a side mirror of
a vehicle reflecting a road scene. Region[1] is the
highlighted road, and region[2] is the blue car. Let's
think step by step. Step 1: Identify the positions of
Region[1] and Region[2] in the mirror. Step2:
Region[1] is on the left side. Since the image is
shown in mirror, so Region[1] is to the right of
Region[2]. The final answer is Yes <regionl>
positioned at right <region2>.

Rejected Response: The image shows a vehicle
reflecting a road scene. Region[1] is the highlighted
road, and Region[2] is the blue car. Let's think step
by step. Step 1: Identify the positions of Region[1]
and Region[2]. Region[1] is on the left side. Step2:
Region[2] is on the right side. The final answer is No
<regionl> positioned at left <region2>.

Figure 6: Example DPO Pairs of our OPEN SPATIAL REASONING Dataset, constructed from
M3CTS-generated reasoning trajectories. Each pair consists of a preferred and a rejected response
to the same spatial question. The examples highlight differences in descriptive accuracy, spatial
alignment, and reasoning coherence, which guide preference optimization during training.

(SFT) model, with each method contributing two response variants. All eight candidate responses are
independently evaluated by our fine-grained spatial reward mechanism (Appendix A). The highest-
scoring response is selected as the preferred answer (y,), while the response with the lowest score is
designated as the less-preferred (y;), ensuring that each preference pair is anchored in meaningful
fine-grained spatial reasoning quality. Figure 6 shows dataset examples.

E Evaluation Details

We evaluate on SPATIALRGPT-BENCH [13], a benchmark specifically designed to assess the 3D
spatial reasoning abilities of VLMs, featuring 657 qualitative and 749 quantitative VQA pairs,
covering 88 object classes across diverse environments. We employ the same GPT-4 evaluation
proposed in SpatialRGPT-Bench [13] for evaluating the free-form responses generated by the models.
For qualitative questions, GPT-40 assesses the semantic alignment between the model’s response and
the ground-truth answer, assigning a binary score (1 for correct, O for incorrect). For quantitative
questions (e.g., distance, size), GPT-4o first extracts numerical values from both the prediction and
the ground truth, standardizing them to a common unit (meters). We then compute accuracy (e.g.,
success rate defined as predictions within +25% of the ground truth).

We also evaluate on several general vision-language benchmarks to provide a comprehensive assess-
ment of SpatialReasoner-R1’s capabilities. Specifically, we use MME [34] to assess multimodal
models on perception and cognition tasks across a wide range of domains. POPE [34] is employed
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Q: Can you give me an estimation of the horizontal distance between Region [1] and Region [2]?
Ground Truth :— Response from SpatialRGPT 8B
: 17 fg\ The horizontal distance of Region [1] from Region [2] is 12.0 meters. )

Response from InternVL2.5-788B
Step 1:To estimate the horizontal distance between Region [1] and
'll/’ Region [2], we can use the trucks as reference points.
/Sfep 2: The average length of a rental truck is around 4 meters.

Step 3: The space between the two trucks appears to be slightly more than

R 1
egion. the length of one truck.

Step 4: Therefore, the horizontal distance between Region [1] and Region

Region [1] and Region [2] are 16.58
meters apart horizontally. [2] is approximately 10 meters.

Response from Gemini 1.5 Pro ~—— Response from SpatialReasonerR1 8B =
K . X \ Step 1: Consider the width of the street and the sidewalk. The
* Stepl: Rfaglon 1 (truck) and Region 2 & person (Region 2) is on the sidewalk, and the truck (Region 1) is
(pedestrian) are separated by the Penske Spatil on the street.
truck and some sidewalk. Step 2:To estimate the horizontal distance, we can sum the widths of the main
Step 2: The Penske truck looks about 4 meters traffic lanes. Let's consider three distinct traffic lanes, each approximated as
width. And one lane plus the truck is about 8 4 meters wide, which total is 12 meters
meters. Step 3: Estimate the distance of roadside or shoulder area between the person
Step 3: The sidewalk adds another 1.5-3 meters. to road. And it is about 4 meters.
Step 4: Thus, Region 1 and Region 2 are roughly 10 Step 4: Therefore, combining the 12 meters from the traffic lanes with this
wfgrs apart horizontally. j 4meter roadside area yields a total estimated distance of 16 meters.
Figure 7: Qualitative Examples of Spatial Reasoning Across Models. Spatial demon-

strates coherent, step-by-step spatial reasoning that closely aligns with ground truth estimates. In
contrast, baseline models produce less precise or partially incorrect reasoning steps, often neglecting
key visual cues or misestimating spatial references.

to evaluate object hallucination in testing the ability of VLMs to ground responses to visual content,
while SEED-BENCH [30] offers a multi-dimensional evaluation, covering aspects from image under-
standing to complex reasoning across various modalities and tasks. We further utilize AI2D [27], a
benchmark focusing on diagram understanding and reasoning, which requires parsing visual elements
and their relationships within schematic representations. SQA [42] is used to measure the model’s
ability to answer science-related questions based on visual context, often requiring domain-specific
knowledge and reasoning. MMMU [93] evaluates massive multi-disciplinary multimodal under-
standing and reasoning across diverse college-level subjects. Moreover, MMSTAR [9] provides
a challenging benchmark with meticulously curated, multimodal instances that require advanced
reasoning, low hallucination, and resistance to leading questions. Finally, HALLUSIONBENCH [23]
is specifically designed to quantitatively measure and analyze the hallucination phenomena in VLMs,
probing for both object-level and attribute-level inconsistencies.

F Qualitative Experiment Examples

In this section, we provide additional qualitative experiment examples. Figure 7 shows a question that
requires estimation of the horizontal distance between a truck and a pedestrian. Spatial

demonstrates a clear advantage by decomposing the scene into semantically meaningful components,
explicitly reasoning over the widths of multiple traffic lanes, the roadside, and the sidewalk. This
results in an estimated distance that closely matches the ground truth and provides full transparency
into the model’s stepwise deductions. In contrast, InternVL2.5-78B bases its answer primarily on the
width of the trucks and the space between them, omitting the crucial step of accounting for the distance
from the pedestrian to the roadway, which leads to significant underestimation. Geminil.5Pro
correctly recognizes that the separation includes the truck, traffic lane, and sidewalk, but substantially
underestimates the width of the sidewalk, causing a notable error in its final answer. Meanwhile,
SpatialRGPT-8B provides a more accurate estimate than Gemini or InternVL2.5-78B, but still has a
gap compared to the ground truth. Most importantly, it cannot generate step-by-step reasoning traces.

Figure 8 presents another illustrative example evaluating spatial reasoning capabilities of various
models, specifically focusing on size comparison between two highlighted image regions. The
question is whether Region 1 (a computer monitor) appears smaller than Region 2 (a computer tower).
Spatial accurately identifies Region 2 as a computer tower and explicitly reasons
by comparing Region 1 with the closest computer tower positioned adjacent to the monitor. This
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Q: Does <regionl> have a smaller size compared to <region2>?

Response from SpatialRGPT 8B
‘ %\ No, <regionl> is not smaller than <region2>. )

Response from InternVL2.5-788
’ll Step 1: The image shows an office environment with several
/? computer monitors and towers. Regionl is highlighted around a
monitor, while Region2 is highlighted around a computer tower.
Step 2: The monitor's width is around 16-24 inches, and its height is
about 10-15 inches.

Yes, Regionl has a smaller size
compared to Region2

computer workstations. Regionl highlights a blue

/- Response from Gemini 1.5 Pmﬁ /‘ Response from Spatial BBﬁ
*Smp L The image shows an office setting with @ Step 1: The image shows a computer lab with several

computer monitor on a desk in the foreground. Region2 spatr desks and computer setups. Regionl is labeled on a
highlights a green, translucent object, possibly a plant computer monitor, and Region2 is labeled on a computer
or decorative item, on a different desk further back tower. The monitor appears smaller than the tower.
and to the right. Step 2:Compare the sizes of the monitor (Regionl) and the

Step 2:Compare the apparent size of the object within Regionl
to the apparent size of the object within Region2. The computer
monitor in Regionl appears larger than the decorative object

computer towers (Region2 and the one next to Regionl). Monitors
are typically smaller than computer towers.

in Region2. Step 3: Yes, Regionl has a smaller size compared to the
Step 3: No, Regionl does not have a smaller size computer towers next to it, including Region2.
\ compared to Region2. / \ J
Figure 8: Qualitative Examples of Spatial Reasoning Across Models. Spatial correctly

recognizes Region2 as a computer tower and compares it clearly with the nearby monitor, reaching an
accurate conclusion. InternVL2.5-78B relies on general object size knowledge but provides incorrect
reasoning, Geminil.5Pro fails to identify Region2 clearly and draws incorrect visual conclusions,
while SpatialRGPT-8B directly provides a wrong answer.

systematic visual grounding and clear comparative reasoning enable SpatialReasoner-R1 to correctly
conclude that the monitor is indeed smaller than the tower. By contrast, the baseline models exhibit
varying degrees of errors and reasoning inadequacies. InternVL2.5-78B relies significantly on prior
general knowledge about typical object dimensions and incorrectly concludes the monitor is not
smaller, without effectively validating this against the visual evidence provided. textbfGeminil.5Pro
fails entirely to recognize what object Region 2 represents, causing it to inaccurately rely purely
on the objects’ visual proximity and perspective, leading to an incorrect conclusion. Lastly, the
SpatialRGPT-8B model directly presents an incorrect judgment (“Region] is not smaller””) without
providing any interpretable reasoning steps or visual grounding.

We also provide a failure example in this section. Figure 9 illustrates a representative failure case on
vertical size estimation in an indoor setting. The query is “How tall is Region 1?7”. Here, Region 1
corresponds to the dresser mirror on the right, adjacent to a sleigh-style bed headboard on the left.
Spatial produces an estimate of approximately 2.0m, while the ground truth is closer to
1.5m. Our model’s reasoning proceeds as follows: (1) segments Region 1 (the mirror) and searches
for a nearby object of familiar scale, (2) identifies the bed headboard and assumes a typical headboard
height of 1.5m, further estimating that the mirror extends about 0.5m above the headboard, and (3)
sums these values to obtain about 2.0m. This error arises from overreliance on default furniture
priors rather than fully grounding the estimate in image evidence, such as the mirror’s vertical extent
relative to the floor plane and its contact points with the dresser. To mitigate this, training incorporates
fine-grained reward signals that explicitly reward consistency between predicted measurements and
image-derived cues, encouraging verification of intermediate steps (e.g., floor contact, vanishing-line
alignment) before finalizing a measurement.

G Broader Impacts

This work aims to improve the spatial reasoning capabilities of vision-language models through
fine-grained preference optimization. Accurate spatial understanding is critical for downstream
applications such as robotics, autonomous navigation, assistive technologies, and visual analytics. By
introducing more interpretable and structured reasoning mechanisms, our method can contribute to
building AI systems that are safer, more transparent, and more aligned with human expectations in
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Q: How tall is Region 1?

Ground Truth /‘ Response from SpatialReasonerf SB_\
i Step 1: The image shows a furnished bedroom with a

dresser mirror on the right (Regionl) and a sleigh-style
Spatialk bed headboard on the left. Regionl is labeled on the
dresser mirror, which appears adjacent to the bed.
Step 2:Compare the height of the mirror (Regionl) with the bed
= Regionl headboard nearby. Bed headboards typically have a standard
height of around 1.5 m. The mirror appears to extend
approximately 0.5 m taller than the headboard.
s = Step 3: Regionl is approximately 1.5 m headboard height +
Yes, the height of regionl is about 1.5m. \0-5 m_additional height = 2.0 m total. j

Figure 9: Failure case on height estimation in a furnished bedroom.

spatially grounded tasks. However, as with other vision-language systems, potential risks remain.
If deployed in safety-critical domains, incorrect spatial inferences, especially in edge cases, could
lead to unintended consequences. Additionally, reward scoring and generation rely on foundation
models that may encode hidden biases, which can propagate through the training pipeline. Although
we attempt to mitigate these risks via multi-source sampling and structured evaluation, future work
should explore robustness to distribution shifts, adversarial spatial prompts, and the inclusion of
human-in-the-loop verification for high-stakes use cases.

H Limitations

While our work demonstrates strong improvements in spatial reasoning, a limitation of our approach
is its reliance on explicit region representations provided as input to disambiguate object references
within the spatial queries. Enabling the model to implicitly ground entities solely based on natural lan-
guage descriptions remains an avenue for future investigation, which would enhance the model’s flex-
ibility in real-world scenarios. Future work could focus on integrating implicit linguistic context un-
derstanding to alleviate this constraint. Finally, our focus is limited to 2D spatial reasoning; extending
this framework to 3D or embodied contexts would require structural adjustments left for future work.
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System Prompt for LongCOT Reward Evaluation

The following is a spatial reasoning task, and this is the question: question and the ground truth is: ground_truth.
The response is divided into different sections. There are 4 dimensions to evaluate, and I will provide you with the
corresponding image and text for reference. You will need to evaluate the response based on the following criteria:

The first task: Descriptive Scoring (Total 0-4.0 points)
Evaluate the "Description” section based on:

» Existence: Assign scores from 0 to 1.0, where 1.0 means mostly confidently correct and 0 means mostly
confidently incorrect. Does the description correctly identify objects that actually appear in the image?

* Attribute Accuracy: Assign scores from O to 1.0, where 1.0 means mostly confidently correct and 0 means
mostly confidently incorrect. Are the object’s attributes (color, shape, size, etc.) described accurately?

* Completeness: Assign scores from 0 to 1.0, where 1.0 means mostly confidently correct and 0 means mostly
confidently incorrect. Does the description include all key objects and necessary details relevant to the
question?

* Appropriateness: Assign scores from O to 1.0, where 1.0 means mostly confidently correct and 0 means
mostly confidently incorrect. Does the description focus on the core aspects of the question?

Clearly state the score for each sub-category and sum them to obtain the final descriptive score. You need to give the
score with the following format: {"taskl_score": your score}

The second task: Depth-Guided Spatial Relationship Scoring — Description (Total 0-4.0 points)
Evaluate all spatial statements within the "Description"” section using the provided depth image as ground truth.

* For each spatial claim in the description:

— Correctness score: Assign 1 if the spatial claim is correct based on the depth image, and 0 if not correct.
— Uncertainty score: For claims expressed with uncertainty (using words like "approximately”, "roughly",
"possibly"), assign a score from 0.8 to 1.0, where 1.0 means the statement is expressed with high
certainty.
— Relationship score: Assign a weight from 0.8 to 1.0 based on whether the relationship is explicitly
emphasized by the question (1.0) or is extra/irrelevant information (0.8).
Provide a detailed breakdown for each spatial claim. Calculate the final score as: (Sum of (Correctness score X
Uncertainty score x Relationship score)) / (Number of claims), then scale to 4.0.
You need to give the score with the following format:
{"task2_claim_score": [Correctness score, Uncertainty score, Relationship scorel}

The third task: Depth-Guided Spatial Relationship Scoring — Reasoning (Total 0—4.0 points)
Apply the same evaluation method as in Task 2 to the spatial statements within the "Reasoning" section.

* For each spatial claim in the reasoning:

— Correctness score: Assign 1 if the spatial claim is correct based on the depth image, and 0 if not correct.

— Uncertainty score: For claims expressed with uncertainty, assign a score from 0.8 to 1.0, where 1.0
means the statement is expressed with high certainty.

— Relationship score: Assign a weight from 0.8 to 1.0 based on whether the relationship is explicitly
emphasized by the question (1.0) or is extra/irrelevant information (0.8).

Provide a detailed breakdown for each spatial claim. Calculate the final score as: (Sum of (Correctness score X
Uncertainty score x Relationship score)) / (Number of claims), then scale to 4.0.

You need to give the score with the following format:

{"task3_claim_score": [Correctness score, Uncertainty score, Relationship scorel}

The fourth task: Reasoning Scoring (Total 0-4.0 points)
Evaluate the "Reasoning" section (the chain-of-thought) based on:

» Factual Consistency: Assign scores from O to 1.0, where 1.0 means mostly confidently correct and 0
means mostly confidently incorrect. Are the claims consistent with the image, depth image, and the earlier
description?

* Logical Coherence: Assign scores from 0 to 1.0, where 1.0 means mostly confidently correct and 0 means
mostly confidently incorrect. Do the reasoning steps flow logically without gaps or contradictions?

* Correct Application of Rules: Assign scores from 0 to 1.0, where 1.0 means mostly confidently correct and
0 means mostly confidently incorrect. Are physical, spatial, and logical rules applied correctly?

* Conclusion Validity: Assign scores from 0 to 1.0, where 1.0 means mostly confidently correct and 0 means
mostly confidently incorrect. Does the reasoning properly support the final answer?

Clearly state the score for each sub-category and sum them to obtain the final reasoning score.
You need to give the score with the following format: {"task4_score": your score}

Figure 10: System Prompt for Evaluating LongCoT Spatial Reasoning w.r.t. descriptive accuracy,
spatial alignment, and logical consistency of reasoning steps.



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We claim to design a new DPO algorithm for LongCOT optimization, and a
reward method, and we verify improvements with extensive experiments.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Appendix H is about the limitations.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We do not include theoretical assumptions and proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, everything is reported, and we will release our data. We provide imple-
mentation details in Appendix.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:
Justification: We will open source our code at a later date.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: In Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The results are provided as accuracy on the test set. And we have explained
how they are calculated in Appendix E.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: In Appendix D.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: In Appendix G.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes. We acknowledge the codebases.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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13.

14.

15.

16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this paper does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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