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Abstract
Watermarking is a promising copyright pro-001
tection method for Deep Neural Networks002
(DNNs). It works by embedding a secret iden-003
tity message into the DNN during training,004
and extracting it later when copyright is dis-005
puted. Prior work has proposed various tech-006
niques that can embed secret identity mes-007
sages into different layers of a DNN. We ob-008
serve that models nowadays are frequently cre-009
ated and distributed in the form of Low-Rank010
Adaptation (LoRA) weights, because of its011
significant savings in training cost. We pro-012
pose SEAL (SEcure wAtermarking on LoRA013
weights), the first watermarking method tai-014
lored for LoRA weights. Unlike existing meth-015
ods that focus on specific layers and are un-016
suitable for LoRA’s unique structure, SEAL017
embeds a secret, non-trainable matrix between018
trainable LoRA weights, serving as a passport019
to claim ownership. SEAL then entangles this020
passport with the LoRA weights through fine-021
tuning, and distributes the finetuned weights022
after hiding the passport. We demonstrate that023
SEAL is robust against a variety of known at-024
tacks, and works without compromising the025
performance of watermarked models on vari-026
ous NLP tasks.027

1 Introduction028

Recent years have witnessed an increasing demand029

for protecting deep neural networks (DNNs) as in-030

tellectual properties (IPs), mainly due to the signif-031

icant cost of collecting quality data and training032

DNNs on it. In response, researchers have pro-033

posed various DNN watermarking methods for034

DNN copyright protection (Uchida et al., 2017;035

Darvish Rouhani et al., 2019; Zhang et al., 2018;036

Fan et al., 2019; Zhang et al., 2020; Xu et al., 2024;037

Lim et al., 2022), which work by secretly embed-038

ding identity messages into the DNNs during train-039

ing. The IP holders can present the identity mes-040

sages to a verifier in the event of a copyright dispute041

to claim ownership.042
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Figure 1: SEAL scheme: A passport matrix C is em-
bedded into LoRA weights during training, creating a
watermarked model. The concealed passport Cp verifies
ownership, ensuring loss-free watermarking, attack re-
sistance, and performance enhancement.

Meanwhile, recent advances in Parameter- 043

Efficient FineTuning (PEFT), particularly Low- 044

Rank Adaptation (LoRA) (Hu et al., 2022), have 045

been transforming the way the majority of domain- 046

specific DNNs are built. LoRA is the de facto 047

method and format in the open-source commu- 048

nity because of its properties—light-weight, no 049

inference latency, and offers performance compa- 050

rable to full finetuning. Although LoRA utilizes 051

pretrained foundation models, the finetuning re- 052

sults reside entirely within the LoRA adapters, 053

which should be considered IPs. As Luo et al., 054

2024 has reported, over 100K LoRA weights are 055

shared on platforms like Civit AI1, indicating their 056

high prevalence. Unfortunately, existing white-box 057

DNN watermarking schemes are not suitable for 058

LoRA where weights are released in open source, 059

as they only support embedding identity messages 060

in specific architecture-bounded component, such 061

as kernels in convolutional layer (Uchida et al., 062

2017; Liu et al., 2021; Zhang et al., 2020; Lim 063

et al., 2022). These methods are not suitable for 064

the unique requirements of LoRA, highlighting the 065

1https://civitai.com
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need for a specialized watermarking solution.066

This paper proposes SEAL, the first watermark-067

ing scheme designed to protect the copyright of068

LoRA weights. The key idea of SEAL is to inte-069

grate a constant matrix within the LoRA frame-070

work, acting as a hidden identity message that is071

difficult to extract, remove, modify or even counter-072

feit, thus offering robust IP protection. A constant073

in SEAL, non-trainable matrix, which is entangled074

with the up and down blocks of LoRA. This con-075

stant matrix in SEAL naturally directs the gradi-076

ents through itself during finetuning, eliminating077

the need to design additional constraint losses for078

watermark embedding. Additionally, after training079

ends, SEAL decomposes the constant matrix into080

two and integrates each into the up and down blocks081

of LoRA, respectively. This decomposition ensures082

that the resulting model appears indistinguishable083

from a standard LoRA-trained model to external084

observers, offering a versatile and less intrusive085

method for safeguarding DNNs.086

We validate the robustness of SEAL as an IP087

protection mechanism with a variety of concrete088

attacks reported in the literature, namely removal089

(See et al., 2016), obfuscation (Yan et al., 2023;090

Pegoraro et al., 2024), and ambiguity attacks (Fan091

et al., 2019). To successfully remove identity mes-092

sages, we show in Section 4.6 that an attacker093

would need to zero out 99.9% of the weights,094

which in turn results in severe performance degra-095

dation of the host task. In Section 4.6, we demon-096

strate that SEAL is structurally immune to the struc-097

tural obfuscation attack recently proposed by (Yan098

et al., 2023).We additionally show in Section 4.7099

that an adversary would need to generate a matrix100

with over 70% similarity to the hidden passport to101

pass the verification process, thus demonstrating102

SEAL’s robustness against ambiguity attacks.103

Importantly, SEAL’s robustness against these104

attacks comes at virtually no fidelity cost; apply-105

ing SEAL does not degrade the performance of106

the original task. Our fidelity evaluation shows107

that SEAL achieves performance comparable to,108

and sometimes even surpassing, standard LoRA109

in tasks ranging from commonsense reasoning to110

instruction tuning.111

Our contributions are three-fold:112

1. Simple yet Strong Copyright Protection for113

LoRA: We present SEAL, the first watermark-114

ing scheme for protecting LoRA weights by em-115

bedding a hidden identity message using a con-116

stant matrix, eliminating the need for additional 117

loss terms, offering a straightforward yet robust 118

solution. 119

2. Robustness Against Attacks: We demonstrate 120

SEAL’s resilience against various attacks, in- 121

cluding removal, obfuscation, and ambiguity at- 122

tacks, showing it maintains robust IP protection 123

even under severe adversarial conditions. 124

3. Enhanced Performance: Our approach ensures 125

structural camouflage and functional invariance, 126

meaning that applying SEAL does not degrade 127

the performance of the task. In fact, our fidelity 128

evaluation indicates that SEAL achieves per- 129

formance comparable to, and sometimes even 130

surpassing. 131

2 Preliminary 132

2.1 Low-Rank Adaptation 133

LoRA (Hu et al., 2022) is an adaptation method 134

based on the premise that specific tasks has "in- 135

trinsic low rank" within the full parameter space 136

of a model. LoRA leverages the capabilities of 137

a pretrained model, transferring its performance 138

on a specific task. During training, the pretrained 139

model’s weights, W ∈ Rb×a, remain frozen, and 140

only two low-rank decomposed matrices, A ∈ 141

Rr×a and B ∈ Rb×r, are treated as trainable pa- 142

rameters. 143

W
′
= W +∆W = W +BA (1) 144

The absence of activation functions between A and 145

B allows for efficient integration into the pretrained 146

model after training by simply adding BA to the 147

original weights. 148

2.2 White-box Watermarks 149

We focus on white-box scenarios where model 150

weights are publicly accessible. This setup is natu- 151

ral for LoRAs, as their entire weights are usually 152

shared due to their smaller size compared to full 153

models (Hu et al., 2022). 154

Existing white-box watermarking methods can 155

be broadly categorized into three types based on 156

where the secret message is embedded (Yan et al., 157

2023): weight-, activation-, and passport-based. 158

• Weight-based methods embed watermarks, a se- 159

cret bit sequence consisting of values such as 160

{1, -1}, directly into the model weights. (Uchida 161

et al., 2017, Liu et al., 2021, Fernandez et al., 162

2024) 163
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• Activation-based methods utilize activation maps164

for special input and layer pair to embed the iden-165

tity messages of the IP holder (Darvish Rouhani166

et al., 2019, Lim et al., 2022).167

• Passport-based methods, first introduced by Fan168

et al., 2019, adds a so-called passport layer, a169

linear layer with scale factors and bias shifts170

following a convolutional layer. This passport171

layer embeds a unique identifier, passport, into172

the neural network. During verification, a forged173

passport can be detected because the model’s per-174

formance degrades with invalid passports. Zhang175

et al., 2020 extended this concept to normaliza-176

tion layers.177

2.3 Attacks on Watermarks178

Attacks on white-box DNN watermarks are cate-179

gorized into three types: removal, obfuscation, and180

ambiguity attacks. Table 1 shows that what are the181

targets of each attack method.182

Attack Target
Identity Verification

Removal Erase Invalidate
Obfuscation Disregard Invalidate
Ambiguity Forge Bypass

Table 1: Attack and its purpose on each target type

Removal/Obfuscation Attacks aim to remove or183

obfuscate the identity messages embedded in the184

models such that the original identity informa-185

tion cannot be extracted in the verification phase.186

We show that SEAL has robustness against re-187

moval/obfuscation attacks in Section 4.6.188

• Pruning: This attack involves eliminating neu-189

rons that are deemed unnecessary or have min-190

imal impact on the DNN’s inference process191

(Uchida et al., 2017; Darvish Rouhani et al.,192

2019). It is straight way to remove embedded193

identity. Usually, pruning attacks zeroing out194

model’s weight based on its L1-norms.195

• Fine-tuning: If the dataset used to train the DNN196

is publicly accessible, attackers can retrain the197

victim model without the watermark constraint198

loss (Chen et al., 2021; Guo et al., 2021; Yan199

et al., 2023).200

• Structural Obfuscation: (Yan et al., 2023; Pego-201

raro et al., 2024) recently proposed attack method202

focuses solely on disrupting the watermark verifi-203

cation process with modifying the structure of the204

DNN, while preserving its original functionality.205

When verification process launched, verifier can206

not retrieve watermark from obfuscated structure 207

of weight because distribution of its parameter 208

has been changed. 209

Ambiguity Attacks aim to falsely claim ownership 210

by forging counterfeit watermarks. The adversaries 211

can deceive the verifier into recognizing them as 212

the rightful owner (Fan et al., 2019; Zhang et al., 213

2020; Chen et al., 2023). Each DNN watermarking 214

scheme needs specific countermeasures to address 215

ambiguity attacks effectively. For instance, Chen 216

et al., 2023 train an additional layer to replace the 217

passport, acting as a counterfeit watermark. 218

2.4 Criteria for Evaluation 219

Measure of Success. A defensive algorithm for 220

attacks on DNN watermarks must satisfy the fol- 221

lowing requirements (Uchida et al., 2017): 222

• Fidelity: The insertion of a watermark should 223

not degrade the performance of the host task. If 224

any performance degradation occurs, it should 225

be minimal or justified by a trade-off with other 226

benefits. 227

• Robustness: Once embedded, the watermark 228

should be resistant to attempts to remove or ob- 229

fuscate the identity messages. If an attacker man- 230

ages to remove or obfuscate them, it should come 231

at a significant degradation of the host task’s per- 232

formance, or a computational cost comparable to 233

the original finetuning cost. 234

Attacker. We consider an adversary who attempts 235

to attack open-sourced watermarked LoRA weights 236

for a known base model. The goal of the adversary 237

is to nullify the ownership verification of the LoRA 238

weights, either by extracting the watermark, by 239

erasing it, or by embedding their own, counterfeit 240

watermark over the original one. We assume that 241

the adversary has the following capabilities: 242

• Minimal Utility Loss: The adversary should not 243

undermine the utility of the model. Otherwise 244

such attack is futile as the attacker cannot benefit 245

from a malfunctioning model. 246

• Limited Computational Cost: Compromising the 247

watermark should not require computational re- 248

sources larger than those required for training 249

LoRA weights by adversaries themselves. 250

• No Dataset Access: As many LoRA training pro- 251

cesses involve proprietary assets of the model 252

owners, access to the original training data can- 253

not always be taken for granted. Thus, the adver- 254

sary’s goal should be to undermine the owner’s 255

watermarks without access to the original train- 256
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Figure 2: SEAL Scheme: The figure illustrates the overall process of the SEAL watermarking method. (a) A constant
matrix C is initialized along with LoRA weights A and B. (b) During training, C is entangled with the LoRA
weights. (c) After training, C is decomposed into C1 and C2. (d) The decomposed parts are concealed within the
weights, resulting in entangled weights A′ and B′. Detailed forward and backward passes are in Appendix B.

ing data. Otherwise, the adversary can build their257

own model from scratch, eliminating the need258

for an attack in the first place.259

• Watermark Knowledge: Based on Kerckhoff’s260

principle, we assume that the adversary knows261

about SEAL but does not know the exact water-262

mark embedded.263

3 SEAL: The Watermarking Scheme264

Previous methods (Fan et al., 2019; Zhang et al.,265

2020) are architecture-dependent, and while our ap-266

proach is also dependent on LoRA, direct compar-267

isons are challenging. However, due to similarities268

with passport-based watermarking—such as using269

a linear layer, embedding the watermark within270

the passport layer, concealing the passport, and271

used during training—we categorize our method as272

passport-based.273

As depicted in Figure 2, SEAL at a high level274

operates as follows. First, SEAL introduces the275

given passport as a non-trainable matrix, in be-276

tween the training of trainable parameters B and277

A. Next, we train the weights on the host task with278

this non-trainable passport present. Once trained,279

SEAL decomposes the passport into two, which280

are then concealed by multiplying each with B and281

A, respectively. The final results, denoted by B′282

and A′ are distributed as LoRA weights.283

Throughout this section, we use notations intro-284

duced by Fan et al., 2019, with additional defini-285

tions and adaptations as necessary. We summarized286

them in Appendix A.287

3.1 Entangling Passports during Training288

SEAL embeds the watermark during training by289

inserting the non-trainable, constant matrix C be-290

tween the trainable parameters A and B. Doing so291

effectively entangles the given passport with A and 292

B. The concept of entanglement is superficially 293

similar to the entanglement proposed by Jia et al., 294

2021. It involves indistinguishable distributions be- 295

tween host and watermarked tasks. In our context, 296

we define entanglement as follows. 297

Definition 1 (Entanglement). Given trainable pa- 298

rameters A and B, and a non-trainable parameter 299

C, A and B are in entanglement via C if and only 300

if they produce the correct output only when C is 301

present between them. 302

Another difference between SEAL and prior 303

work is that SEAL eliminates the need for addi- 304

tional loss functions to embed the watermark. C 305

directly influences the computations of A and B 306

during the forward pass, and modifies the gradi- 307

ent flow in the backward pass, thereby embedding 308

itself through normal training process. Details of 309

training both passes can be found in Appendix B. 310

3.2 Hiding Passports for Distribution 311

After successfully establishing the entanglement 312

between the passport and other trainable parame- 313

ters, the passport must be concealed before distri- 314

bution. Therefore, we decompose the passport C 315

of the IP holder into two matrices such that their 316

product reconstructs C, as shown in Figure 2 (c). 317

By distributing each of the the decomposed pass- 318

port into trainable parameters, IP holder can hide 319

secret passport, C. 320

Definition 2 (Decomposition Function). For a 321

given constant C, a function f is a decomposi- 322

tion function of C where f(C) = C1C2 and 323

C1C2 = C. 324

An example of a watermark decomposition using 325

SVD is 326

fsvd(C) = (UC

√
ΣC)(

√
ΣCV

T
C ) (2) 327
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where UCΣCV
T
C = C. Using this example, the328

resulting matrices are329

B′ = B (UC

√
ΣC) and A′ = (

√
ΣCV

T
C )A (3)330

This process ensures that models trained with331

SEAL, which contain three matrices per layer,332

N(A,B,C), can be distributed in a form that re-333

sembles standard LoRA implementations with only334

two matrices, N(A′, B′).335

3.3 Passport-based Ownership Verification336

The key idea of passport-based watermarking is337

that, when presented with forged passports under338

ambiguity attacks, the model’s performance deteri-339

orates due to which the ownership verification fails340

(Fan et al., 2019).341

Definition 3 (Verification Process). The DNN342

ownership verification process of SEAL, de-343

noted by V , is defined as a three-tuple,344

V (N(A,B,Ct),Mt, ϵV ).345

The outcome of the verification process depends346

on the presented passport Ct, where Ct is the run-347

time passport used during inference. This depen-348

dency indicates that the integrity of the verifica-349

tion process relies significantly on the accuracy350

and authenticity of the presented passport. The351

threshold of the verification is defined as ϵV =352

|M(N(A,B,C))−Mp(N(A,B,Cp)| where C is353

the distributed passport and Cp is the concealed354

passport. With a forged passport Cadv ̸= Cp, the355

fidelity score, Madv(N(A,B,Cadv)), will deterio-356

rate such that the discrepancy is larger than a thresh-357

old, i.e., |Mp −Madv| > ϵV . This condition tests358

the robustness of the model against verification359

attempts with forged passports.360

The reason why the IP holder can pass the ver-361

ification process while the adversary cannot is as362

follows: During the verification process, the fidelity363

score is measured using the passport Ct submitted364

by either the IP holder or the adversary. To pass the365

verification process, Ct must be entangled with the366

parameters A and B. This entanglement can only367

occur if Ct was used during the training process.368

Therefore, the legitimate IP holder, who has used369

the passport during training, can submit Ct and370

pass the verification process.371

Additionally, the method for extracting the372

passport involves multiplying N(A′, B′) with the373

pseudo-inverse of A and B. This allows us to re-374

trieve the embedded passport, C from N(A′, B′).375

If the adversary creates a forged triplet such that 376

N(A′, B′) = N(Aadv, Badv, Cadv), they still can- 377

not create another Cadv′ with |Madv′ −Mp| < ϵV . 378

This is because the adversary does not participate 379

in the training phase and therefore cannot acquire 380

multiple forged passports. As a result, the nature 381

of the entanglement process prevents the adversary 382

from successfully passing the verification with a 383

forged passport. 384

4 Experiments 385

4.1 Experimental Setup 386

Fidelity. To demonstrate that the performance of 387

models after embedding SEAL passports does not 388

degrade, we conducted a variety of tasks encom- 389

passing both language and image modalities. Ini- 390

tially, we evaluate our model by comparing it with 391

various open-source large language models such as 392

LLaMA-2-7B/13B (Touvron et al., 2023), LLaMA- 393

3-8B (AI@Meta, 2024), Gemma-2B (Team et al., 394

2024), and Mistral-7B-v0.1 (Jiang et al., 2023) on 395

commonsense reasoning tasks. Next, we verify the 396

model’s effectiveness on instruction tuning tasks. 397

Following this, we extend our approach to multi- 398

modal Vision Language Model (Liu et al., 2024) 399

by evaluating the model’s performance on visual 400

instruction tuning. Finally, we assess SEAL’s capa- 401

bilities on image-generative tasks (Rombach et al., 402

2022). 403

Robustness. We evaluated the robustness of SEAL 404

against removal and ambiguity attacks by measur- 405

ing the fidelity scores in commonsense reasoning 406

tasks. For removal attacks, we verified the presence 407

of the extracted watermark. For ambiguity attacks, 408

we measured fidelity scores to ensure accurate ver- 409

ification of genuine versus counterfeit passports. 410

4.2 Commonsense Reasoning 411

Table 2 displays the comparative performance of 412

commonsense reasoning tasks across various mod- 413

els, including LLaMA-2-7B/13B, LLaMA-3-8B, 414

Gemma-2B, and Mistral-7B-v0.1. The experimen- 415

tal results emphasize that SEAL can be seamlessly 416

integrated into existing LoRA architectures, mak- 417

ing it an invaluable tool for safeguarding intellec- 418

tual property without affecting the model’s opera- 419

tional performance. 420

4.3 Instruction Tuning 421

Table 3 shows the scores for LLaMA-2-7B and 422

Gemma-2B, instruction tuned with both LoRA and 423
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Method BoolQ PIQA SIQA HellaSwag Wino ARC-e ARC-c OBQA Avg. ↑

LLaMA-2-7B
LoRA 74.56 83.41 79.89 89.06 84.61 86.95 75.51 86.80 82.60

SEAL (Ours) 73.15 76.61 80.86 83.80 86.03 81.39 67.15 84.20 79.15
SEAL† (Ours) 73.00 86.24 81.78 90.92 86.50 88.59 75.17 86.00 83.53

LLaMA-2-13B
LoRA 75.08 87.21 82.09 92.05 88.40 90.57 77.82 86.00 84.90

SEAL (Ours) 75.32 87.27 83.52 93.83 88.95 90.49 79.95 88.60 85.99
SEAL† (Ours) 75.32 88.90 83.42 93.91 89.42 91.33 81.40 88.20 86.49

LLaMA-3-8B
LoRA 73.58 86.13 80.35 91.85 85.95 90.11 78.58 85.00 83.94

SEAL (Ours) 73.91 88.41 82.81 94.65 88.00 91.84 82.42 85.60 85.96
SEAL† (Ours) 75.63 90.21 83.47 96.00 90.21 92.97 84.98 91.20 88.08

Gemma-2B
LoRA 65.96 78.62 75.23 79.20 76.64 79.13 62.80 72.40 73.75

SEAL (Ours) 66.45 82.16 78.20 83.72 79.95 82.62 68.09 79.40 77.57
SEAL† (Ours) 66.54 82.70 79.53 87.70 80.58 84.01 69.63 79.80 78.81

Mistral-7B-v0.1
LoRA 75.87 91.13 81.99 94.54 88.56 93.14 83.02 89.00 87.16

SEAL (Ours) 73.79 86.84 81.62 90.80 87.68 90.27 79.52 88.20 84.84
SEAL† (Ours) 77.19 90.32 82.86 94.56 89.74 93.14 83.70 91.20 87.84

Table 2: Accuracy comparison of eight sub-tasks of commonsense reasoning for LLaMA-2-7B/13B (Touvron et al.,
2023), LLaMA-3-8B (AI@Meta, 2024), Gemma-2B (Team et al., 2024), and Mistral-7B-v0.1 (Jiang et al., 2023)
using LoRA, and SEAL methods. The dataset was obtained from (Hu et al., 2023) and the hyperparameters were
modified accordingly. Note: SEAL†represents a constant matrix C that was randomly initialized from a normal
distribution.

Task
Inst. Tune

Text-to-Image
Textual Visual

Metric MT-B Avg. CLIP-T CLIP-I DINO.

LoRA 5.38 66.9 0.198 0.801 0.669
SEAL 5.50 63.1 0.202 0.804 0.647

Table 3: Fidelity on wide range of Tasks. Inst. Tune:
Instruction Tuning. MT-B: MT-Bench, (Zheng et al.,
2023), Score of Visual Inst. Tune: average of seven
vision-language tasks. CLIP-I, DINO. show subject
fidelity score and CLIP-T represents prompt fidelity
score.

SEAL, using a 10K subset of Alpaca dataset (Taori424

et al., 2023). The scores represent the average rat-425

ings given by GPT-4 on a scale of 1 to 10 for the426

models’ responses to questions from MT-Bench427

(Zheng et al., 2023). Since the Alpaca dataset is428

optimized for single-turn interactions, the average429

score for single-turn performance from MT-Bench430

is used. The results demonstrates that applying431

SEAL results in no quality degradation when com-432

pared to LoRA, confirming the fidelity of SEAL.433

4.4 Visual Instruction Tuning434

Table 3 shows the average performance across 7435

visual instruction tuning benchmarks for LoRA436

and SEAL on LLaVA-1.5 with detailed elaboration437

in Appendix E. Our results indicates comparable 438

performance between the two methods. 439

4.5 Text-to-Image Synthesis 440

The experimentation with the Stable Diffusion 441

model (Rombach et al., 2022) in conjunction with 442

dataset of DreamBooth (Ruiz et al., 2023) trained 443

with LoRA elucidates the versatility and robustness 444

of SEAL when integrated into diverse architectures. 445

Referring to Table 3, which contains the metrics 446

used for evaluation, we observe a detailed compari- 447

son of subject fidelity (DINO, CLIP-I) and prompt 448

fidelity (CLIP-T). We provide detailed information 449

of dataset, hyperparameters, and evaluation metrics 450

on Appendix D. Our results corroborate these find- 451

ings, demonstrating that SEAL can maintain high fi- 452

delity in both subject representation and prompt ac- 453

curacy without degrading model performance. Ad- 454

ditionally, comparison images of LoRA and SEAL 455

on the same subject of the DreamBooth dataset pro- 456

vide visual evidence of these performance metrics; 457

these images are available in Figure 7 . 458

4.6 Robustness against Removal & 459

Obfuscation Attacks 460

Pruning Attacks. We conducted pruning attacks 461

on SEAL-trained weights, N(·, C), by zeroing out 462

N(·, C) based on its L1-norms. We used statistical 463

testing instead of Bit Error Rate (BER) because, 464
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Figure 3: Pruning Attack: The x-axis represents the zeroing ratio, the left y-axis shows the fidelity score, and the
right y-axis displays the -log(p-value) on a log scale. If -log(p-value) is above 3.3 (i.e., p-value < 5e-4), detecting
the watermark succeeds. The graphs show that as the zeroing ratio increases, the fidelity score decreases, and the
-log(p-value) also decreases. This indicates the watermark remains detectable until 99.9% of the weights are zeroed,
which significantly degrades the host task’s performance, demonstrating SEAL’s robustness against pruning attacks.

unlike prior work (Uchida et al., 2017; Fernandez465

et al., 2024; Zhang et al., 2020) that used a small466

number of bits, N∼102, the amount of our water-467

mark bits are approximately N∼105, necessitating468

a different approach. In hypothesis testing, if the469

p-value is smaller than our significance level (α470

= 0.0005), we reject the null hypothesis, “the ex-471

tracted watermark is an irrelevant matrix with C.”472

Rejecting the hypothesis implies that the extracted473

watermark is not random noise but exists within474

the model.475

Figure 3 shows the fidelity score and -log(p-476

value) measured by zeroing the smallest parameters477

of N(·, C) based on their L1 norms. The fidelity478

score is the average from the commonsense reason-479

ing tasks, and the p-value indicates the probabil-480

ity of failing to identify the extracted watermark481

C. Figure 4.6 show that removing the watermark482

necessitates zeroing 99.9% of the weights, which483

significantly degrades the host task’s performance,484

thus proving SEAL’s robustness against pruning485

attacks.486

Finetuning Attacks. Prior works (Uchida et al.,487

2017; Yan et al., 2023) define finetuning attacks as488

training the victim model with a similar distribution489

and without a constraint loss to embed the water-490

mark. However, our SEAL does not use a constraint491

loss for embedding the watermark. Therefore, we492

adopted the following attack strategy. We resumed493

training on a 3-epoch trained passport-distributed494

SEAL weight, N(A′, B′), using the commonsense495

reasoning dataset, applying the same LoRA struc-496

ture but without the constant matrix between its up497

and down blocks for one additional epoch.498

Figure 4 shows that even if an adversary obtains499

the original dataset and attempts to resume training500

-l
og

(p
-v

al
ue

)

2K

0

4K 6K 8K 10
K

Training Steps

Figure 4: The p-value changes during finetuning at-
tacks. This plot shows -log(p-value) over training steps
while finetuning LoRA upon SEAL trained weight. The
dashed line represents the significance level (p-value =
5e-4). Despite continued training, the p-value remains
below the significance level, indicating that the water-
mark remains detectable.

on the SEAL weights, the watermark embedded 501

in the SEAL weights remains detectable. Hyperpa- 502

rameters are in Table 10. 503

Structural Obfuscation Attacks. Structural obfus- 504

cation attacks target the structure of DNN models 505

while maintaining their functionality (Yan et al., 506

2023; Pegoraro et al., 2024). In the case of LoRA, 507

an attacker can alter the structure of N(·) by chang- 508

ing the rank r of the matrices A ∈ Rr×a and 509

B ∈ Rb×r. However, even if r is extended, N(·) re- 510

mains functionally equivalent to Nobf (·), allowing 511

the distributed passport C to be still detectable. To 512

mitigate the effects of structural obfuscation with 513

a minimal impact on the host task, we decompose 514

N(·) using SVD and modify it based on its sin- 515

gular values, sorting by large singular values and 516

discarding the smaller ones, resulting in N ≃ Nsvd. 517

Figure 6 shows the results of performing struc- 518
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Figure 5: Ambiguity Attacks: Fidelity score as average accuracy on Commonsense Reasoning tasks. The x-axis
represents the dissimilarity, r, where Ct = (1 − r)Cp + rCadv. Cp is the concealed passport, and Cadv is an
irrelevant matrix of the adversary. When r > 0.6, the difference between fidelity scores significantly drops below
the threshold of the verification process, ϵV , as shown in Table 4.
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Figure 6: Structural Obfuscation Attack on SEAL
weight of Gemma-2B via SVD. The original rank is
32, and the ranks are obfuscated from 31 down to 1.

tural obfuscation via SVD. The original rank is 32,519

and the results are obfuscated from rank 31 down520

to 1. The fidelity score remains unchanged, and521

the passport C is still detectable, demonstrating522

SEAL’s robustness against structural obfuscation523

attacks.524

4.7 Robustness against Ambiguity Attacks525

Model Ct = C Ct = Cp ϵV

LLaMA-2-7B 82.2 82.7 0.5
Mistral-7B-v0.1 84.2 87.9 3.7
Gemma-2B 76.3 76.6 0.3

Table 4: Fidelity Score of each passport in weight.
Ct = C represents the fidelity score when the dis-
tributed passport is used, while Ct = Cp shows the
fidelity score with the concealed passport. ϵV is the ver-
ification threshold, indicating the required fidelity score
difference for a passport to be accepted as genuine.

Successful ambiguity attacks embed the adver-526

sary’s counterfeit watermark, Cadv, while main-527

taining an fidelity score, Madv, that meets the veri- 528

fication threshold ϵV . Although the IP holder uses 529

Cp during training, the distributed SEAL weights 530

N(·, C) do not contain explicit information about 531

Cp. Thus, the adversary’s Cadv is unrelated to 532

Cp. To test this, we blended irrelevant watermark 533

Cadv with the ground truth Cp at various ratios, 534

r, and measured the fidelity score, Mt(N(·, Ct)) 535

with Ct = (1 − r)Cp + rCadv. The verification 536

thresholds ϵV for different models are shown in 537

Table 4. 538

As Figure 5 illustrates, even under favorable con- 539

ditions for the adversary, they would need to sub- 540

mit a counterfeit watermark Cadv that is more than 541

r = 0.3 to the hidden passport Cp for Gemma-2B 542

and LLaMA-2-7B models, and more than r = 0.6 543

for Mistral-7B-v0.1. Given the lack of information 544

about Cp, it is practically impossible for the adver- 545

sary to succeed in ambiguity attacks, demonstrating 546

SEAL’s robustness. 547

5 Conclusion 548

In this study, we introduced SEAL, the first ap- 549

proach to watermarking for LoRA frameworks. 550

SEAL introduces an entanglement technique that 551

entangles a nontrainable, secret matrix that works 552

as a passport within the LoRA structure during 553

training. This allows for robust watermarking with- 554

out affecting the performance or efficiency of 555

LoRA. Our empirical evaluations demonstrate that 556

SEAL maintains the fidelity and robustness of the 557

watermarked LoRA across various testing scenar- 558

ios. The approach not only safeguards the intellec- 559

tual property of LoRA weights but also ensures 560

the preservation of their functional integrity, even 561

under potential attack scenarios. 562
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Limitations563

While SEAL represents a pioneering advancement564

in watermarking for DNNs adapted via LoRA, its565

integration is inherently bound to the LoRA ar-566

chitecture. This specificity may appear to limit its567

applicability compared to other DNN structures568

that do not employ LoRA. However, it is impor-569

tant to note that many prior watermarking methods570

are also tailored to specific layers or types within571

DNN architectures. Furthermore, adapting our wa-572

termarking approach to general DNNs can be573

straightforwardly achieved by applying the LoRA574

architecture itself, which is versatile and integrates575

well with various DNN configurations. This miti-576

gates concerns regarding the limited applicability577

of our method and underscores its potential for578

broader adaptation. Additionally, while our method579

demonstrates significant benefits, the precise mech-580

anisms by which the constant matrix enhances per-581

formance when integrated into the LoRA structure582

remain unexplored. This is an important area for583

further investigation.584

Future research should aim to extend the princi-585

ples and mechanisms of SEAL to a broader array586

of DNN structures, potentially offering a more gen-587

eralized framework for DNN watermarking. This588

would not only enhance the versatility of DNN589

watermarking techniques but also contribute to a590

deeper understanding of how such security mea-591

sures can be efficiently implemented across various592

machine learning paradigms.593

6 Ethical Considerations594

Privacy and Confidentiality. The integration of595

watermarking techniques in DNNs, such as SEAL,596

necessitates careful consideration of privacy and597

confidentiality. Watermarks embed specific infor-598

mation into a model, and it is crucial to ensure that599

this does not compromise the privacy of the data600

used for training or the integrity of the model it-601

self. Effective measures must be in place to prevent602

unauthorized access and misuse of the embedded603

data, safeguarding sensitive or proprietary informa-604

tion. Additionally, the process should be designed605

to ensure that the embedded watermarks do not606

inadvertently expose confidential information.607

Intellectual Property and Ownership Rights.608

SEAL aims to protect intellectual property by609

embedding watermarks to assert ownership over610

LoRA weights. This is particularly important in the611

context of open-source communities where models 612

are frequently shared and reused. By providing a 613

method to verify the origin of a model, SEAL helps 614

to ensure that creators can claim rightful ownership 615

and receive recognition for their work. However, it 616

is essential to establish clear guidelines and legal 617

frameworks to address the rights of multiple stake- 618

holders involved in the development, training, and 619

deployment of these models. 620

Potential Risks. While SEAL is designed to pro- 621

tect intellectual property and assert ownership, it 622

also presents potential risks if misused. Malicious 623

actors could potentially use watermarking to falsely 624

claim ownership of models they did not develop. 625

Additionally, the embedding process must be trans- 626

parent and well-documented to avoid unintended 627

consequences, such as biases or performance degra- 628

dation in specific applications. Ensuring the in- 629

tegrity of the watermarking process helps maintain 630

trust in the technology and prevents ethical issues. 631
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A Symbol Table880

Table 5: Table of key components and symbols in SEAL
scheme, adapted from Fan et al., 2019.

Symbol Description

W
Pretrained weight for training upon
Low-Rank Adaptation. W ∈ Rb×a

B, A
Up and down block of LoRA.
B ∈ Rb×r, A ∈ Rr×a such that
r << min(b, a)

N, ∆W
The adaptation layer. N(A,B) is
LoRA layer and N(A,B,C) is
SEAL layer. ∆W = N(·)

C,Cp
The passport of SEAL. C is the
passport distributed in B and A

Ct, Cadv

Ct is the passport at inference time.
Cadv is the counterfeit passport
forged by the adversary.

f
The decomposition function.
f(C) = C1C2, where C1C2 = C

Mt
For a given Ct, the fidelity score,
Mt(N(A,B,Ct)).

V
The verification process against
ambiguity attack. V (Mt(·), ϵV ) = {
True, False }.

ϵV
The threshold of the verification
process. |Mt −M | < ϵV

B Training Process of SEAL881

B.1 Forward Pass882

In the SEAL watermarking scheme, the forward883

pass calculates the output W ′ by combining the884

original weights and the entangled matrices. The885

formula is given by:886

W ′ = W +∆W = W +BCA (4)887

Here, B and A are the trainable parameters, and888

C, as defined in Table 5, acts as a non-trainable889

parameter or passport, embedding security within890

the model’s operational framework. During the for-891

ward pass, C is strategically placed between B892

and A. This placement ensures that the output W ′893

reflects the combined influence of these matrices,894

effectively entangling B and A with the watermark895

C, making the layer, N(·) dependent on the pres-896

ence of C.897

B.2 Backward Pass 898

In the backward pass, we calculate the gradients 899

of the loss function ϕ with respect to the trainable 900

parameters A and B. To illustrate, let’s consider 901

the structure BCA and assume the loss function 902

Φ = ϕ(∆x) where ∆ = BCA. 903

∆ := BCA and Φ = ϕ(∆x) (5) 904

The partial gradient of Φ with respect to A is 905

calculated as: 906

∂Φ

∂A
= (BC)T

∂ϕ

∂∆
= CTBT ∂ϕ

∂∆
(6) 907

Similarly, the partial gradient of Φ with respect 908

to B is: 909

∂Φ

∂B
=

∂ϕ

∂∆
(CA)T =

∂ϕ

∂∆
ATCT (7) 910

To clarify, during backpropagation, we calculate 911

how changes in the trainable parameters A and B 912

affect the loss function ϕ. The presence of the con- 913

stant matrix C ensures that the weights A and B 914

are updated in a manner that maintains their entan- 915

glement with C, thereby embedding the watermark 916

into the model weights effectively. 917

C Commonsense Reasoning Tasks 918

Commonsense Reasoning tasks are divided into 919

eight sub-tasks: Boolean Questions (BoolQ) (Clark 920

et al., 2019), Physical Interaction QA (PIQA) (Bisk 921

et al., 2020), Social Interaction QA (SIQA) (Sap 922

et al., 2019), Narrative Completion (HellaSwag) 923

(Zellers et al., 2019), Winograd Schema Challenge 924

(Wino) (Sakaguchi et al., 2021), ARC Easy (ARC- 925

e), ARC Challenge (ARC-c) (Clark et al., 2018), 926

and Open Book QA (OBQA) (Mihaylov et al., 927

2018). 928

D Text-to-Image Synthesis 929

D.1 DreamBooth Dataset 930

The DreamBooth dataset encompasses 30 distinct 931

subjects from 15 different classes, featuring a di- 932

verse array of unique objects and live subjects, in- 933

cluding items such as backpacks and vases, as well 934

as pets like cats and dogs. Each of the subjects 935

contains 4-6 number of images. These subjects are 936

categorized into two primary groups: inanimate 937

objects and live subjects/pets. Of the 30 subjects, 938

21 are dedicated to objects, while the remaining 9 939

represent live subjects/pets. 940
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Hyperparamas Gemma-2B Mistral-7B-v0.1 LLaMA-2-7B LLaMA-2-13B LLaMA-3-8B

Method LoRA SEAL LoRA SEAL LoRA SEAL LoRA SEAL LoRA SEAL
r 32
alpha 32
Dropout 32
LR 2e-4 2e-5 2e-5 2e-5 2e-4 2e-5 2e-4 2e-5 2e-4 2e-5
Optimizer AdamW
LR scheduler Linear
Weight Decay 0
Warmup Steps 100
Total Batch size 16
Epoch 3
Target Modules Query Key Value UpProj DownProj

Table 6: Hyperparameter configurations of SEAL and LoRA for Gemma-2B, Mistral-7B-v0.1, LLaMA2-7B/13B,
and LLaMA3-8B on the commonsense reasoning. All experiments are done with 4x A100 80GB (for LLaMA-2-
13B) and 4x RTX 3090 (for the other models) with approximately 15 hours.

Method LoRA SEAL

r 32
alpha 32
Dropout 0.0
LR 1e-4
LR scheduler Constant
Optimizer AdamW
Weight Decay 1e-2
Total Batch size 32
Steps 60
Target Modules Q K V Out AddK AddV

Table 7: Hyperparameter configurations of SEAL and
LoRA for Text-to-Image Synthesis. All experiements
are done with 4x RTX 4090 with approximate 15 min-
utes per subject.

D.2 Evaluation Details941

For subject fidelity, following (Gal et al., 2022;942

Ruiz et al., 2023), we use CLIP-I, DINO. CLIP-943

I, an image-text similarity metric, compares the944

CLIP (Radford et al., 2021) visual features of the945

generated images with those of the same subject946

images. DINO (Caron et al., 2021), trained in a947

self-supervised manner to distinguish different im-948

ages, is suitable for comparing the visual attributes949

of the same object generated by models trained950

with different methods. For prompt fidelity, the951

image-text similarity metric CLIP-T compares the952

CLIP features of the generated images and the cor-953

responding text prompts without placeholders, as954

mentioned in (Ruiz et al., 2023; Nam et al., 2024).955

Following (Ruiz et al., 2023), for the evaluation, 956

we generate four images for each of 30 subjects 957

and 25 prompts, resulting in a total of 3,000 images. 958

We utilize ViT-B/32 (Dosovitskiy et al., 2021) for 959

CLIP and ViT-S/16 (Dosovitskiy et al., 2021) for 960

DINO. 961

LoRAInput Images SEAL

a <V> can in the snow

a <V> cat on the beach

Figure 7: Comparison of LoRA and SEAL in Text-to-
Image Synthesis

E Viusal Instruction Tuning 962

We compared fidelity of SEAL, LoRA and FT on 963

the visual instruction tuning tasks with LLaVA- 964

1.5-7B (Liu et al., 2024). To ensure a fair compar- 965

ison, we used same original model provided by 966

(Liu et al., 2024) uses the same configuration as 967

the LoRA setup with same training dataset. We 968

adhere to (Liu et al., 2024) setting to filter the train- 969

ing data and design the tuning prompt format. The 970
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Method # Params (%) VQAv2 GQA VisWiz SQA VQAT POPE MMBench Avg

FT 100 78.5 61.9 50 66.8 58.2 85.9 64.3 66.5
LoRA 4.61 79.1 62.9 47.8 68.4 58.2 86.4 66.1 66.9
SEAL 4.61 75.4 58.3 41.6 66.9 52.9 86.0 60.5 63.1

Table 8: Performance comparison of different methods across seven visual instruction tuning benchmarks

Method LoRA SEAL

r 128
alpha 128
LR 2e-4 2e-5
LR scheduler Linear
Optimizer AdamW
Weight Decay 0
Warmup Ratio 0.03
Total Batch size 64

Table 9: Hyperparameters for visual instruction tuning.
All experiments were performed with 4x A100 80GB
with approximately 24 hours

fine-tuned models are subsequently assessed on971

seven vision-language benchmarks: VQAv2(Goyal972

et al., 2017), GQA(Hudson and Manning, 2019),973

VisWiz(Gurari et al., 2018), SQA(Lu et al., 2022),974

VQAT(Singh et al., 2019), POPE(Li et al., 2023),975

and MMBench(Liu et al., 2023).976

14



Models LLaMA-2-7B

Method LoRA
r 32
alpha 32
LR 2e-5
Optimizer AdamW
LR scheduler Linear
Weight Decay 0
Warmup Steps 100
Batch size 16
Epoch 1
Target Modules Query Key Value UpProj DownProj

Table 10: Hyperparameter configurations of Finetruning Attack on SEAL-weight which trains on 3-epoch. We
resume training on N(A′, B′), which passport C is distributed in A,B.

15


	Introduction
	Preliminary
	Low-Rank Adaptation
	White-box Watermarks
	Attacks on Watermarks
	Criteria for Evaluation

	SEAL: The Watermarking Scheme
	Entangling Passports during Training
	Hiding Passports for Distribution
	Passport-based Ownership Verification

	Experiments
	Experimental Setup
	Commonsense Reasoning
	Instruction Tuning
	Visual Instruction Tuning
	Text-to-Image Synthesis
	Robustness against Removal & Obfuscation Attacks
	Robustness against Ambiguity Attacks

	Conclusion
	Ethical Considerations
	Symbol Table
	Training Process of SEAL
	Forward Pass
	Backward Pass

	Commonsense Reasoning Tasks
	Text-to-Image Synthesis
	DreamBooth Dataset
	Evaluation Details

	Viusal Instruction Tuning

