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Abstract

Document Key Information Extraction (KIE)
transforms unstructured or semi-structured
documents into structured data, typically
key—value pairs or grouped entities, that sup-
port enterprise applications such as business
workflow automation. While recent work ex-
plores the use of Large Language Models
(LLMs) for KIE using prompting, rather than
document-specific fine-tuning, progress is hin-
dered by the lack of benchmarks tailored to this
emerging paradigm. We introduce DocKIE-
Bench, a benchmark specifically designed to
evaluate KIE in the context of LLMs. DocKIE-
Bench provides carefully designed schema with
detailed descriptions, formats, and examples,
covers 38 document types from diverse do-
mains, and includes fine-grained component
tags (tables, forms, handwritten regions, and
others) that enable nuanced analysis of model
performance. We evaluate both proprietary and
open-source LLMs and conduct comprehensive
ablation studies on schema design and input
modality, offering practical insights into cur-
rent strengths and limitations. The dataset will
be publicly available.

1 Introduction

Key Information Extraction (KIE) refers to the
task of identifying and extracting structured infor-
mation, typically in the form of key-value pairs
or grouped entities, from unstructured or semi-
structured documents. This structured information
underpins a wide range of downstream applications
such as database population, robotic process au-
tomation, and automated business workflows. As
such, KIE plays a central role in document un-
derstanding pipelines, especially in enterprise and
industrial settings (Cui et al., 2021).

With the emergence of Large Language Models
(LLMs), there has been growing interest in leverag-
ing their strong generalization capabilities for KIE
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Figure 1: Overview of the LLM-for-KIE paradigm and
the proposed benchmark, DocKIE-Bench. The illustra-
tion shows how a LLM performs KIE based on a docu-
ment and a schema, and how DocKIE-Bench supports
this process through diverse document types, carefully
designed schemas, and fine-grained annotations.

tasks across diverse document types. While ear-
lier fine-tuning-based approaches (Xu et al., 2020,
2021; Liet al., 2021; Hong et al., 2022; Wang et al.,
2022; Kim et al., 2022; Huang et al., 2022) demon-
strated effectiveness in controlled experimental set-
tings, they face significant scalability challenges.
These methods require substantial effort in data
curation and model retraining whenever new docu-
ment types are introduced, limiting their practical-
ity in dynamic real-world environments.

To overcome these limitations, recent efforts
have shifted toward the LLM-for-KIE paradigm (He
et al., 2023; Perot et al., 2023; Liao et al., 2024;
Zhang et al., 2025), where key information is ex-
tracted using an LLM without document-specific
fine-tuning. As illustrated in Figure 1, an LLM is
prompted with a document and information about
entity keys for extraction (referred to as schema),
and returns the corresponding values in a structured,
machine-readable format such as JSON. Despite
the promise of this paradigm, the lack of standard-
ized benchmarks tailored for evaluating LL.Ms in
KIE settings hinders rigorous assessment and mean-



ingful comparison across approaches.

In the context of the LLM-for-KIE paradigm,
a benchmark designed for LLM-based KIE must
account for several factors that are largely over-
looked in prior benchmarks. First, as the paradigm
shifts away from document-specific training, the
information provided in the schema has to be both
clear and unambiguous, extending beyond mere
key names to include descriptions or contextual
cues. In earlier fine-tuning-based settings, where
the test distribution closely matched the training
data, models could learn to resolve ambiguities be-
tween key names and values during training, mak-
ing such precision less critical. However, in the
training-free setting of LLM-for-KIE, the clarity
and specificity of the schema are essential for guid-
ing the model and enabling meaningful evaluation
of extraction performance.

Secondly, existing benchmarks typically target a
narrow range of document types, often focusing on
a single document type, under the assumption that
models are fine-tuned for each specific extraction
task. In contrast, the LLM-for-KIE paradigm elim-
inates the need for task-specific training, shifting
the focus towards generalization across heteroge-
neous document structures and formats. As such, a
benchmark for this setting should prioritize broad
coverage of diverse document types to better as-
sess the robustness and adaptability of LLM-based
extractors in real-world scenarios.

Lastly, given the training-free nature of LLMs
and their growing applicability in KIE tasks, there
is a need for benchmarks that go beyond coarse-
grained accuracy metrics. In particular, incorporat-
ing fine-grained annotations that specify, for each
entity key, the type of document component from
which the value is extracted (e.g., table, form field,
checkbox, handwritten region) allows for more de-
tailed evaluation. These component-level annota-
tions provide an additional analytical dimension,
enabling more insightful diagnostics of model be-
havior under the LLM-for-KIE paradigm. Rather
than treating performance as a single aggregated
score, such granularity reveals strengths and weak-
nesses of a model across different content types,
offering a more comprehensive understanding of
its generalization capabilities.

In view of the above considerations, we pro-
pose DocKIE-Bench, a novel benchmark specif-
ically designed to evaluate LLM-based KIE sys-
tems. DocKIE-Bench features clearly defined
schemas based on our proposed schema design,

which includes a description, format specifications,
and examples for each entity across a wide range
of document types, enabling precise and unam-
biguous evaluation of LLM extraction capabili-
ties. By incorporating a diverse set of document
types, the benchmark supports robust assessment
of model generalization. Additionally, it includes
fine-grained annotations of document components,
such as tables, forms, and handwritten texts, al-
lowing for detailed analysis of model performance
across different component types.

Using DocKIE-Bench, we conduct extensive ex-
periments with both proprietary and open-source
LLMs to assess their effectiveness on the KIE task.
We also perform ablation studies to systematically
examine the impact of key factors such as schema
design and input modality. These studies provide
deeper insight into model behavior, strengths, and
limitations within the LLM-for-KIE setting.

Our contributions are summarized as follows:

* We introduce DocKIE-Bench, a benchmark
tailored for evaluating KIE capabilities in
LLMs with schema-guided structured outputs.

* We curate a diverse collection of documents
spanning various domains and formats, with
fine-grained annotations linking extracted val-
ues to specific document components (e.g.,
tables, forms, handwritten regions).

* We conduct extensive experiments with pro-
prietary and open-source LLMs, including ab-
lation studies, to provide practical insights
into LLM behavior and guide future KIE sys-
tem development.

2 Related Works
2.1 Benchmarks for KIE

Several benchmarks have been proposed to evalu-
ate KIE systems, but they are mostly designed for
fine-tuned models and lack critical features neces-
sary for the emerging LLM-for-KIE paradigm.

Limited Schema and Document Diversity. Early
benchmarks such as SROIE (Huang et al., 2019)
and FUNSD (Jaume et al., 2019) adopt simple
schemas with flat entity structures (i.e., no grouped
entities) and focus on narrow document types like
receipts and form-like documents. CORD (Park
et al., 2019) introduces grouped entities and brief
textual descriptions of entities, but remains lim-
ited to receipts. More recent datasets such as
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Figure 2: Overview of the dataset construction process for DocKIE-Bench. The process begins with the collection
of documents from both manually curated sources and publicly available KIE benchmarks. These documents are
then converted into structured text using document parsing tools. Next, key-value pairs are annotated and used to
construct corresponding schemas with descriptions, formats, and examples. These schemas are then refined through
LLM-based simulation to improve clarity and consistency. Finally, we apply fine-grained document component
annotations, such as table, form, checkbox, to enable detailed evaluation of LLM-for-KIE paradigm.

POIE (Kuang et al., 2023) expand to product im-
ages captured in the wild, and the Kleister se-
ries (Stanistawek et al., 2021) focuses on NDA
and charity documents. While these benchmarks
are suitable for the fine-tuning paradigm, they lack
key elements for LLM-for-KIE, including broad
document-type coverage, detailed entity descrip-
tions, and document component labeling, which
are features essential for insightful evaluation of
LLM-based KIE systems.

Benchmarks with Broader Document Cover-
age. Benchmarks like VRDU (Wang et al., 2023b),
RealKIE (Townsend et al., 2024) and OmniAl
OCR (OmniAl, 2025) improve along the axis of
document diversity, covering wider range of for-
mats such as registration form, FCC invoices, and
bank check, making them better aligned with real-
world industrial use-cases. However, despite their
diversity, they still lack detailed schema descrip-
tions and component-level annotations, limiting
their applicability for evaluating LLM behavior in
training-free settings.

DocKIE-Bench, on the other hand, is con-
structed from the ground up with the various as-
pects of LLM-for-KIE paradigm in mind. It curates
documents from a wide range of sources, to ensure
domain diversity, and applies rigorous annotation
and revision to meet the paradigm’s core require-
ments: detailed schema for KIE, broad document
coverage, and fine-grained component labeling.

2.2 Evaluating LLMs for KIE

Recent efforts to apply LLMs to KIE have led to
a wide range of evaluation methodologies. Prior
works (He et al., 2023; Perot et al., 2023; Wang
et al., 2023a; Luo et al., 2024; Zhang et al., 2025;
Zhu et al., 2025) have adopted a variety of strate-
gies to facilitate KIE evaluation of LLMs across
prior KIE benchmarks. Some of the strategies in-
clude: modification of schema (e.g., rewriting en-
tity keys into natural language); addition of few-
shot examples to adapt the LLMs to KIE settings.

While these approaches highlight the potential
of LLMs in KIE, the lack of consistency across
evaluation strategies hinders fair and accurate com-
parisons of model performance. This challenge
underscores the need for a standardized benchmark
that is specifically designed for LLMs in KIE tasks.
Without standardized schema descriptions, diverse
document coverage, and component-level annota-
tions, prior benchmarks fall short in supporting
insightful and interpretable evaluations across dif-
ferent LLM-based works.

To address this gap, we introduce DocKIE-
Bench, a benchmark purpose-built for evaluating
KIE performance in the LLM-for-KIE paradigm.

3 DocKIE-Bench

In this section, we describe the dataset construction
process of DocKIE-Bench. Figure 2 illustrates the
overall workflow of this construction process.



Dataset # Types \ Dataset # Types
CORD (2019) 1 DocILE (2023) 2
SROIE (2019) 1 VRDU (2023b) 2
PWC (2020) 1 AutoBench (2025) 4
DeepForm (2020) 1 RealKIE (2024) 5
WildReceipt (2021) 1 SIMARA (2023) 6
ETDS500 (2021) 1 FUNSD (2019) 16
POIE (2023) 1 OmniAI OCR (2025) 37
Kleister (2021) 2 DocKIE-Bench (Ours) 38

Table 1: Number of document types covered by public
KIE datasets compared with DocKIE-Bench. DocKIE-
Bench comprises 38 types, the largest among all
datasets. OmniAI OCR is the next most diverse, but
11 of those contain fewer than three documents.

3.1 Document Collection

We have collected various licensed documents from
the web. Details regarding the sources of these doc-
uments are described in Appendix A.1. DocKIE-
Bench consists of two main components. First,
we curated a set of 20 document types commonly
found in business operations, such as invoices, pur-
chase orders, contracts, and application forms. For
each type, we collected 5 representative samples,
resulting in 100 documents. Due to potential pri-
vacy concerns in real-world documents, we syn-
thetically generated or anonymized all field values
to ensure there were no personally identifiable or
sensitive contents.

Second, we expanded DocKIE-Bench with eight
adapted public benchmark datasets used in prior
KIE studies (Park et al., 2019; Kardas et al., 2020;
Choudhury et al., 2021; Kuang et al., 2023; Simsa
et al., 2023; Wang et al., 2023b; Townsend et al.,
2024; OmniAl, 2025). These datasets were se-
lected based on their diversity and complementary
coverage of document types mostly not represented
in our manually collected set and variety of key
types. From these benchmarks, we curated 19 dis-
tinct documents types and selected a total of 100
samples to augment DocKIE-Bench. Each selected
dataset was reformatted to align with the DocKIE-
Bench schema to ensure consistency and compara-
bility during evaluation.

In total, DocKIE-Bench comprises 200 docu-
ments: 100 manually curated samples and 100
additional samples adapted from existing bench-
mark datasets. This combination ensures a bal-
anced and diverse evaluation set spanning a wide
range of document types. Notably, as shown in
Table 1, DocKIE-Bench covers 38 distinct docu-
ment types, the most among existing KIE bench-
marks. Detailed dataset statistics are presented in

Document
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Figure 3: Ambiguous schema descriptions can cause
LLM:s to generate varied yet semantically valid answers
that may be penalized for output differences.

Appendix A.2.

3.2 Document Textualization

Since LL.Ms generally operate over text inputs, it
is essential to convert documents, often stored as
PDFs or image files (JPG, PNG), into a textual for-
mat. Importantly, since documents convey meaning
not only through content but also through visual
layout, preserving such structural information dur-
ing text conversion is critical for accurate under-
standing and extraction. While traditional OCR
tool like Tesseract! can extract raw text, they often
lose important structural information. Moreover, in
case of scanned images embedded in PDFs, PDF
parsers alone cannot extract any text.

To address these limitations, we employed a
combination of advanced document parsing tools
of Upstage Document Parse? and LlamaParse? to
extract structured representations of documents.
These tools provide structured text that reflects lay-
out cues (e.g., headers, columns, tables), enabling
LLMs to better understand the document layout.

3.3 Schema
3.3.1 Role of Schema for Reliable Evaluation

In traditional KIE setup, key names have been the
only information passed to models. However, the
flexible output capabilities of modern LLMs often
lead to varied yet valid answers, making consis-
tent evaluation difficult. This flexibility, combined
with minimal key information, can result in multi-
ple plausible outputs beyond the intended golden
answer, as illustrated in Figure 3.

"https://github.com/tesseract-ocr/tesseract

thtps://www.upstage.ai/products/
document-parse

3https://www.llamaindex.ai/llamaparse
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To mitigate this issue, we introduce schema that
provide detailed information for each key. The
schema clarifies the expected answer format and in-
tent, serving as a reference for determining whether
a model’s output aligns with user expectations.

3.3.2 Structure of Schema

To mitigate such ambiguity and to enhance consis-
tency, we define each key in the schema using three
components: a description, a format, and represen-
tative examples.

* Description: provides an explanation of what
the key represents.

* Format: specifies the expected structure or repre-
sentation of the value. For instance, if the format
indicates that currency symbols must precede the
amount (e.g., $100), then even if the document
contains 100 USD, the model must normalize the
output to the specified form.

» Example: offers concrete instances of valid val-
ues, which help guide the model’s generation and
support more accurate inference.

The description and format facilitate reliable eval-
uation of LLLM outputs, while the example helps
promote consistency in model inference.

In addition to these semantic features, we also in-
corporate structural aspects into the schema design.
To enable flexible and expressive schema defini-
tions, we adopt the JSON Schema standard*. This
structured format supports a wide range of data
types, such as integers, strings, and booleans, and
allows for complex key structures, including arrays
and nested objects. Such flexibility is particularly
valuable for representing grouped keys in tabular
documents, where multiple rows with column-wise
data must be extracted in groups.

3.3.3 Schema Design Process
We begin by identifying key-value pairs for each
document type using qualified human annotators.
For public datasets, we leverage existing keys
and ground-truth values while for internally col-
lected documents, both keys and ground-truth val-
ues are annotated directly. Based on the annotated
key-value pairs, we then design the correspond-
ing schema based on the structure defined in Sec-
tion 3.3.2.

To enhance the consistency and reduce potential
ambiguity in schema specification, we performed

4h’ctps ://json-schema.org

schema LL.M-based refinement process. Specif-
ically, we prompt GPT-4.1 (gpt-4.1-2025-04-14)
with the initial schema and generate five indepen-
dent inferences. If semantically correct but struc-
turally inconsistent outputs (e.g. "$100" vs. "100")
appear across runs, we compare them with the
ground-truth value and revise the corresponding de-
scription or format to enforce a unique, consistent
target output. This refinement step helps us pro-
duce a more unambiguous schema, enabling more
consistent evaluation in LLM-for-KIE settings.

3.4 Document Component Annotation

DocKIE-Bench includes document component an-
notations at the key-value pair level. These an-
notations help identify which types of visual or
structural components are associated with each ex-
tracted value, thereby enabling more detailed error
analysis. Each key-value pair is tagged with zero,
one, or more of the following six component types:

* table: appears within a tabular structure.

* form: follows a header—content pair pattern, typ-
ical in forms.

* checkbox: presented using a checkbox element.

* handwritten: handwritten rather than machine-
printed.

e plain: appears in plain text paragraphs.

* chart: displayed in chart images.

This document component annotation supports
fine-grained evaluation and helps uncover perfor-
mance trends across different document types and
layouts. The categorization of these components
was inspired by prior works in document under-
standing (Mathew et al., 2021, 2022), which em-
phasized the importance of visual elements.

4 Experiments

This section presents an extensive experimental
study that evaluates the performance of LLMs on
our DocKIE-Bench. The detailed experimental
setup for the use of Structured Outputs, system and
user prompts is presented in Appendix B.

4.1 Evaluation Metrics

KIE Metrics We adopt KIEval (Khang et al., 2025)
as the metric to assess KIE, where the extracted
key-value pairs evaluated with structural awareness
(grouping) in mind. KIEval’s Entity F1 measures
the extraction performance of individual key-value
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Model Name Context Max KIEvalyjignea Entity F1 Group F1 API Error Parsing Error Format Error
gpt-40-mini-2024-07-18 128,000 64.2240.11 67.6240.15 30.60+0.86 0.00+0.00 1.0040.00 0.00+0.00
gpl—40-2024-11-20 128,000 65.41:&0,09 67.77;&0,07 38.53:&0,31 0.00;&0,00 0.00;&0,00 O'OOiO.DO
gpt—4,1—nano—2025-04—14 1,047,576 52.70i0‘01 56.95i0_04 23~64i0,88 0.0oj:()‘(]() 0.00io_(][) 0.00io,[)()
gpt-4.1-mini-2025-04-14 1,047,576 67.3040.21 69.8640.17 39.9640.57  0.00+0.00 0.00+0.00 0.00+0.00
gpt-4.1-2025-04-14 1,047,576 71.6240.26 74.03+0.15 46.03+0.22 0.00+0.00 0.00+0.00 0.00+0.00
03-mini-2025-01-31 200,000 64.6840.27 67.4140.31 42.2640.26 0.00+0.00 0.00+0.00 0.00+0.00
04-mini-2025-04-16 200,000 66.48+0.15 69.66+0.15 41.69+0.00 0.67+0.47 0.00+0.00 0.00+0.00
gemini—Z.O—ﬂash—lite 1,048,576 53.61:&0,22 56.27;&0,19 16.12:&0,29 0.00;&0,00 G.OOiolgz 0.33:&0‘47
gemini—2.0—ﬂash 1,048,576 59.35i0‘32 63.25i0_29 27.17i0‘52 0.0()i()‘[]() 3.67i0_47 5.00i0‘00
gemini—2.5—ﬂash—preview—04—17T 1,048,576 63.25:&0‘11 65.30;&0, 11 29.46:&0,15 3.67;&0,47 4.00:&0‘00 0.00;&0‘00
gemini—Z.5—pr0—preview—05—06f 1,048,576 62.42:&0,33 64.22;&0,31 23~11i0.62 0.67;&0,94 1.33;&0,47 0.00;&0,00
claude-3-5-haiku-20241022 200,000 63.53i0,15 66.83;&0,17 37.54:&0,70 0.00;&0,00 0.00;&0,00 3.00i0.00
claude-3-7-sonnet-20250219 200,000 70.58i0‘19 72.78;&0,19 45.62i0‘53 0.0oj:()‘(]() 0.00io,(}g 0.00io,[)()
Qwen2.5—0.5B»Instruct 32,768 19.07:&0‘07 22.52:&0‘07 8.12;&0,10 0.00;&0,00 9~00i0.82 U.OOio,[)[)
Qwen2.5-1.5B-Instruct 32,768 35.2540.08 38.8140.09 12.8540.21 0.00+0.00 8.334+1.25 0.0040.00
Qwen2.5-3B-Instruct 32,768 47.2440.05 51.51+0.03 16.80+0.10 0.0040.00 7.004+0.00 0.0040.00
Qwen2.5-7B-Instruct 131,072* 52.50 1014  56.8910.11  19.8840.14  0.0010.00 1.0040.00 0.0010.00
Qwen2.5—32B—Instruct 131,072* 65.80:&0,13 68.82;&0,09 40.96:&0,16 0.00;&0,00 0.33;&0,47 0.00io.oo
Qwen2.5—72B—lnstruct 131,072* 67.17i0‘31 69.94;&0,32 41.42i0‘21 0.0oj:()‘(]() 1.33;&0,94 0.00iQQQ
gemma—S—lb—it 32,768 15~73i0,18 18.17:&0‘20 1.87;&0,26 0.00;&0,00 31‘33:&1,25 U.OOio,[)[)
gemma-3-4b-it 131,072 49.9040.13 53.9940.17 19.374+0.39 0.00+0.00 0.00+0.00 0.00+0.00
gemma-3-12b-it 131,072 59.6440.17 62.5640.18 29.3810.68 8.004+0.82 0.00+0.00 0.0040.00
gemma-3-27b-it 131,072 63.5040.08 66.2840.06 37.07+0.40 0.00+0.00 0.00+0.00 0.00+0.00
Mistral-Small-3.1-24B-Instruct 131,072 68.3310.00  70.9740.01  38.0940.01  0.0010.00 1.0040.00 0.0040.00
Llama-3.3-70B-Instruct 131,072 65.53+0.06 68.134+0.07 41.1540.03 0.00+0.00 1.33+0.47 0.00+0.00

Table 2: Performance comparison of various proprietary and open-source LLMs, based on key metrics such as
KIEvalajigned, Entity F1, and Group F1, demonstrating the dominance of GPT-4.1 and Claude-3-7-Sonnet, while
highlighting the scaling trends within Qwen and Gemma series, as well as the notable performance of Mistral-Small-
3.1-24B-Instruct relative to its size. Additionally, the table underscores the challenges faced by reasoning-focused
models like Gemini and o-series in maintaining accuracy despite larger context. Some Qwen models leverage RoPE
scaling to extend context length from 32K to 128K, as indicated by the * mark in the table. Gemini 2.5 models
show API failures due to copyright issues, marked with { in the table to denote these occurrences.

pairs, while Group F1 evaluates the extraction per-
formance at group-level (i.e. groups of related en-
tities). Additionally, KIEvalajigned, @ modification
of Entity F1 for industrial applications, focuses
on the number of corrections required to fix in-
correct predictions. More details can be found in
Appendix B.3.

Reliability Metrics In addition to extraction per-
formance, we assess model reliability by measur-
ing the frequency of failures in generating valid
structured outputs. There are three types of er-
rors: API, Parsing and Format errors. API errors
refer to cases where the API call fails due to server-
side issues (e.g., timeouts). Parsing errors occur
when the model’s output cannot be parsed as valid
JSON. Format errors, on the other hand, occur
when the output is syntactically valid JSON but
deviates from the expected schema structure.

All experiments are conducted across three inde-
pendent runs, and we report the averaged results,
along with the standard deviation.

4.2 Model Comparison

Table 2 presents the performance comparison of
several proprietary and open-source LL.Ms under
the text-only setting, where visual documents are
converted to text using Upstage Document Parse,
which yield better KIE results than LlamaParse (see
Appendix C).

Among the models evaluated, GPT-4.1 achieves
the highest performance across all key metrics,
demonstrating superior accuracy and grouping ca-
pabilities. Claude 3.7 Sonnet follows closely, de-
livering consistently strong results across evalu-
ation dimensions. Among open-source models,
Mistral (MistralAl, 2025) delivers notably strong
performance. While not as large as some of the
parameter-heavy models (e.g., 70B+), its 24B scale
positions it in the mid-sized range relative to other
open models considered in this study. Its com-
petitive performance suggests that larger parame-
ter counts do not always translate directly to bet-
ter KIE results, especially across different model
providers. In contrast, models like Qwen2.5 (Yang
et al., 2024) and Gemma 3 (Kamath et al., 2025)
exhibit a clear positive scaling trend, with larger



Model Name Schema KIEvalyjignea Parsing Error
gpt-4o-mini D 61.0440.27 1.0040.00
(2024-07-18) D+F 62.1740.19 1.3310.47
D+F+E 64.22i0‘11 LOOi(}Aoo
gpt-do D 62.7040.30 0.00+0.00
(2024-11-20) D+F 63.57+0.19 0.3340.47
D+F+E 65.4140.09 0.0040.00
gpt-4.1-nano D 50.03+0.33 0.3340.47
(2025-04-14) D+F 51.1140.37 0.3340.47
D+F+E 52.70i0,01 0.00io,oo
gpt-4.1-mini D 63.6840.19 0.3310.47
(2025-04-14) D+F 64.5440.16 0.3310.47
D+F+E 67.3040.21 0.00+0.00
gpt-4.1 D 65.2840.21 0.004+0.00
(2025-04-14) D+F 66.3840.23 0.00+0.00
D+F+E 71.6210,26 0.0010_00

Table 3: Comparison across different schema designs
containing description (D), format (F), and example (E).

variants consistently outperforming their smaller
counterparts.

Interestingly, reasoning-focused models such as
Gemini 2.5, 03-mini, and o4-mini underperform
despite extended context windows and large output
capacities. For instance, the o-series models lag
behind GPT-4.1 and are more comparable in per-
formance to GPT-40. While Gemini 2.5 improves
over its predecessor (2.0 Flash), it still falls short
of achieving top-tier scores. These results suggest
that advanced reasoning capability alone does not
strongly correlate with effective KIE performance.

A notable pattern is also observed among
smaller models such as Qwen2.5-0.5B-Instruct and
Gemma-3-1b-it, which exhibit significantly higher
parsing error rates. This trend highlights a trade-off
between model size and parsing robustness, sug-
gesting that reliable KIE performance with mini-
mal parsing errors generally requires models with
sufficient capacity (e.g. 4B+).

4.3 Effect of Schema on Performance

Table 3 examines the impact of different schema
configurations on LLM performance. As we incre-
mentally enrich the schema with a description (D),
formatting rules (F), and examples (E), we observe
consistent gains in extraction accuracy.
Comparing the D and D + F settings reveals that
adding format guidelines enhances extraction qual-
ity, particularly for structured fields such as dates,
numerical values, and standardized formats. For-
mat instructions help reduce ambiguity and guide
the model toward consistent outputs. For exam-
ple, fields like dates (e.g., 07/08/2024 vs. 07 / 08
/ 24) and addresses benefit from clear formatting
expectations. These findings highlight the value of

Model Name Modality KIEvalyjignea Parsing Error
gpt-4.1-nano T 52.7040.01 0.00+0.00
(2025-04-14) I 47.8140.47 0.00+0.00
T+1 55‘83:&0_48 0.67i0_47
gpt-4.1-mini T 67.301+0.21 0.00-+0.00
(2025-04-14) I 76.0440.17 0.674+0.47
T+1 74.4410.20 0.00+0.00
gpt-4.1 T 71.6240.26 0.00+0.00
(2025-04-14) I 72.4640.15 0.00+0.00
T+1 77~42i0,06 0.00;&0,00

Table 4: Performance comparison of different input
modalities across GPT 4.1 models. In Modality, T, I,
and T + I indicated text-only, image-only and use text
and image together, respectively.

structural guidance in improving model reliability
for such keys.

Extending the schema further to include exam-
ples (D + F + E) provides an additional perfor-
mance boost. Real-world examples convey nu-
anced cues, such as address delimiters, apartment
labels, currency symbol placement, spacing, and
capitalization, that are often difficult to fully ar-
ticulate through descriptions alone. The inclusion
of examples allow the model to infer these sub-
tle patterns, complementing textual and structural
instructions with concrete, context-rich signals.

5 Analysis

Building on the experimental results, we proceed
with an analysis focused on the assessment of inher-
ent visual understanding capabilities across models
and the relationship between different modalities
and document components in our benchmark.

5.1 Impact of Modality

While textualizing documents is the most conve-
nient approach for applying LLMs to information
extraction, recent advances in multi-modal LLMs
allow models to directly process visual documents.
This section investigates how well models can in-
terpret and integrate textual and visual inputs.
Table 4 compares three input modalities: HTML
text only (T), image only (I), and a combined set-
ting with both text and image inputs (T + I). Overall,
image-only inputs tend to outperform text-only in-
puts, suggesting that key information in our bench-
mark is primarily grounded in visual layout and
structure. An exception is observed with GPT-
4.1 nano, where the text-only input slightly out-
performs the image-only setting, indicating that
smaller models may struggle with visual compre-
hension in the absence of textual cues, possibly due



Model Name  Modality Table Form Plain Handwritten Chart Checkbox
gpt-4.1-nano T 72.3440.83 72.1040.22 75.01+1.81 37.7340.32 11.1140.00 7.4640.44
(2025-04-14) I 63.3241.97 69.2340.33 T7.78+1.88 52.98411 68 24.5243. 30 57.4846.08

T+1 69.59i0‘54 74‘86:&(]‘47 74.29i0_4g 58‘54:&0_00 16.05;&0(00 57.37i1_59
gpt-4.1—mini T 79.79:&0‘41 77‘55:&0‘30 57.81i1_35 55‘36:&0_00 53‘54:&2.46 26.53i0_00
(2025-04-14) I 87.6441.17 83.4740.14 74.01+1.66 80.8642.31 57.08+12.89 58.08+40.56

T+1 83.78+1.67 83.3940.42 70.00+0.22 72.62411 .68 42.47411.75 53.9742.59
gpt-4.1 T 89.90+0.30  80.80+0.15  66.05+0.13 56.79+1.75 44.2545.19 31.9340.25
(2025-04-14) I 76.35+0.77 77.9640.11 69.03+0.84 60.1240.84 82.9142.82 56.4040.21

T+1 91.46+0.33 83.9940.01 66.424 2 44 75.00+3.86 63.2414 59 50.00+1.10

Table 5: Component-level analysis of model performance. Each column represents a distinct component, and
the rows provide KIEvalajigneq for different models. Notable trends include the substantial performance gains in
visually dominant components (Checkbox, Chart, Handwritten) when incorporating image data and the consistent
performance across structured components (Table, Form, Plain) regardless of modality.

to limited model capacity.

For the combined modality (T + I), results show
a general trend of improvement, demonstrating syn-
ergy between text and image inputs. However, GPT-
4.1 mini presents a slight drop in performance com-
pared to its image-only setting. This suggests that
the inclusion of textual input may, in some cases,
introduce noise or conflicting signals that interfere
with accurate visual referencing.

In contrast, GPT-4.1 achieves its best perfor-
mance in the T + I setting, showing a substantial
margin over both single-modality inputs, indicat-
ing a more advanced capability to effectively inte-
grate multi-modal inputs while filtering out noise.
Such findings suggest that higher-performing mod-
els may employ more refined mechanisms to align
visual and textual cues and prioritize salient infor-
mation for robust information extraction.

5.2 Document Component

Our benchmark includes component-type annota-
tions for each key-value pair, enabling a more gran-
ular analysis of model behavior. The component-
level results in Table 5 reveal both the relative diffi-
culty of different components and how input modal-
ity influences performance across them.

The superior performance of image-based inputs
over text-only inputs is primarily driven by visually
dominant components such as Checkbox, Chart,
and Handwritten, where visual information plays
a crucial role in accurate extraction. In contrast,
components with more structured or text-heavy lay-
outs, such as Table, Form, and Plain, exhibit mini-
mal performance differences between text-only and
image-only inputs. This suggests that the modal-
ity gap is concentrated within a specific subset of
components, rather than being uniformly present
across all component types.

The combined modality (T + I) proves especially
effective for components that depend on both tex-
tual labels and spatial structure, including Form,
Table, and Handwritten. In these cases, the largest
model (GPT-4.1) shows substantial gains from
multi-modal integration, whereas smaller models
demonstrate limited or inconsistent benefits. This
pattern supports the notion that successful multi-
modal fusion is closely tied to model capacity, with
smaller models often struggling to meaningfully
leverage both input types effectively.

Overall, these findings highlight the value of
our benchmark in analyzing how text, layout, and
visual content contribute to model performance
across diverse components. This structure serves a
basis for more targeted assessments of future mod-
els, enabling deeper insights into text and visual
processing capabilities of LLMs.

6 Conclusion

We present DocKIE-Bench, a benchmark tailored
to evaluate LLMs on document KIE. It fills key
gaps in existing benchmarks by providing struc-
tured schemas with descriptions, formatting rules,
and examples; diverse coverage of 38 real-world
document types; and fine-grained component anno-
tations linking each value to its visual context.

Our experiments show that proprietary models
outperform open-source models, but even the best
models fall short of high accuracy, highlighting
room for improvement. Ablation studies demon-
strate that well-specified schemas significantly im-
prove performance, and multi-modal inputs offer
further gains when paired with sufficiently capa-
ble models. These results highlight the value of
DocKIE-Bench as a comprehensive benchmark for
advancing LLM-for-KIE paradigm through more
reliable evaluation and deeper analysis.



Limitations

While DocKIE-Bench is designed to be a compre-
hensive and practical benchmark for LLM-based
KIE, certain limitations remain, primarily due to
the inherent complexity of real-world document
understanding.

First, the definition of “key information” in a doc-
ument is inherently use-case dependent. Different
practitioners may define varying schemas for the
same document, for instance, an invoice could be
labeled with a single invoice_total field or broken
down into subtotal, tax, and grand_total. Exhaus-
tively covering all valid schema interpretations is
impractical. To maintain consistency and enable
controlled evaluation, DocKIE-Bench adopts a sin-
gle, carefully curated schema per document type.
While this narrows the evaluation scope, it ensures
comparability across models in benchmarking.

Second, to provide LLMs with structured,
machine-readable input, visual documents are con-
verted to HTML or Markdown via automated pars-
ing tools. As with any learned system, these parsers
may occasionally introduce noise that can affect
absolute performance. However, since all models
are evaluated on the same parsed outputs, such ar-
tifacts impact all systems equally, preserving the
validity of relative comparisons and performance
trends.

Overall, these design choices reflect practical
trade-offs aimed at building a usable, reproducible,
and extensible benchmark for advancing the study
of LLMs in document-level information extraction.
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A Dataset Details

A.1 Dataset Composition

Table 8 presents detailed information about the
datasets included in DocKIE-Bench, including
their dataset sources, names, document types, and
brief descriptions. This table provides a compre-
hensive view of both manually curated datasets
and adapted public benchmarks used in DocKIE-
Bench.

A.2 Dataset Statistics

Mean =+ Std Range (Min - Max)
# Pages 12.05 + 49.85 1-474
# Tokens 10,179.40 + 34,097.75 142 - 234,542
# Keys 14.66 + 7.45 3-34
# Values 48.80 £ 90.64 4-651
# Groups 551 +£11.51 0-58

Table 6: Document-level statistics of DocKIE-Bench.
Each row represents a different statistics computed over
200 documents. Token counts were computed using
the GPT-4.1 tokenizer on documents parsed into HTML
format using Upstage Document Parse.

DocKIE-Bench consists of 200 documents from
manually curated and public KIE benchmarks. Ta-
ble 6 summarizes the key statistics of DocKIE-
Bench. The number of pages per document varies,
with some documents consisting of a single page
and others containing up to 474 pages, reflecting
realistic variability found in practical settings. In
cases where the number of pages is large, the result-
ing token-length could be as long as 230K tokens,
exceeding the context window of many LLMs. This
underscores one of the key challenges of LLMs in
realistic KIE applications, reflected in our bench-
mark. Similarly, the number of target keys, ground-
truth values, and groups ranges from 3 to 34, 4
to 651, and O to 58, indicating the diversity in in-
formation density across different document types.
This diversity allows DocKIE-Bench to support
comprehensive evaluation across a wide variety of
document structures and extraction challenges.

B Experimental Details

B.1 Structured Qutputs

To practically utilize KIE from LLM inference re-
sults, it is essential to be able to automatically parse
values with corresponding keys. At the moment,
the most effective method for this is to utilize Struc-
tured Outputs. Recent LLM inference APIs, includ-
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ing proprietary services like OpenAl°, as well as
open-source libraries like VLLM®, provide support
for Structured Outputs, a feature that guides LLM
decoding to adhere to a predefined JSON schema.
Since our schema format follows JSON schema,
we can easily integrate Structured Outputs with
our benchmark, allowing model responses to be
generated in a format that conforms exactly to the
schema.

B.2 System and User Prompts

Both system and user prompts play a crucial role in
guiding the LLM to perform the task as intended.
To ensure a fair comparison, we designed prompts
to be as concise and general as possible while main-
taining clarity in task-specific output.

Figure 4 and Figure 5 illustrate the system and
user prompts used for proprietary and open-source
models, respectively. For proprietary models (e.g.,
GPT, Gemini), the JSON schema used for Struc-
tured Outputs is typically handled internally by
the API provider through opaque mechanisms. In
contrast, for open-source models (e.g., Mistral,
Gemma), which are commonly deployed via infer-
ence frameworks such as vLLM, the schema must
be explicitly provided by the user. So, for open-
source models, we explicitly include the stringified
JSON schema in the system prompt to ensure con-
sistency in output structure.

The textualized document is included as part
of the user prompt to provide the model with the
necessary input for extraction. In cases where the
combined input exceeds the model context window,
we truncate the textualized document from the end
to fit within the maximum token limit.

B.3 KIEval

Conventional KIE evaluation approaches typically
focus on entity-level F1 scores. However, as dis-
cussed in (Khang et al., 2025), these methods often
overlook the structural grouping of related enti-
ties, an essential aspect for downstream applica-
tions such as saving the extracted result to rela-
tional databases. To address this, we adopt KIEval
(Khang et al., 2025), an evaluation metric designed
to assess key-value extraction with structural aware-
ness (grouping) in mind. This metric first aligns
predicted and ground-truth groups when group enti-

5https://platform.openai.com/docs/guides/
structured-outputs

6https://docs.vllm.ai/en/latest/features/
structured_outputs.html
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Model Name Parser KIEvalyjignea Parsing Error

gpt-4o-mini DP 64.2210.11 1.00+0.00
(2024-07-18) Llamaparse 50.4840.07 0.00+0.00
gpt-40 DP 65.4140.09 0.00+0.00
(2024-11-20) Llamaparse 50.6210.10 0.6740.47
gpt-4.1-nano DP 52.7040.01 0.00+0.00
(2025-04-14) Llamaparse 45.0440.11 0.0040.00
gpt-4.1-mini DP 67.30+0.21 0.00+0.00
(2025-04-14) Llamaparse 51.63+0.38 1.3340.47
gpt-4.1 DP 71.6240.26 0.00+0.00

(2025-04-14) Llamaparse 53.07+0.16 0.0040.00

Table 7: Performance comparison using Upstage Docu-
ment Parse (DP) and LlamaParse across multiple GPT
model configurations. Note that LlamaParse failed to
produce textual outputs for seven documents, resulting
in incomplete input for those cases.

ties are present, and then compute both entity-level
and group-level scores based on the matched pairs.

C Evaluation with Different Document
Parsers

The method used to convert documents into text
has a significant impact on the downstream perfor-
mance of KIE systems. To investigate this, we com-
pare two representative parsing approaches: HTML
outputs from Upstage Document Parse (DP) and
Markdown outputs from LlamaParse using its de-
fault “Balanced” mode. Table 7 summarizes the
performance of LLMs under each setting.

Across all GPT models, DP consistently outper-
forms LlamaParse by a notable margin, demon-
strating the importance of accurate and structured
parsing for reliable extraction. It is worth noting
that LlamaParse failed to generate usable Mark-
down for seven documents, resulting in incomplete
textual inputs for those cases, which negatively
impacted downstream extraction performance.
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System:
You are a helpful assistant that extracts structured information from documents.

User:
Content to analyze: {content}

1. If you cannot find the information or the value is not mentioned, return
nothing.

2. If you can find more than one value for a key, return all the values in an array.

3. Return the value only if the given key’s value exists in the provided content. If it does
not exist, return empty string.

Figure 4: Prompt format for proprietary models typically accessed via APIs (e.g., GPT, Gemini), with the textualized
document inserted at {content}.

System:
You are a helpful assistant that extracts structured information from documents.

Your responses should follow the schema:

[Start of schema]

{JSON schema}

[End of schemal]

Please ensure your answers adhere to this format and do not contain any unnecessary text.

User:
Content to analyze: {content}

1. If you cannot find the information or the value is not mentioned, return
nothing.

2. If you can find more than one value for a key, return all the values in an array.

3. Return the value only if the given key’s value exists in the provided content. If it does
not exist, return empty string.

Figure 5: Prompt format for open-source models (e.g., Mistral, Gemma) typically executed with inference libraries
such as vVLLM. JSON schema and textualized document are inserted into {JSON schema} and {content}, respec-
tively.
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Dataset Dataset name | Document type Description
source
Curated - air waybill An air waybill is a receipt issued by an international airline for goods and an evidence of the
contract of carriage.
Curated - annuity account withdrawal An annuity account withdrawal application is a form used by individuals to request the
application withdrawal of funds from their annuity accounts.
Curated - application for individual An application for individual annuity is a document used to apply for a personal annuity plan.
annuity
Curated - bank statement A bank statement is a summary issued by a bank that details a customer’s account transactions
and balances over a specific period.
Curated - bill of lading A bill of lading is a legal document issued by a carrier to acknowledge receipt of cargo for
shipment and acts as a shipment contract.
Curated - business card A business card is a small printed card that contains a person’s name, company affiliation,
contact details, and professional title.
Curated - commercial invoice A commercial invoice is a customs document used in international trade that provides details
about the sale transaction and goods shipped.
Curated - driver license A driver license is an official document permitting a person to operate a motor vehicle and
serves as a form of personal identification.
Curated - £1040 Form 1040 is an IRS tax form used by individuals to file annual income tax returns in the
United States.
Curated - 9465 Form 9465 is an IRS document used to request a monthly installment plan for paying off tax
debts.
Curated - fss4 Form SS-4 is used by entities in the United States to apply for an Employer Identification
Number (EIN) from the IRS.
Curated - fw2 Form W-2 is an IRS tax form used by employers to report wages paid to employees and the
taxes withheld from them.
Curated - fw9 Form W-9 is a tax form used in the United States to request a taxpayer identification number
(TIN) and certification.
Curated - medical report A medical report is a document prepared by healthcare professionals detailing a patient’s
medical history, diagnosis, and treatment.
Curated - packing list A packing list is a shipping document that itemizes the contents of a package or shipment, used
for inventory and customs purposes.
Curated - passport A passport is an official government-issued document that certifies a person’s identity and
nationality for international travel.
Curated - receipt A receipt is a document acknowledging that a person has received money or goods in exchange
for a product or service.
Curated - resume A resume is a document created by an individual to present their background, skills, and
accomplishments for job applications.
Curated - shipping request A shipping request is a document submitted to initiate the shipment of goods, detailing the
sender, recipient, and contents.
Curated - travel insurance claim A travel insurance claim is a form submitted to an insurer requesting compensation for losses
incurred during travel, such as medical emergencies or cancellations.
Public CORD Receipt A receipt is a document acknowledging that a person has received money or goods in exchange
for a product or service.
Public RealKIE SEC S1 Filings SEC S-1 filings are registration documents submitted to the U.S. Securities and Exchange
Commission for companies planning to go public, detailing financial and business information.
Public RealKIE US Non-Disclosure A US Non-Disclosure Agreement is a legal contract that prevents parties from disclosing
Agreements confidential information shared during business activities.
Public RealKIE UK Charity Reports UK Charity Reports are documents submitted by charitable organizations in the UK outlining
financial statements, activities, and compliance with charity regulations.
Public RealKIE FCC Invoices FCC invoices are billing documents related to regulatory services or fines issued by the U.S.
Federal Communications Commission.
Public RealKIE Resource Contracts Resource contracts are legal agreements that define the terms for the extraction, use, or
allocation of natural or organizational resources.
Public OmniAI OCR | Staff Shift Schedule A staff shift schedule is a document that outlines the working hours and assigned shifts of
employees over a given time period.
Public OmniAI OCR | DEMOCRATIC A Democratic Designating Petition is a political document used to gather signatures for placing
DESIGNATING PETITION a candidate on the ballot in a Democratic primary election.
Public OmniAI OCR | Glossary A glossary is a list of terms and their definitions, typically used to explain technical or
domain-specific vocabulary.
Public OmniATOCR | Real Estate Transaction A real estate transaction document contains statistical data summarizing property sales, prices,
and market trends within a specific region or period.
Public OmniAI OCR | CALIFORNIA A California Commercial Lease Agreement is a legally binding contract outlining terms for
COMMERCIAL LEASE renting commercial property in the state of California.
AGREEMENT
Public OmniAI OCR | Bank Check A bank check is a written, dated, and signed instrument that directs a bank to pay a specific sum
of money to the bearer or a designated person.
Public OmniAI OCR | Money Flow Report A money flow report details the movement of funds within an organization or account over a
specific period.
Public OmniAl OCR | Medical Equipment Inspection | A medical equipment inspection checklist is a document used to verify the functionality and
Checklist safety compliance of medical devices.
Public VRDU Ad-buy Forms Ad-buy forms are documents used to request or confirm the purchase of advertising space
across various media platforms.
Public VRDU Registration Forms Registration Forms are government documents filed by foreign agents with the US government,
containing essential details such as agent names, bureau addresses, activity purposes.
Public POIE Product Info The Product Info documents consist of camera-captured images of real-world product
packaging.
Public PWC Machine Learning Papers Machine learning papers are academic or technical documents that present research,
methodologies, and findings in the field of machine learning.
Public FUNSD Noisy Scanned Documents Noisy Scanned Documents are low-resolution grayscale images from the RVL-CDIP collection,
containing realistic noise introduced through repeated scanning and printing.
Public SROIE Receipt A receipt is a document acknowledging that a person has received money or goods in exchange
for a product or service.

Table 8: Detailed information on the datasets included in DocKIE-Bench. Each entry presents the dataset source,
name, document type, and a brief description, offering a comprehensive overview of the benchmark, which comprises
both manually curated datasets and adapted public benchmarks.
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