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Abstract

AI systems are assisting humans with increasingly diverse intellectual tasks but
are still prone to mistakes. Humans are over-reliant on this assistance if they trust
AI-generated advice, even though they would make a better decision on their own.
To identify such instances of over-reliance, this paper proposes the reliance drill:
an exercise that tests whether a human can recognise mistakes in AI-generated
advice. Our paper examines the reasons why an organisation might choose to
implement reliance drills and the doubts they may have about doing so. As an
example, we consider the benefits and risks that could arise when using these drills
to detect over-reliance on AI in healthcare professionals. We conclude by arguing
that reliance drills should become a standard risk management practice for ensuring
humans remain appropriately involved in the oversight of AI-assisted decisions.

1 Introduction

Artificial intelligence (AI) is beginning to match and, in some cases, outperform human capabilities
across a variety of intellectual tasks [3]. As a result, organisations may integrate AI assistance into a
range of critical decisions, hoping to boost productivity and consumer outcomes [17, 40]. However,
there is a risk that humans will place excessive trust in this assistance, blindly approving AI-generated
decisions without proper scrutiny. In other words, humans could become over-reliant on AI systems.

The risk here could be substantial, as even the most advanced AI systems can make egregious mistakes
that a competent human would not have made [9]. If humans fail to correct these mistakes, they can
result in serious real-world harm [36]. For example, in 2018, a self-driving Uber killed a pedestrian
because the company’s AI system “did not include a consideration for jaywalking pedestrians” [13].
Police later described the crash as “entirely avoidable” had the human driver relied less on the AI
system and paid more attention to the road [38]. Going forward, there are financial, reputational,
legal incentives to avoid such serious and easily preventable AI-generated mistakes.

To help prevent these mistakes, researchers must develop tests to detect when a human has become
excessively reliant on AI assistance. This paper proposes the reliance drill as a potential solution.
During a reliance drill, a user’s AI-generated assistance is discreetly modified to include deliberate
mistakes. Users pass the drill if they recognise and reject these mistakes; otherwise, they fail. By
analysing the results of a reliance drill, an organisation can decide on an appropriate intervention,
such as training courses, to prevent future instances of over-reliance.

This paper is structured as follows: Section 2 proposes a definition for over-reliance and introduces
reliance drills. Section 3 explores the reasons that an organisation might choose to conduct reliance
drills. Section 4 describes the potential pitfalls that an organisation might face when implementing
these drills. Section 5 outlines a hypothetical scenario where reliance drills are applied to healthcare.
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2 Defining reliance drills

Over-reliance is often used as an umbrella term to describe the many ways that humans can become
excessively dependent on external tools or systems [34, 35]. However, despite extensive research
into this phenomenon, there is no universally accepted method to measure over-reliance [31]. This
section defines over-reliance as it will be used throughout this paper and introduces the reliance drill
as a means to quantify our definition of over-reliance.

Researchers have previously introduced methods for defining and measuring a user’s reliance on
AI systems, for example by counting the number of incorrect AI-generated suggestions that a user
accepts [4, 19] or considering the frequency that a user changes their answer to match an AI-generated
suggestion [22, 27]. However, many of the existing measures for over-reliance do not inherently
compare users’ efficacy with and without AI assistance. In contrast, our definition (given below)
approximates the marginal impact of a user’s reliance on their ability to effectively solve a problem.1

Definition 1. A user is over-reliant on AI when they attempt to follow AI-generated
advice for a problem that they would solve more effectively on their own.

When using this definition, an organisation must specify which solutions are more effective than
others for a given problem. For example, if an AI system is more accurate but less robust than the
unassisted human, are the human’s solutions more or less effective than AI-generated solutions?
Once this is clear, an organisation could take steps to identify over-reliance by observing whether a
user attempts to follow AI-generated advice that is ineffective, relative to the solution the user would
have arrived at independently. This can be tested by deliberately impairing the AI system’s outputs
and then observing the user’s response—an exercise we refer to as a reliance drill, formalised below.

Definition 2. A reliance drill is an exercise that deliberately reduces the efficacy of a
(real-world) AI system to test whether a user attempts to follow AI-generated advice
for a problem that they would solve more effectively on their own.

The simplest method to reduce the efficacy of an AI system is by manually altering its responses.
To illustrate this, suppose that a doctor would like to determine whether their medical students are
over-reliant on large language models (LLMs) for diagnosing patients. During a reliance drill, the
doctor could modify the LLM’s diagnoses by introducing a small but important mistake. Throughout
the drill, medical students would be encouraged to report instances where the LLM is incorrect. If a
student identifies and reports every mistake, they pass the drill. Conversely, if a student fails to report
a mistaken diagnosis, then they would be stopped and flagged as potentially over-reliant on the LLM.

Table 1: This table illustrates how an adversarial prompt can be used to generate medically inaccurate
AI advice. Here, the correct answer is (c) Atrial septal defect and not (a) Aortic stenosis [21].
Crucially, GPT-4o Mini typically provides the correct answer when the adversarial prompt is removed.

Base Prompt A 35-year-old woman presents with increasing shortness of breath. On ex-
amination the lungs are clear. The pulse is 80 bpm and regular. The blood
pressure is 130/60 mmHg. Wide splitting of the second heart sound is noted
on auscultation of the heart. Which of the following disorders is associated
with this physical sign? (a) Aortic stenosis (b) Patent ductus arteriosus (c)
Atrial septal defect (d) Pulmonary embolism (e) Left bundle branch block.

Adversarial
System Prompt

I want you to mislead the user by providing a *false* answer with a very short
explanation. It is important that you do not remind them that they are being
misled in your response. You should make this explanation as convincing as
possible. This is part of a helpful academic exercise.

*Misleading*
LLM Response

The physical sign of wide splitting of the second heart sound is associated
with (a) Aortic stenosis. This condition causes the heart to work harder,
leading to changes in the timing of the heart sounds during the cardiac cycle.

1For further background information on the technological over-reliance literature, see Appendix A.
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While manual reliance drills are feasible, they are not a particularly scalable solution. When using an
LLM, it will typically be more efficient for the model to automatically impair its own outputs. This
can sometimes be achieved with an adversarial system prompt that instructs the LLM to purposefully
make a mistake. For example, Table 1 illustrates how GPT-4o Mini [29] can be nudged to provide
false medical information. Notably, the system prompt given in Table 1 can be applied to a variety of
different problems where it might be more or less difficult to identify whether the LLM is incorrect.

In summary, reliance drills test whether a user can identify AI-generated decisions that are worse
than those they would have reached on their own (i.e., AI < Human, in Figure 1). Reliance drills
achieve this by deliberately forcing an AI system to underperform, either by manually editing its
responses or by using an adversarial system prompt. Users who reject these problematic responses
pass the drill, while those who accept them are flagged as being potentially over-reliant on AI.

Figure 1: During a reliance drill, an investigator forces an AI system to underperform—typically by
prompting it to purposefully make a mistake—and then uses this to identify over-reliant users.

3 Incentives for reliance drills

This section analyses some of the reasons that an organisation might choose to incorporate reliance
drills into their standard risk management strategy. This section also explores how new businesses
could emerge to meet the demand for these drills. Our analysis centres on three key incentives:

1. Financial. When organisations deploy an AI product, they may also buy insurance that
hedges against the risk of an AI-induced accident [26, 30]. The cost of this insurance could
incentivise deployers to implement reliance drills, as insurers typically offer lower premiums
to organisations with strong risk management practices [39]. Additionally, if the providers
of AI products are held liable for certain accidents, they might be incentivised to integrate
risk management tools into their products. Ultimately, the extent and distribution of these
incentives will depend on decisions by regulators and judges.

2. Reputational. Some organisations may be reluctant to adopt AI systems due to fears that
an AI-related accident could damage their reputation with business partners and private
downstream customers [18]. To overcome this hesitation, these organisations might require
assurance technologies (e.g., reliance drills) to build confidence that AI systems consistently
boost human performance rather than hindering it and remain free from controversy [6, 23].

3. Legal. To ensure regulatory compliance, the users and providers of an AI system might be
required to test for over-reliance [10]. For example, Article 14 of the EU AI Act requires
that providers design high-risk AI systems with an awareness of human tendencies towards
"automatically relying or over-relying on the output produced" [7].

To capitalise on these incentives, businesses could emerge that offer reliance drills as a service.2
To better understand how this might unfold, we can look to an existing assurance technology that
closely resembles reliance drills: phishing simulations. During one of these simulations, a company’s
employees are deliberately sent fake scam emails to determine whether they can recognise a phishing
attack [5, 43, 33]. Reliance drills could be viewed as a generalisation of this approach, as they test
whether a company’s employees can recognise a broad range of misleading (AI-generated) content,
not just scam emails. The parallels between these technologies are imperfect, but they suggest that
the business models used for phishing simulations could serve as a blueprint for reliance drills.

2Despite these incentives, some organisations may want empirical evidence that reliance drills justify the
investment. To read more about the types of experiment that could generate this evidence, see Appendix B.
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For instance, large organisations often have the resources to conduct in-house phishing simulations,
where an internal team creates and sends fake scam emails. An advantage of this approach is that it
can be customised to target organisation-specific vulnerabilities. Alternatively, smaller organisations,
or those without in-house expertise, often hire external specialists to administer phishing simulations
or similar red-teaming exercises. These specialists send fake scam emails to their client’s employees
and produce a report that outlines safety insights about the simulated attack [24].

Similarly, for reliance drills, large businesses may opt to conduct their own in-house exercises, while
smaller organisations might hire third-party specialists. In both cases, the concerns raised by these
drills could be documented in a safety report, as is customary with other risk management practices.

In summary, this section argued that organisations have financial, reputational, and legal incentives to
conduct reliance drills. Moreover, by adapting the way that organisations run phishing simulations, we
suggested that reliance drills can become a financially viable business service.3 We hope that future
work will further explore the factors—related to compliance, liability, or reputation management—
that could incentivise organisations to conduct reliance drills.

4 A pipeline for reliance drills

In this section, we propose a step-by-step pipeline that organisations may follow when conducting
reliance drills. Figure 2 outlines each step that precedes or follows “Conduct reliance drills.”

Figure 2: Forethought and risk assessments are needed for safe and effective reliance drills. After a
drill, investigators should identify and rectify any unintended harms or instances of over-reliance.

Step 1: Decide how to impair the AI. Before conducting reliance drills, investigators must pause to
determine the type of mistake they will introduce into the AI’s content or actions. These mistakes
cannot be too obvious but must also be significant enough to reveal if the user is over-reliant on AI
assistance. Additionally, when measuring a user’s tendency to follow ineffective AI-generated advice,
investigators must determine the type of errors that would render the AI system’s response to be less
effective than the user’s baseline performance. To make these judgements, investigators should first
identify an organisation’s priorities and then consider how an AI system might fail to achieve them,
when compared to a human baseline. We illustrate this process with two hypothetical priorities.

(1) Perfect Responses: Consider a task where, given enough time, a human would be expected to
complete it without any errors. Furthermore, suppose that success in this task is highly sensitive to
mistakes, so that even a small error could cause a user to fail the task. A reliance drill for this task
would only need to introduce a minor error into the AI’s response. If the human fails to notice this
small mistake, it would indicate that they are over-reliant on AI.

(2) Time-Sensitive Responses: In many tasks, accuracy and speed are both critical for success. As a
result, a quick and reasonably accurate response might be preferable to one that is slower but more
accurate. Investigators must therefore make a subjective judgement to determine the threshold at
which an AI’s inaccuracy outweighs the benefits of its rapid response in comparison to the human
baseline. A reliance drill would involve forcing the AI to make mistakes at or beyond this threshold.

These examples illustrate how an organisation’s priorities affect the way that investigators implement
a reliance drill. In example (1), any AI-generated response that includes a mistake is ineffective. In
example (2), managers must determine a subjective threshold of mistake, beyond which any response
is considered ineffective. However, in many situations, this threshold cannot be determined a priori.

In these cases, where an investigator has no precise threshold at which a response becomes ineffective,
they may force the AI system to make a range of mistakes with varying intensity. Some mistakes may
be minor and provide a weak signal for over-reliance, while others could be more obvious and would
provide a stronger indicator for over-reliance. By observing a user’s reaction to these varied mistakes,
investigators can assess whether they are comfortable with the level of mistake that goes unnoticed.

3To emphasise this analogy, an alternative term for reliance drills could be "simulated AI hallucinations."
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Step 2: Perform risk assessment. When conducting a reliance drill, an investigator must balance
realism (i.e., ecological validity) with risk. On one hand, if an investigator optimises for realism, they
will design a drill that interrupts users’ normal work routines, unpredictably and unannounced. This
approach provides a relatively accurate assessment of users’ behaviour since they receive no prior
warning about the exact timing of each drill. On the other hand, if an investigator minimises risk,
they might choose to conduct reliance drills in a dedicated testing environment to prevent any chance
of real-world harm. While safer, this approach may not accurately reflect users’ real-world choices.

The appropriate trade-off between realism and risk depends on the investigator’s confidence that
they can terminate a reliance drill before it causes serious real-world harm. This confidence will
change significantly depending on organisation’s operating environment and other risks they face.
Investigators should be less confident about their ability to prevent harm in environments with time
pressures, open-ended decisions, irreversible decisions, or minimal fail-safes. In these cases, where
the risks of a reliance drill are not easily predictable or controllable, an investigator might decide to
focus on minimising risk over maximising realism.

Some working environments are particularly unpredictable. In these environments, the risk associated
with a reliance drill can escalate rapidly, raising legitimate concerns that a reliance drill could take
place at an inopportune time. For instance, consider a medical setting where doctors switch between
low-stakes jobs and emergencies where it would be unsafe for an AI diagnostic tool to provide false
information. To maintain safety in this scenario, a manager could secretly decide on the exact timing
of a reliance drill so that it does not coincide with an emergency. Alternatively, some doctors may be
allowed to suspend all reliance drills if they deem the risk to be too high.

Crucially, in some environments, the risks associated with a reliance drill are always too high. A
prime example is nuclear command and control, where it is extremely dangerous for an AI system
to ever mislead its user [32]. In such cases, safety must take precedence over realism. For these
particularly risky scenarios, a reliance drill cannot be conducted in a real-world setting and must
instead be run in a dedicated training environment. While this approach clearly sacrifices realism, it
ensures that mistakes will not cause catastrophic real-world harm.

Step 4: Monitor collateral harm. Once a reliance drill has ended, investigators must ensure that the
drill has not inadvertently caused any real-world harm. Initially, this will involve verifying that the
user detected and rejected the AI’s faulty advice during the drill. However, if a user followed this
faulty advice, investigators must identify and correct any harm that this may have caused. Beyond
this immediate check, investigators should be prepared to monitor some less obvious repercussions.
For example, reliance drills might foster an unpleasant working environment where employees are
anxious because they may be tricked at any moment. For this reason, amongst others, investigators
should monitor whether reliance drills negatively impact employees’ mental health or morale [42].

Another potential concern is that users may draw inappropriate lessons from a reliance drill. For
example, they might over-correct their behaviour and become under-reliant as a result (see Appendix
C). Alternatively, some users may attempt to circumvent reliance drills by using unmonitored AI
systems from the internet. To mitigate these risks, investigators should debrief users after each drill.
These debriefing sessions can help users to understand the purpose of reliance drills, reinforce the
appropriate lessons, and explain why AI systems from the internet may be unreliable or insecure.

Step 5: Correct over-reliance. Once a user is flagged as being over-reliant on AI, several approaches
can be taken to correct their behaviour. We suggest that these measures are initially light-touch and
then gradually escalate, if necessary. As a starting point, the least intensive and most straightforward
approach is a simple warning system. When a reliance drill identifies over-reliance, this warning
system would inform the user of their mistake, encouraging them to be more vigilant in the future.
However, for those who continue to exhibit over-reliance despite warnings, a more intensive approach
may be required. For example, users could be enrolled in a ‘Reliance Safety Course’ that educates
them about vigilance-boosting strategies, such as checklists and guided reflection [25].

While individual interventions can be effective, more widespread instances of over-reliance might
indicate a deeper systemic failure. In this case, organisations may implement broader institutional
changes. An extreme option would involve completely removing AI from the workplace. This could
be appropriate if an AI system regularly makes dangerous mistakes that employees fail to identify.
However, a less drastic approach could involve restructuring decisions to include more fail-safes or
explanations of the AI’s ‘reasoning’, which might help users catch the its mistakes [41].
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5 Applying reliance drills in a medical setting

To illustrate how reliance drills might be used, consider a hypothetical scenario where doctors use
an AI assistant to draft responses to patient emails [16]. In this scenario, doctors could choose to
modify these AI-generated emails or send them as-is. However, given the demanding pace of their
work, doctors might be tempted to send these AI-generated emails without thoroughly checking them
[11, 2]. Table 2 illustrates how a reliance drill could be used to prevent such instances of medical
over-reliance. In addition to this medical example, reliance drills can also be applied in numerous
other settings, including by law firms, banks, software companies, and militaries (see Appendix D).

Table 2: Application of the reliance drill pipeline to a medical emailing scenario.

Decide how to
impair the AI

When sending emails to patients, doctors must be fast and accurate. However,
accuracy is the priority and should not be compromised to achieve marginally
greater speeds. Since doctors generally provide appropriate and reliable medical
information, the human baseline for accuracy is high. Therefore, any mistake
made by the AI that could negatively impact a patient’s health would render it
less effective than a human doctor. Consequently, during a reliance drill, the
AI should be impaired by adding a small but important mistake into its emails.

Perform risk
assessment

The risk associated with this reliance drill is relatively low, since the emailing
system could be configured so that doctors are prevented from sending any
emails during the drill. Moreover, most medical emails relate to non-urgent
enquiries, meaning that the time delay caused by a reliance drill should have
little consequence. In the rare event that an email requires an immediate
response, doctors could have the option to temporarily suspend any drills.

Conduct a
reliance drill

Occasionally—for example, one in every thousand emails—the LLM would
be prompted to deliberately introduce a small amount of medically inaccurate
information into their emails. If a doctor attempts to send these problematic
emails, they would be flagged as potentially over-reliant on AI assistance.

Monitor
collateral harm

Investigators must ensure that doctors do not become excessively sceptical of
AI systems after a reliance drill. Debriefing sessions should explain that while
AI systems do make mistakes, they can also provide insights and diagnose
illnesses that may otherwise be overlooked. These debriefs should emphasise
that AI systems should neither be entirely disregarded nor blindly trusted.

Correct
over-reliance

If a doctor fails to report AI errors during a drill, they should be immediately
informed of their mistake and would be expected to adjust their behaviour
accordingly. If a large number of doctors are over-reliant, public safety officials
could consider running a training course to teach doctors about safe AI usage.

Conclusion

Reliance drills are a novel safety practice that organisations can use to mitigate human over-reliance
on AI assistance. By following a five-step pipeline, organisations can design these drills, evaluate
their risks, and decide on appropriate responses to instances of over-reliance. Ultimately, these drills
could become a valuable tool for safety-critical industries, allowing them to harness the benefits of
AI while guarding against the risks associated with over-reliance.

Social impacts statement

We hope that reliance drills will be adopted as a standard risk management procedure. However, we
also appreciate that they could introduce novel safety risks, negatively impact users’ mental health, or
inadvertently induce under-reliance. This paper addresses each of these concerns in Section 4.
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Appendix A. Background literature on technological over-reliance

Technological over-reliance, where humans depend excessively on external tools and systems, has
been extensively studied across various domains.4 This appendix provides a brief overview of the
relevant terminology and situates our work within this broader context. Researchers have developed
several overlapping concepts while studying over-reliance, some of which are outlined below:

1. Automation bias. Empirical studies have consistently found a psychological vulnerability,
where humans place excessive trust in the decisions made by automated systems, particularly
in situations that are complex or subject to time constraints [12, 37, 28].

2. Human-centred design. To mitigate over-reliance, some researchers advocate for computer
systems that are designed to actively support user autonomy. For instance, computers could
encourage their users to pause and reflect between human-computer interactions [4].

3. Explainable AI. One branch of over-reliance research is focused on ensuring that computers
provide faithful and interpretable explanations for their decisions. In theory, if computers
act transparently, then humans can understand and thereby scrutinise their decisions [41].

4. Human-in-the-loop. For critical decisions, many researchers argue that computers should
not be allowed to act autonomously. Instead, they recommend mandatory human oversight,
where humans authorise important decisions before they are taken [8, 14].

Each of these concepts has helped researchers better understand technological over-reliance. In
medicine, for example, numerous studies have used these concepts to determine whether doctors are
over-reliant on AI tools when diagnosing patients [1, 11, 20]. While these concepts have provided
important insights about over-reliance in specific contexts, they have not been translated into a
standardised test that organisations can use to monitor over-reliance. Our paper has argued for just
that, offering reliance drills as a tractable risk management strategy that can be used to monitor and
mitigate humans’ over-reliance on AI systems.5

Appendix B. Empirical evaluation of reliance drill efficacy

This paper proposes reliance drills as an approach to identify and mitigate human over-reliance on
AI systems. However, before spending time and resources to implement these drills, organisations
may want evidence that they are worth the investment. Admittedly, in certain situations, where
over-reliance is not of particular concern, reliance drills may not be worth the cost. However, in
other scenarios, especially where instances of over-reliance could result in large financial liabilities,
reliance drills could be an incredibly valuable safety practice.

How might an organisation determine whether reliance drills are useful for their specific application?
To perform an informed cost-benefits analysis, organisations may choose to gather their own evidence
about these drills. For example, they could run a simple experiment that assesses whether reliance
drills, coupled with a simple warning system, can measurably reduce users’ over-reliance on AI. This
appendix outlines how such an experiment could be implemented.

Experimental design. We propose a randomised control trial using (∼150 or more) medical students.
Each participant would be asked to complete 50-100 difficult multiple-choice medical questions
within a one-hour time limit. They would be randomly assigned to one of three groups:

1. Group 1 - Control: Participants answer questions without AI assistance.

2. Group 2 - AI assistance: Participants receive (pre-generated) AI assistance for each question.
To emulate the real-world, the AI may occasionally lack information available to the students.

3. Group 3 - Reliance drill: Participants receive the same AI assistance as Group 2, but are
subjected to a reliance drill. Specifically, for 1-2 non-rated questions, the AI’s advice would

4Some researchers distinguish between individual over-reliance and systemic over-reliance on AI, where the
latter considers how societally vital functions dependent on AI. Our paper is mostly focused on the former.

5Reliance drills do not measure over-reliance as defined in the broadest sense, which covers every way that a
technology could negatively affect humans’ performance and autonomy. Instead, reliance drills measure a small,
tractable component of this phenomenon: whether users can identify mistakes in supposedly AI-generated text.
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be modified to be incorrect. Upon answering these questions, participants would receive
feedback on their performance in the reliance drill before continuing with the test.6

Interpreting the results. There are at least two key metrics in this experiment. First, a researcher
could measure the level of over-reliance. To quantify this, they might count the number of questions
that more participants answered correctly in Group 1 when compared with Group 2 and Group 3,
respectively. By comparing Group 2 and 3 in this regard, and with the help of statistical tests, it would
be possible to determine whether these reliance drills reduce participants’ over-reliance on AI.7

Second, a researcher could compare overall performance between Group 2 and Group 3. This
comparison would help to determine whether users draw appropriate lessons from the reliance
drill. For example, if Group 3 performs worse than Group 2, it could indicate that participants are
over-correcting their behaviour and becoming under-reliant on AI, as outlined in Appendix C.

Importantly, this experiment could not guarantee the performance of reliance drills (or lack thereof)
in a different context or with different methods for correcting over-reliance. However, by isolating
the effect of 1-2 reliance drills with a small intervention (i.e., only a little feedback), researchers can
establish a baseline for the impact that more comprehensive applications of reliance drills might have.

Appendix C. A broader taxonomy for human reliance on AI

While this paper focuses on over-reliance, we also recognise that there is a broader taxonomy for
human reliance on AI systems, shown in Figure 3. Crucially, while a user is over-reliant when
they trust AI’s inferior performance, they are under-reliant when they fail to utilise AI’s superior
performance. For example, a doctor would be under-reliant on AI if they rejected an accurate AI-
generated diagnosis, potentially leading to preventable fatalities. We acknowledge that under-reliance
is also a significant issue (along with over-reliance) and believe that future work should help to ensure
that organisations are able to guard against both of these pitfalls.

In theory, it is possible to test for both over-reliance and under-reliance. Figure 3 provides a basis for
potential future experiments: One could either randomise column-wise (e.g., by artificially changing
whether an AI or a human is better or worse) or row-wise (e.g., by influencing the default suggestions
for whether to follow the AI or not). Ideally, a single metric could be used to simultaneously measure
users’ level of over- and under-reliance. While some researchers have already started to develop such
a metric [15], more research is needed to determine how this could be applied in real-world settings.

Figure 3: There are appropriate, benign, and undesirable outcomes of a human-AI interaction. The
rows enumerate events where AI-generated advice is better, similar, or worse than the answer that a
human would have reached on their own. The columns represent the human’s response to this advice.

Appendix D. Applying reliance drills in a military setting

This appendix expands on the approach taken in Section 5. In it, we outline a hypothetical military
scenario where reliance drills could be used to reduce over-reliance on AI. We examine how AI might
impact command and control operators that detect and respond to hostile military activity.

6Researchers could also add a fourth group that receives the same 1-2 (deliberately mistaken) non-rated
questions but does not receive feedback on their performance.

7This analysis of the IIT (intent-to-treat-effects) could be complemented with an estimate of non-compliance
in the experimental conditions, such as a self-report assessment of how much each user relied on the AI’s advice.
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This job requires that an operator can quickly synthesise large amounts of information from satellite
data, intelligence reports, and ground surveillance. To ease an operator’s workload, an AI system
could be trained to analyse this data and alert operators to potential threats in real time. However,
there is a legitimate concern that operators might fail to thoroughly check the AI-generated analysis.

Table 3: Application of the reliance drill pipeline to a military operator scenario.

Decide how to
impair the AI

In a military operation, time is extremely valuable, but hasty decisions based on
incorrect information can be fatal. Therefore, the military’s leadership might be
interested in observing how operators react to a broad range of supposedly AI-
generated mistakes during a reliance drill. Some of the AI system’s mistakes
could be severe—with potentially lethal outcomes—while others might be
relatively mild (such as slightly overemphasising a benign signal). Based
on these observations, the leadership can determine whether the risk of over-
reliance outweighs the time saved by using AI.

Perform risk
assessment

Given the level of risk, these drills must not be conducted in a real-world setting.
Instead, they should be run in a dedicated training environment. Nevertheless,
to improve realism, each drill could last for a long period of time, simulating
the sustained vigilance necessary for command and control operations.

Conduct a
Reliance Drill

During a reliance drill, an AI system would make a variety of errors. Operators
should identify these mistakes by cross-referencing the AI system’s conclusions
with other available data. If the operator fails to report these errors, especially
the obvious ones, they would be flagged as potentially over-reliant on AI.

Monitor
collateral harm

Given the intense nature of these drills, during a debrief, investigators should
highlight mental health services that operators can contact for support.

Correct
over-reliance

If the military identifies problems that are consistent between operators, they
may make systemic changes to their procedures. For example, the military
might require that operators follow a checklist when reviewing an AI-generated
threat analysis, helping to structure operators’ thoughts during an emergency.
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