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Abstract001

In recent years, zero-shot stance detection002
based on LLMs has garnered increasing atten-003
tion and demonstrated promising results. How-004
ever, it continues to face three significant chal-005
lenges: a heavy reliance on accurate event006
background knowledge, poor performance in007
reasoning about complex targets, and difficul-008
ties in handling rhetorical expressions such as009
irony and metaphor. To address these chal-010
lenges,we design a Multi-Stage Multi-Expert011
zero-shot stance detection framework(MSME).012
In the preparation stage, MSME automatically013
retrieves background knowledge related to the014
target and constructs explicit stance labels. In015
the analysis stage, the social media expert fo-016
cuses on developing fine-grained stance labels,017
the knowledge reasoning expert emphasizes the018
logical connections between background infor-019
mation and the target, while the pragmatics ex-020
pert analyzes the implicit influence of rhetorical021
devices on stance expression. In the decision-022
making stage, the decision-maker integrates023
the results of multi-dimensional analyses to024
produce a final, interpretable stance judgment.025
Experimental results show that the proposed026
MSME achieves higher F1 scores than current027
SOAT baselines across three public datasets,028
particularly for texts containing complex tar-029
gets and rhetorical structures.030

1 Introduction031

Stance detection aims to automatically identify032

the stance(favor, against, or neutral) of a text033

towards a specific target (event, entity, or opin-034

ion)(Mohammad et al., 2016), as shown in Fig-035

ure 1. It is a core technology in fields such as036

public opinion analysis and social media monitor-037

ing. With the rapid advancement of social media,038

an increasing number of individuals are expressing039

their views and opinions online. Traditional stance040

detection methods depend on domain-specific an-041

notated data(Xu et al., 2016b). To tackle the con-042

tinuous emergence of new topics and cross-domain043

scenarios(Hardalov et al., 2021) , zero-shot stance 044

detection has emerged as a significant research fo- 045

cus(Allaway and McKeown, 2020a). Its essence 046

lies in achieving stance inference on previously 047

unseen targets through knowledge transfer and se- 048

mantic decoupling, or by leveraging the zero-shot 049

capabilities of models. 050

Figure 1: Two cases illustrating the complexity of social
media stance detection.

In recent years, LLMs have exhibited remark- 051

able capabilities in language understanding and 052

generation(Touvron et al., 2023), achieved through 053

extensive unsupervised pre-training. This advance- 054

ment presents a novel technical pathway for zero- 055

shot learning. Consequently, the academic commu- 056

nity has begun to explore the potential of LLMs in 057

stance detection, leading to the emergence of var- 058

ious innovative methods, including prompt-based 059
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methods(Ding et al., 2021), knowledge injection060

techniques tailored for LLMs(Zhang et al., 2024),061

chain-of-thought reasoning strategies(Wei et al.,062

2022), and multi-agent frameworks(Chen et al.,063

2023), among others.064

Although these methods have surpassed the su-065

pervised models, their inference mechanisms still066

exhibit flaws, making it challenging to comprehen-067

sively address the threefold challenges of zero-shot068

stance detection: (1) Background Knowledge Re-069

liance: The internal knowledge of LLMs is gener-070

ally insufficient for stance determination. As shown071

in the first case in Figure 1, if the model lacks072

background knowledge related to Bernie Sanders,073

it does not possess adequate contextual informa-074

tion to ascertain whether ’someone’ refers to him;075

(2)Complex Logical Reasoning Deficiency: Tar-076

gets in Chinese social media texts often involve077

intricate events containing multiple objects or sub-078

events. As shown in the second case in Figure 1,079

the complex target ’the wife and daughter of a ma-080

licious assailant being cyberbullied’ encompasses081

multiple objects, where the stance object should082

be ’cyberbullying,’ rather than ’the act of assault’083

or ’the wife and daughter.’ The model must rec-084

ognize multiple objects and the complex target-085

stance relationships to infer the stance accurately;086

(3)Figurative Language Disability: In real-world087

scenarios, users’ expressed stances are often im-088

plicit in short texts, cultural metaphors, and com-089

plex rhetoric, significantly complicating stance de-090

termination. As seen in the second case of Figure 1,091

a literal interpretation might mistakenly classify092

the assailant’s daughter as innocent, leading to an093

erroneous stance determination.094

To address these challenges, we propose MSME,095

which achieves high precision and explainable096

stance detection in zero-shot scenarios through097

a collaborative mechanism involving multiple ex-098

perts across multiple stages. The framework con-099

sists of three stages: in the knowledge prepara-100

tion stage, MSME automatically retrieves back-101

ground knowledge related to the target and con-102

structs clear stance labels. Yin et al. (2024) have103

demonstrated that explicit stance labels can en-104

hance stance detection. In the multi-expert analy-105

sis stage, social media experts focus on construct-106

ing fine-grained stance labels. Compared to clear107

stance labels, fine-grained stance labels further108

refine stance labels, better addressing the chal-109

lenge of weak reasoning caused by target com-110

plexity. The knowledge reasoning expert focuses111

on the logical connections between background 112

information and targets, extracting relevant infor- 113

mation from raw background knowledge to mini- 114

mize the interference of irrelevant information on 115

the model. The pragmatics expert concentrates 116

on parsing the implicit influence of rhetorical de- 117

vices on stance expression, identifying the true 118

stance behind these rhetorical devices. In the final 119

decision-making stage, the decision-maker coor- 120

dinates the analysis results from multiple experts 121

and ultimately outputs an explainable stance judg- 122

ment. The code is publicly available at: https: 123

//anonymous.4open.science/r/E770124 124

Our primary contributions are as follows: 125

• We introduce MSME, a multi-stage, multi- 126

expert zero-shot stance detection framework 127

characterized by a three-stage architecture 128

comprising "preparation, analysis, and deci- 129

sion". 130

• MSME demonstrates a significant perfor- 131

mance improvement over baseline models on 132

the Weibo-SD, SEM16, and P-Stance datasets, 133

achieving an average enhancement of 12% 134

compared to the best baseline. Moreover, the 135

more complex the dataset, the more signifi- 136

cant the improvement. 137

• Experimental results show that collaborative 138

analysis by multiple experts is essential; the 139

removal of any single expert results in a de- 140

crease ranging from 2.1% to 7.6%. The social 141

media expert demonstrates more contribution 142

when dealing with complex samples, while the 143

knowledge reasoning expert shows the greater 144

impact in simpler cases. 145

2 Related Work 146

2.1 In-target Stance Detection 147

The evolution of stance detection has progressed 148

from methods based on traditional machine learn- 149

ing(Xu et al., 2016a), to neural networks(Igarashi 150

et al., 2016), and further to pre-trained language 151

models(Hosseinia et al., 2020). For instance, 152

Zhang and Lan (2016) integrated multiple features 153

and employed machine learning such as SVM, RF, 154

and GBDT to achieve single-target stance detec- 155

tion tasks. Taulé et al. (2018) utilized CNN to 156

perform multimodal modeling on text, context, 157

and image information, resulting in more accurate 158

stance detection outcomes. He et al. (2022) pro- 159

posed WS-BERT, which includes two variants that 160

2

https://anonymous.4open.science/r/E770124
https://anonymous.4open.science/r/E770124
https://anonymous.4open.science/r/E770124


leverage background knowledge about targets from161

Wikipedia to enhance stance detection. However, in162

real-world scenarios, annotated data is scarce, and163

the domains are highly variable, complicating the164

adaptation of traditional methods to the complex165

needs across domains and targets. This challenge166

has prompted research to shift towards the more167

demanding task of zero-shot stance detection.168

2.2 Zero-shot Stance Detection169

Zero-shot stance detection refers to the model di-170

rectly inferring the stance of the text toward unseen171

targets or in the absence of annotated data(Allaway172

and McKeown, 2020a). Its core challenges in-173

clude data scarcity, the implicit nature of stance174

expression (such as irony or rhetorical questions),175

and cross-domain semantic differences. To ad-176

dress these challenges, existing approaches pri-177

marily achieve breakthroughs through knowledge178

enhancement, transfer learning, and generative179

models. Zhang et al. (2023b) proposed a self-180

supervised data augmentation method based on181

coreference resolution for zero-shot and few-shot182

stance detection tasks.Liu et al. (2021) proposed a183

stance detection model, CKE-Net, which integrates184

commonsense knowledge graphs. By incorporat-185

ing the external commonsense knowledge graph186

ConceptNet to construct relational subgraphs, the187

model enhances its reasoning capabilities for im-188

plicit stance expressions. In the realm of transfer189

learning, the TOAD model employs an adversarial190

training strategy that compels the model to learn191

domain-invariant features(Allaway et al., 2021),192

thereby reducing its reliance on specific targets.193

However, these methods still necessitate labeled194

data for model training. In contrast, our approach195

does not involve training any model parameters196

and relies entirely on the reasoning and generative197

capabilities of LLMs.198

2.3 LLMs-driven Stance Detection199

LLMs have demonstrated exceptional zero-shot200

capabilities across various tasks, prompting re-201

searchers to explore their stance detection abilities.202

Yuanshuo et al. (2024) conducted a comprehensive203

investigation into the stance detection capabilities204

of LLMs based on prompt learning, confirming205

that explicit stance labels and brief background can206

enhance stance detection. Li et al. (2023) proposed207

KASD framework that incorporates situational and208

discourse knowledge into the task of stance de-209

tection on social media. It leverages ChatGPT210

to extract and integrate these two types of knowl- 211

edge, resulting in significant improvements for both 212

fine-tuned and LLMs. Taranukhin et al. (2024) in- 213

troduced Stance Reasoner, which conceptualizes 214

reasoning as explicit inference from premises to 215

conclusions, guiding the model’s stance inference 216

through the background knowledge derived from 217

LLMs. Zhang et al. (2024) employed LLMs to ex- 218

tract the relationship between paired texts and tar- 219

gets as contextual knowledge, injecting this LLM- 220

driven knowledge into the generative model BART 221

to enhance stance detection with rich context and 222

semantics. Lan et al. (2024) proposed COLA, a 223

multi-agent collaborative stance reasoning frame- 224

work, which demonstrates high accuracy, inter- 225

pretability, and generalizability. In contrast to these 226

approaches, our MSME integrates knowledge, la- 227

bels, and rhetorical analysis, proposing a unified 228

reasoning framework that exhibits superior effec- 229

tiveness and interpretability. 230

3 Multi-Stage Multi-Expert Reasoning 231

To address the challenges in stance detection, we 232

propose the MSME for zero-shot stance detection. 233

This framework comprises three stages, as illus- 234

trated in Figure 2: the preparation stage, the analy- 235

sis stage, and the decision-making stage. 236

3.1 Preparation Stage 237

The preparation stage involves acquiring relevant 238

background information and generating explicit 239

stance labels. Research by Yin et al. (2024) shows 240

that brief background and explicit stance labels can 241

enhance stance detection. We first utilized search 242

APIs and web crawlers to gather relevant back- 243

ground information for each target,as illustrated in 244

the preparation stage of Figure 2. Given the signifi- 245

cant impact of explicit stance labels, for complex 246

targets like ’the wife and daughter of a malicious 247

assaulter being cyberbullied,’ the favor label should 248

be explicitly defined as ’the wife and daughter of 249

the assaulter deserve to be cyberbullied,’ rather than 250

support for the assaulter or his wife and daughter. 251

This approach facilitates the model’s reasoning and 252

judgment. Unlike their heuristic approach, we em- 253

ploy LLMs with few-shot prompting to achieve this 254

goal, maintaining accuracy while being more flexi- 255

ble in generating explicit stance labels for arbitrary 256

targets. The inputs and outputs of the prompt tem- 257

plates for all stages are illustrated in Appendix A. 258
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Figure 2: Architecture of our proposed MSME. From left to right are the three stages of our MSME.

3.2 Multi-Expert Analysis Stage259

In the analysis stage, we employ three experts to260

analyze the text from distinct perspectives.261

Knowledge Reasoning Expert The knowledge262

reasoning expert extracts relevant knowledge points263

from the background information gathered during264

the preparation stage and conducts a stance analysis265

based on knowledge reasoning. The background266

information collected in the preparation stage con-267

tains a significant amount of irrelevant data, and268

incorporating all of it would introduce additional269

noise. To mitigate this issue, as shown in Figure 2,270

we introduce the knowledge reasoning expert in a271

role-playing capacity, requiring it to distill the nec-272

essary knowledge points for reasoning the text’s273

stance from the raw background information based274

on the provided input sample. Subsequently, it ana-275

lyzes the stance label of the input sample through276

the lens of knowledge reasoning.277

Social Media Expert The social media expert278

refine the explicit stance labels obtained during279

the preparation stage to derive more precise, fine-280

grained stance labels, which are then utilized for281

stance analysis. Our further analysis reveals that in282

complex target-stance relationships, explicit stance283

labels still present ambiguity. For instance, in the284

target of previously mentioned "cyberbully" , the285

generated explicit labels include: "the wife and286

daughter of the assaulter deserve to be cyberbul-287

lied," "the wife and daughter of the assailant do not288

deserve to be cyberbullied," and "neutral." How-289

ever, the favor stance label encompasses multiple290

scenarios, such as "believing cyberbully is a jus-291

tified punishment," "showing more sympathy for292

the woman who was beaten," and "seeking jus- 293

tice for the victim." To address this complexity, 294

we introduce a social media expert, requiring it to 295

generate fine-grained stance labels based on back- 296

ground information, explicit stance labels, and the 297

comments themselves. This expert will also ana- 298

lyze the stance of given samples based on relevant 299

knowledge points and fine-grained stance labels. 300

Pragmatics Expert The pragmatics expert ad- 301

dress the complex linguistic phenomena present 302

in texts and conduct stance analysis from a prag- 303

matic perspective. In real social media environ- 304

ments, comments often exhibit intricate linguistic 305

phenomena such as irony, metaphor, and sarcasm. 306

These phenomena present significant challenges 307

to stance detection tasks, particularly because the 308

use of rhetorical devices complicates reliance on 309

literal semantics for judgment. To address this, 310

we have introduced pragmatics experts in a role- 311

playing capacity, requiring them to identify and 312

parse the rhetorical devices utilized in the samples, 313

and further analyze their semantic roles and poten- 314

tial intentions within the context, thereby restoring 315

the true stance of the samples. 316

3.3 Decision-making Stage 317

Although three experts have conducted in-depth 318

analyses of the text from their respective profes- 319

sional perspectives and arrived at preliminary judg- 320

ments, relying solely on these individual analyses 321

cannot comprehensively capture the complexity 322

and diversity inherent in the stance detection task. 323

Therefore, in the decision-making stage, we intro- 324

duced the decision maker, a comprehensive role 325

required to derive the final stance judgment based 326
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Category Model A CC FM HC LA Avg
BERT 60.7 38.8 59.0 61.3 63.1 56.6

In-target CrossNet 56.4 40.1 55.7 60.2 61.3 54.7
ASGCN 59.5 40.6 58.7 61.0 63.2 56.6
TPDG 64.7 42.3 67.3 73.4 74.7 64.5
TOAD 46.1 30.9 54.1 51.2 46.2 45.7

Zero-shot TGA Net 52.7 36.6 46.6 49.3 45.2 46.1
BERT-GCN 53.6 35.5 44.3 50.0 44.2 45.5

JointCL 54.5 39.7 53.8 54.8 49.5 50.5
Base 58.3 54.1 62.3 72.0 60.8 61.5
CoT 64.1 59.7 65.4 73.7 61.9 65.0

Zero-shot BKSL 71.5 66.0 63.1 76.5 64.2 68.3
based on LLMs Stance reasoner 69.7 62.5 73.9 67.0 64.4 67.8

COLA 62.3 64.0 69.1 75.9 71.0 68.5
MSME 76.2 73.9 75.5 79.1 66.9 74.8

Table 1: Comparison of MSME with baselines on SEM16, using GPT-3.5.

on the detailed analyses provided by the three ex-327

perts(excluding their respective final stance judg-328

ments). This approach avoids the model to simply329

favor the majority expert opinion and ensures that330

it can independently think and judge based on com-331

prehensive information.332

4 Experiment and Analysis333

4.1 Experimental Setup334

Datasets We conduct experiments on three distinct335

datasets:336

Weibo-SD(Yin et al., 2024): This is a publicly337

available Chinese stance detection dataset focusing338

on highly controversial social events. It includes 5339

targets from Weibo, totaling 2500 data entries. The340

dataset is characterized by complex target-stance re-341

lationships and each target is a complex event, such342

as ‘the wife and daughter of a malicious assailant343

being cyberbullied’ and ‘woman was scolded for344

not letting 6-year-old boy use girls’ restroom’345

SEM16:(Mohammad et al., 2016) SemEval-2016346

Task 6A focuses on the stance classification task347

in social media tweets, covering five controversial348

topics including atheism and climate change. As349

our experiments are based on zero-shot learning,350

we conduct experiments only on the test set.351

P-Stance:(Li et al., 2021) This is a cross-target352

stance detection dataset focused on political353

figures, including social media texts targeting354

politicians such as Joe Biden and Donald Trump.355

In the zero-shot setting, experiments are conducted356

solely on the test set.357

358

Evaluation Metric For the Weibo-SD and 359

P-Stance datasets, we adopt the commonly used 360

Macro-F1 as the evaluation metric(Conforti et al., 361

2020). For the SEM16 dataset, we follow previous 362

research conventions and report Favg(Allaway and 363

McKeown, 2020b), which is the average of the F1 364

scores for the Favor and Against labels. We report 365

the average of three experimental runs. 366

367

Comparison Methods We compare MSME 368

with SOTA methods, including zero-shot stance 369

detection approaches in both supervised and 370

unsupervised models, as well as supervised models 371

specifically trained for target-specific settings. 372

Supervised Models: These are typically divided 373

into in-target and zero-shot methods. In-target 374

methods involve training and evaluating the 375

model on the same target. This includes BERT 376

fine-tuned directly(Koroteev, 2021), CrossNet 377

with enhanced attention mechanisms(Xu et al., 378

2018), and graph learning-based models such as 379

ASGCN(Zhang et al., 2019) and TPDG(Liang 380

et al., 2021). Zero-shot methods refer to training 381

models on data involving unseen targets and then 382

evaluating them on specified targets. These include 383

TGA-Net based on attention(Liang et al., 2022a), 384

TOAD utilizing adversarial learning(Allaway 385

et al., 2021), BERT-GCN based on graph neural 386

networks(Jeong et al., 2020), and JointCL which 387

integrates contrastive learning(Liang et al., 2022b). 388

Unsupervised Models: These generally refer to 389

methods that leverage LLMs for zero-shot stance 390

detection. This includes approaches like directly 391
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judging stance by inputting the target and text392

(Base), inferring stance using chain-of-thought393

(CoT)(Zhang et al., 2023a), determining stance by394

brief background knowledge and explicit stance395

labels (BKSL)(Yuanshuo et al., 2024), utilizing396

logical chains for stance reasoning (Stance397

Reasoner)(Taranukhin et al., 2024), and employing398

collaborative frameworks among multiple agents399

(COLA)(Lan et al., 2024).400

Our Model: We implement the MSME frame-401

work using GPT-3.5(Ye et al., 2023), GPT-4o(Hurst402

et al., 2024), QwQ-32B(Zheng et al., 2024), and403

Deepseek-r1(Guo et al., 2025). All models are404

accessed via API calls.405

4.2 Main Result406

Model Wb-SD SEM16 P-Stance

Base 51.6 61.5 62.4
CoT 59.8 65.0 68.1

BKSL 67.2 68.3 67.4
SR 61.9 67.8 68.5

COLA 63.1 68.5 69.6
MSME 75.2 74.8 76.5
GPT-4o 78.3 78.6 78.5

QwQ-32B 75.7 75.3 78.8
Ds-r1 78.6 76.7 79.1

Table 2: Results of MSME and baselines base on LLMs
on three datasets. The last three rows report the results
of MSME on other LLMs. Here, Wb-SD, SR, and Ds-r1
are abbreviations for Weibo-SD, Stance Reasoner, and
Deepseek-r1, respectively.

Table 1 presents a comparison of the MSME407

with various baselines on SEMl16, utilizing the408

GPT-3.5. In Table 2, we compile a comparison409

of the MSME against LLMs methods across three410

datasets, while also displaying the F1 scores of411

MSME when employing three other LLMs. Our412

analysis reveals that:413

MSME achieves significant improvements over414

the current SOTA on three datasets. Specifically, it415

shows an enhancement of 8.0 on the Weibo-SD, 6.3416

on the SEM16, and 6.9 on the P-Stance. Further-417

more, MSME demonstrates the best performance418

across the four targets of the SEM16 , with a no-419

table improvement of 12.4 compared to the model420

operating under the in-target setting. This is at-421

tributed to the effective knowledge and fine-grained422

stance labels that support the reasoning process, as423

well as the coordinated decision-making facilitated424

by multiple experts and decision-maker. 425

The most significant improvement is observed 426

in the Weibo-SD dataset, while the least noticeable 427

enhancement occurs in the SEM16 dataset. This 428

discrepancy can be attributed to the relative simplic- 429

ity of the SEM16, which also suffers from certain 430

data annotation issues. Conversely, the complexity 431

of the targets in the Weibo-SD necessitates more 432

explicit reasoning. 433

MSME performs better on LLMs with stronger 434

reasoning capabilities. On Weibo-SD and P-Stance, 435

Deepseek-r1 achieves the highest results, with F1 436

scores of 78.6 and 79.1, respectively. In contrast, 437

on SEM16, GPT-4o outperforms others with an 438

F1 score of 78.6. Meanwhile, on the more cost- 439

effective GPT-3.5, MSME continues to exhibit sta- 440

ble and competitive performance, underscoring its 441

strong applicability. 442

4.3 Ablation Study 443

To evaluate the influence of various experts and 444

decision-maker, we conduct ablation experiments 445

utilizing the GPT-3.5, with the results presented 446

in Table 3, while results from other models are 447

detailed in the Appendix B. Our analysis reveals 448

that: 449

Compared to the Integration and Vote settings, 450

the F1 score of MSME increased by 3.8 and 1.3 451

points, respectively. While the Integration setting 452

can streamline the process, it requires the model 453

to manage complex information from multiple per- 454

spectives within the single prompt, which com- 455

plicates the effective balancing of various factors. 456

The Vote setting, fundamentally a simple major- 457

ity voting mechanism, lacks the capacity to deeply 458

understand and reason with complex contexts and 459

multi-layered information. 460

In the Weibo-SD, the most significant decline is 461

observed following the removal of the social media 462

expert, resulting in a decrease of 5.3 points. This 463

decline can be attributed to the inherent complex- 464

ity of the target-stance relationships present in this 465

dataset, where the fine-grained labels provided by 466

the social media expert are essential for effectively 467

addressing this complexity. Conversely, in the Se- 468

meval16 and P-Stance , the most notable decline 469

occurs after the removal of the knowledge reason- 470

ing expert, with an average drop of 3.6 points. We 471

believe that in these two datasets, the targets are rel- 472

atively straightforward, consisting of single entities, 473

which diminishes the impact of fine-grained labels 474

while amplifying the significance of knowledge- 475
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Model Weibo-SD SEM16 P-Stance

MSME 75.2 74.8 76.5
Integration 70.8 71.5 72.7

Vote 73.7 74.1 74.9
w/o Knowledge Reasoning Expert 70.9 72.0 72.1

w/o Social Media Expert 69.9 72.6 73.2
w/o Pragmatics Expert 71.4 73.2 72.3

Knowledge Reasoning Expert Only 70.1 72.8 73.0
Social Media Expert Only 70.6 71.5 71.9
Pragmatics Expert Only 69.5 70.8 71.2

Table 3: Experimental results of ablation study. In the Integration setting, we combine multi-expert analysis stage
and decision-making stage into a unified process, completing all tasks through a single prompt. In the Vote setting,
we aggregate the independent judgments of each expert and employ a majority voting mechanism to determine the
final stance. In the Expert Only setting, only a single expert is retained for independent judgment.

based reasoning.476

When retaining only one expert, Weibo-SD477

demonstrates optimal performance with the so-478

cial media expert, whereas SEM16 and P-Stance479

achieve their best results with the knowledge rea-480

soning expert. This observation further corrobo-481

rates the previous conclusion.482

The decline resulting from the removal of the483

pragmatics expert is relatively minor, while the per-484

formance is at its lowest when only the pragmatics485

expert is retained. However, this does not imply486

that pragmatics analysis lacks significance. This487

is due to the fact that only a portion of the dataset488

contains rhetorical elements, which consequently489

limits its overall impact. In the subsequent experi-490

ment, we further substantiate this point.491

4.4 Analysis of Neutral Stance492

From the confusion matrix of our preliminary ex-493

periments(Appendix B), we observed that existing494

methods perform determining in identifying neutral495

stances. To investigate the efficacy of our method496

in determining neutral stances, we conducted a ded-497

icated analysis. Figure 4 illustrates the F1 scores498

for neutral stances across three datasets. The results499

show a significant enhancement in the assessment500

of neutral stances under the Social Media Expert501

and MSME settings, with an average increase of502

10.6 compared to the setting without the Social Me-503

dia Expert. We attribute this improvement to the504

development of fine-grained stance labels. In con-505

trast to ternary classification labels, the fine-grained506

division offers a more interpretable sub-label sys-507

tem, which can more accurately reflect the degree508

of variation in samples’ favor or against stances.509

Figure 3: Cases of explainations generated by social
media expert.

This not only improves the accuracy of stance ex- 510

pression but also clarifies the definition of a neutral 511

stance. When the model is unable to categorize 512

a comment into any fine-grained favor or against 513

stance, it is classified as neutral. 514

In the case illustrated in Figure 3, the sample "I 515

just wanna know the kids’ info of the other crimi- 516

nals too" was mistakenly classified by the model as 517

neutral, as it neither directly supports nor explicitly 518

opposes cyberbullying. However, among the gen- 519

erated fine-grained stance labels, one supporting 520

label "Advocates exposing the assailant’s family 521

members to exert" aligns with the comment’s in- 522

tent, thereby inferring that the stance of this sample 523

is favor. 524
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Figure 4: On the left is the result of neutral stance analysis, and on the right is the result of rhetorical analysis.

4.5 Judgment of Rhetorical Expressions525

To evaluate the capability of MSME in processing526

complex rhetorical texts, we employed three LLMs527

with strong reasoning abilities(GPT-4o, QwQ-32B,528

and Deepseek-r1). These models are utilized to529

determine the presence of rhetoric within the texts.530

We employ a majority voting mechanism to se-531

lect the final set of comments containing rhetorical532

expressions. Statistical data show that the propor-533

tions of texts containing rhetoric in the Weibo-SD,534

SEM16, and P-Stance datasets were 80.6%, 52.2%,535

and 69.6%, respectively. Figure 4 illustrates the F1536

scores for texts containing rhetoric across different537

settings. The results reveal that the introduction of538

pragmatic expert significantly improves the mod-539

els’ accuracy in identifying rhetorical texts, with540

an average increase of 3.4 in F1 scores. Particu-541

larly within the context of the MSME framework,542

the evaluation of complex rhetoric surpasses that543

achieved by relying solely on pragmatics expert.544

This finding further demonstrates the advantages545

of the MSME in the realm of information fusion.546

Figure 5: Cases of explainations generated by pragmat-
ics expert.

In the case illustrated in Figure 5, the comment547

metaphorically compares God to a ’magic man’548

who creates everything and likens the splitting of 549

atoms and venturing into space to modern science. 550

It satirizes those who prefer belief in God over sci- 551

entific understanding, implying that atheism repre- 552

sents a more rational worldview, thereby inferring 553

that the stance of this sample is favor. 554

5 Conclusion 555

In this work, we propose MSME to address the 556

challenges faced by current zero-shot stance de- 557

tection based on LLMs, including 1) reliance on 558

background knowledge, 2) deficiency in complex 559

logical reasoning, and 3) disability in handling fig- 560

urative language. The MSME encompasses three 561

stages: preparation, analysis, and decision-making. 562

During the analysis stage, multiple experts are em- 563

ployed to conduct knowledge analysis, stance label 564

analysis, and rhetorical strategy analysis, ultimately 565

collaborating to infer the stance. We conducted a 566

series of experiments using MSME on Weibo-SD, 567

SEMl16, and P-Stance, and the results indicate that 568

MSME achieved optimal performance across all 569

three datasets. The more complex the dataset, the 570

more significant the performance improvement ob- 571

served. Additionally, MSME demonstrates strong 572

applicability, delivering commendable results in 573

both low-cost and reasoning models. Ablation 574

studies reveal that MSME achieves a fusion of 575

multi-expert analysis results, and the removal of 576

any expert results in a decline. Furthermore, the 577

social media expert plays a more significant role 578

when dealing with samples that exhibit complex 579

target-stance relationships, while the knowledge 580

reasoning expert contributes more effectively when 581

addressing simpler targets. Additional experiments 582

indicate that MSME is better equipped to make 583

judgments on neutral samples and those with com- 584

plex rhetorical structures. 585
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Limitations586

Cost The design of MSME incurs significant587

computational and invocation costs. Each sample588

processed necessitates invoking the LLMs API at589

least four times, although the preparation stage for590

the same target can be reused. This requirement591

poses challenges related to resource consumption592

and response latency.593

594

Real Scenario Existing stance detection595

tasks typically involve predefined targets, often596

limited to a single target, which renders them597

inadequate for scenarios lacking preset targets or598

involving multiple targets. Our method is also599

applicable to such scenarios. To accommodate600

situations without predefined targets and those601

involving multiple targets, we need to extract602

potential target objects from the comments during603

the preparation stage. Subsequently, we need to604

analyze and make decisions for each target during605

the analysis and decision-making stage.606
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A Prompt Template807

Figure 6: Input and output examples of the prompt
template for generating explicit stance labels.

Figure 7: Input and output examples of the prompt
template for knowledge reasoning expert.

B Other Results808

Figure 8: Input and output examples of the prompt
template for knowledge reasoning expert.

Figure 9: Input and output examples of the prompt
template for pragmatics expert.

Figure 10: Input and output examples of the prompt
template for decision-maker.
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Model Weibo-SD SEM16 P-Stance

MSME 78.3 78.6 78.5
Integration 76.3 76.7 73.8

Vote 77.5 78.1 76.3
w/o Knowledge Reasoning Expert 76.1 75.0 74.1

w/o Social Media Expert 73.9 76.1 74.7
w/o Pragmatics Expert 75.7 75.9 75.3

Knowledge Reasoning Expert Only 74.6 76.9 75.0
Social Media Expert Only 77.1 75.5 73.9
Pragmatics Expert Only 74.7 73.3 74.2

Table 4: Ablation study results on GPT-4o.

Model Weibo-SD SEM16 P-Stance

MSME 75.7 75.3 78.8
Integration 70.5 71.2 74.7

Vote 74.1 74.0 76.9
w/o Knowledge Reasoning Expert 72.5 72.2 74.3

w/o Social Media Expert 70.6 73.3 75.1
w/o Pragmatics Expert 72.3 73.5 73.3

Knowledge Reasoning Expert Only 70.1 72.2 74.4
Social Media Expert Only 73.0 71.3 73.8
Pragmatics Expert Only 71.5 69.8 72.2

Table 5: Ablation study results on QwQ-32B.

Model Weibo-SD SEM16 P-Stance

MSME 78.6 76.7 79.1
Integration 74.7 72.5 75.2

Vote 77.3 74.8 78.3
w/o Knowledge Reasoning Expert 75.9 72.0 75.2

w/o Social Media Expert 74.5 72.6 75.1
w/o Pragmatics Expert 75.3 73.2 76.3

Knowledge Reasoning Expert Only 75.2 73.8 76.1
Social Media Expert Only 76.1 72.1 75.3
Pragmatics Expert Only 73.5 71.7 73.4

Table 6: Ablation study results on Deepseek-r1.
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Figure 11: From left to right: the confusion matrices of the Pragmatics Expert Only and MSME on the SEM16
dataset using GPT-3.5.
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