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Abstract

Illiteracy is a predictor of many negative social001
and personal outcomes. Illiteracy rates are par-002
ticularly high in countries with underresourced003
languages, where few books exist that are suit-004
able for children to learn to read from. We005
present GAIfE (Generative AI for Education), a006
toolchain and workflow developed through em-007
pirical methods, that demonstrates how existing008
tools can be utilized to address low literacy for009
an underresourced language. We used GAIfE010
(a play on the Bambara word for “book”) to011
construct materials for developing children’s012
reading competence in Bambara, the vehicular013
language of Mali. Despite the Global-North-014
centric bias of available LLMs, GAIfE enabled015
us to rapidly multiply the content in Bambara016
available online by 10 times while maintaining017
high standards of attractiveness of the material018
to maintain high engagement, accurate repre-019
sentation of the Malian culture and physical020
and social environment and language quality.021
Using our materials, pilot reading programs022
achieved a 67% reduction in the number of chil-023
dren unable to read Bambara. Our approach024
demonstrated the power of applying generative025
AI to the problem domain as well as the poten-026
tial impact the application of this technology027
could have on reducing illiteracy and improv-028
ing learning outcomes through native language029
education.030

1 Introduction031

One of the primary challenges to the development032

of Global South nations is illiteracy. Low literacy033

rates are associated with poor health, less wealth,034

and many other negative impacts (Cree et al., 2023).035

Literacy rates are particularly low among speakers036

of underresourced languages. These languages are037

often eschewed as a language of instruction, even038

though teaching in them is considered a more effec-039

tive way to literacy to young learners (Laitin et al.,040

2019; Ramachandran, 2012). A lack of books in041

Figure 1: An example of the kinds of cultural biases
common in generative models that can negatively im-
pact reading comprehension outcomes in teaching ma-
terials. The image on the left was characteristic of all
images where the prompt specified a praying Muslim
woman. The position of the hands is characteristic of
Christian prayer, not Muslim. Our human-in-the-loop
process was able to correct the image, as shown on
the right. Such culturally foreign references can cause
confusion among early readers and lead to poor devel-
opment of reading comprehension skills. Our work-
flow is designed to leverage generative models to create
culturally-engaging materials for learning reading, in
spite of the biases present in the models.

national languages constitutes one of the greatest 042

barriers to effective instruction in mother tongue 043

across Africa (Pflepsen et al., 2015) 044

Recent advancements in generative AI technol- 045

ogy have shown enormous promise at perform- 046

ing creative tasks, particularly storytelling. How- 047

ever, our preliminary experiments show that, with- 048

out substantial human intervention, state-of-the- 049

art models are rather ineffective in the context of 050

Global South storytelling for children. 051

Figure 1 demonstrates their limitations. Prompts 052

asking Stable Diffusion for images of a praying 053

Muslim woman invariably showed women holding 054

their hands together palm-to-palm, such the im- 055

age on the left. However, this manner of prayer is 056

unfamiliar to Muslims, and in fact is characteris- 057

tic of Christians. The impact of such unfamiliar 058

imagery in early-level reading materials is that it 059
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creates confusion among young readers, because060

the picture does not appear match the text they are061

learning to read.062

We developed a workflow that allowed us to use063

state-of-the-art generative AI tools to efficiently064

generate a collection of illustrated reading materi-065

als written in a language with very few books writ-066

ten expressly for children, written and illustrated067

in a manner that is culturally and age appropriate068

and engaging for native speakers of the language.069

The image on the right shows the outcome of this070

workflow, a woman praying in a manner that is071

familiar to Muslims.072

We make the following contributions: (1) We073

introduce GAIfE, Generative AI for Education (in-074

spired by “Gafe” the Bambara word for “book”) a075

workflow for using LLMs, other AI models, lin-076

gusitic tools, and human input for constructing077

material designed to develop the reading and lan-078

guage skills of children speaking underresourced079

languages. The workflow produces books orga-080

nized into ten reading levels, corresponding very081

roughly to a school grade level, thus covering a082

range from beginning readers through high school,083

written in Bambara and anchored in the physical084

and cultural environment of Mali.085

Using GAiFE, we were able to obtain acceptable086

results in using AI with an intensely human-in-087

the-loop workflow augmented with linguistic tools088

to generate static educational content in Bambara089

using GPT4 (Achiam et al., 2023), Stable Diffu-090

sion (Rombach et al., 2022), and NLLB-200 (Team091

et al., 2022) models, among others. While we an-092

ticipated Ferrara (2023) and routinely encountered093

bias in LLMs that rendered content unacceptable094

according to our standards, we found that human095

judgement coupled with a variety of prompting096

strategies could produce acceptable results.097

(2) We introduce the GAIfE Bambara Learn-098

ing Library, a collection of 174 finished, illus-099

trated books, 94 designed for print and 80 for elec-100

tronic media such as tablets or cell phones. There101

are approximately 4000 pages of content, over 850102

original images, and hundreds of pages of in-text103

questions to train reading comprehension and hun-104

dred of pages of Teaching Guides covering most of105

the stories. The books are all freely available in the106

Bloom Library1.107

Prior to our contribution to the Bloom Library,108

only 10 of library’s contents of 19,000 books were109

1https://bloomlibrary.org/RobotsMali

in Bambara, of which 6 were translated Christian 110

Bible stories for children from non-Malian sources 111

and 4 were health information. There is a scat- 112

tering of children’s books in other repositories, 113

mostly translations of non-Malian works. Printed 114

children’s books by Malian authors in Malian lan- 115

guages do exist in Mali, but are not commonplace 116

and are difficult to find. 117

(3) We conduct a pilot study of the effectiveness 118

of our material with teachers and students. 119

2 Related Work 120

Generative AI models such as ChatGPT have 121

shown promise in enhancing literacy and learning 122

outcomes, especially in high resourced environ- 123

ments (Ciampa et al., 2023; Dalgıç et al., 2024; 124

Alshahrani, 2023). However, its utilization through 125

curriculum creation to improve literacy in low- 126

resourced settings is an emerging area with limited 127

research since most of the world’s languages are 128

missing in the state-of-the-art generative models. 129

Furthermore, illustrations and images generated in 130

these contexts are Euro-centric with little to nothing 131

to do with the realities of low-resourced settings. 132

Additionally, for effective AI-assisted learning, 133

active oversight and critical evaluation of AI out- 134

puts are crucial. The complementarity of human- 135

AI prompting strategies, such as prompting gen- 136

erative AI while leveraging local native speakers’ 137

unique insights and perspectives, can enhance out- 138

comes while mitigating risks like AI biases, culture- 139

washing, or complacency. 140

Han et al. (2023) propose a generative-AI-driven 141

service, AIStory, based on focus group discussions, 142

to help children construct visual narratives via a 143

structured approach where children chose via a 144

visual characters, backgrounds, props, and other 145

story elements and the tool generates story ideas 146

and helps the user generate images. The service 147

also generates the images. The service does not 148

appear to be publicly available and although the 149

authors suggest educational impacts, that is not the 150

express goal of the service. Nor does the service 151

construct educational materials. Finally, the ser- 152

vice is aimed at children themselves. This is in 153

contrast to our approach in which adult educators 154

and computer professions work interactively with 155

AI systems to construct stories. 156

Choi et al. (2024) explore the usefulness 157

of LLMs in the poorest schools by deploying 158

TheTeacher.AI in Sierra Leone for teachers to uti- 159
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lize it in lesson planning, subject matter, and class-160

room management. Unlike in our work, we utilize161

a national, low-resource language, the language162

used in their study is English.163

Nanduri and Bonsignore (2023) envision revi-164

talizing endangered languages by leveraging AI-165

powered language learning as a catalyst for lan-166

guage appreciation. Participation and contribution167

of learners of native tongue speakers, coupled with168

enthusiasm, become content creators, thus saving169

their languages from certain extinction. Their work170

describes the possibilities, while ours implements171

and evaluates in a real-world scenario.172

Olson (2022) explores text, image, audio, and173

video modalities utilizing deep generative multi-174

media for children’s literature. Their work is done175

without conducting experiments to investigates the176

targeted audience perceptiveness to the generated177

materials. In contrast to our work, we utilize it-178

erative experiments where generated materials are179

field tested and improved by incorporating received180

feedback.181

Stap and Araabi (2023) investigate how Chat-182

GPT and other LLMs perform poorly as a trans-183

lator of indigenous and extremely low-resourced184

languages. We observed similar results in our work185

in translating from high-resourced languages such186

as French or English to Bambara.187

Challenges still remain in deploying generative188

AI equitable across diverse contexts and languages189

to ensure the quality, accuracy, and cultural appro-190

priateness of generative AI’s output (Ocker et al.,191

2024). Generative AI does show potential for lit-192

eracy education in low-resource settings when in-193

tegrated thoughtfully alongside human instruction194

and oversight with deliberate consideration of po-195

tential risks, biases, and ethical implications.196

3 Methods197

3.1 Ensuring cultural relevance from198

generative models199

Story-writing is an important use case of generative200

AI, so much so that many models are fine-tuned ex-201

pressly for this purpose. However, our preliminary202

experiments with these and other models revealed203

them to have significant biases against global south204

cultures and toward global north, colonizing cul-205

tures. Beyond the example from Figure 1, Com-206

mon global north sites such as subways, snow, or207

blonde girls in ponytails are unseen in the Global208

South, making occurrences of such in text or im-209

ages accompanying text confusing or meaningless, 210

especially to children, and this can have devastat- 211

ing impacts on learning outcomes for improving 212

reading comprehension. 213

To address such biases, we adopted a set of fair- 214

ness criteria for culturally-meaningful content for 215

young learners, and apply them criteria at each step 216

of our workflow. 217

(1) Always present the point of view of the tar- 218

get culture in an authentic and dignified fashion, 219

and avoid content that represents the view from of 220

an outsider, no matter how sympathetic. In Mali, 221

children’s content is overwhelming imported from 222

France and presents concepts that are not readily 223

understood, impacting learning, and may be con- 224

structed with cultural assumptions that implicitly 225

denigrate aspects of Malian life. 226

(2) Taken as a whole, the stories must be inclu- 227

sive from the point of view of sex, ethnic identi- 228

fication, and socio-economic background. Every 229

reader should see themselves represented and vali- 230

dated in at least one of our stories. 231

(3) Names, places, and situations must be famil- 232

iar to the target readers. 233

(4) Avoid content that is too topical, timely, or 234

centered on current political tropes. 235

(5) When the target audience is children, all 236

care must be taken that content will not harm the 237

children psychologically and will depict their en- 238

vironment in an affirming way that promotes their 239

sense of self-worth. 240

(5a) Content must be emotionally resonant, en- 241

tertaining and educational for children in the target 242

culture. 243

(5b) Warmth, love, positivity, and reinforcement 244

of self-esteem should under-gird all content. Chal- 245

lenging content may be presented, but always in a 246

way that promotes personal development and com- 247

passion. 248

(5c) Avoid metaphors and imagined and abstract 249

language that can only be understood with the as- 250

sumption that the child has a background in another 251

culture, particularly in the culture of the former col- 252

onizing power. 253

(5d) Graded material at different levels should 254

reflect the intellectual development of children at 255

different ages and backgrounds in the target cul- 256

ture. Themes and images must always be age- 257

appropriate. 258
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Figure 2: The GAIfe workflow leverages the creative power of high-resource (HR) languages to generate stories
that are (A, B, C) iteratively refined to make them culturally and age appropriate. They are then converted to
a low-resource (LR) language using state-of-the-art LLM-based machine translation. After a final round (D) of
manual editing, they are assembled (E) and published (F).

3.2 GAIfE Workflow259

We start (Figure 2 (A)) with a writer in the target260

language (such as Bambara) using ChatGPT (Ope-261

nAI, 2023) to convert a story idea into a story text262

in either English or French. This typically involves263

a great deal of manual prompt-tuning to get Chat-264

GPT to produce stories that take into account the265

target language’s culture. Once a story has been266

generated we also generate comprehension and vo-267

cabulary questions, which are included at the end268

of the story, and lesson materials for teachers with269

activities to encourage skill development and explo-270

ration of the themes and values encountered in the271

story. This step typically requires a much smaller272

amount of human intervention.273

Once the story is fixed, an illustrator decides on274

the set of images, trying an initial prompt for each275

target image, using (B) a text-to-image generator.276

A single prompt rarely produces the desired im-277

age, prompts typically are continuously tweaked278

in an attempt to find the right prompt elements279

that will converge toward a good image. Often280

a base prompt will be abandoned and another ap-281

proach toward describing the image will be tried. 282

If an image begins to approach the desired out- 283

come but needs further modification, the illustrator 284

may switch to image-to-image generation where 285

prior images form the prompt for generating a new 286

image. It is not unusual that a thousand or more 287

images would be generated before obtaining an ac- 288

ceptable result, where each generated image must 289

be reviewed by the illustrator. We use Stable Dif- 290

fusion in the Playground AI2 interface, MidJour- 291

ney, DallE2 and DallE3, sometimes in combination, 292

along with other image editing tools. We found that 293

each model has distinct strengths and weaknesses. 294

Stable Diffusion was the model we employed the 295

most due to its speed and the lack of superfluous 296

elements that other models typically added, giving 297

images a less realistic appearence. Once all images 298

are deemed appropriate they will incorporated into 299

a storybook in (E). 300

Simultaneously, the text is translated into the 301

target language (C) using Google Translate or 302

Glosbe. Next (D), the Bambara translation, along 303

2https://playgroundai.com/
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with the source, are loaded into Annotator, a304

linguistic-analysis tool chain and text-annotation305

tool purpose-built for this workflow (see Figure 4306

for a screenshot of this tool). Humans review the307

translation for appropriateness. The translation is308

corrected, adjusted, and reviewed until the Bam-309

bara language is appropriate.310

In step (E), we use the Bloom Editor3 to collate311

the story with its corresponding illustrations. Fi-312

nally (F), we produce the book and send it into the313

field for testing. The finished book is tested and314

feedback are collected to improve the books if need315

arises. In the field we evaluate the appropriateness316

of the content with children, teachers and parents as317

well as effectiveness in terms of learning outcomes318

and teacher adoption.319

4 GAIfE Bambara Learning Library320

We used GAIfE to create the GAIfE Bambara321

Learning Library, a collection of 174 finished, il-322

lustrated books, 94 designed for print and 80 for323

electronic media such as tablets or cell phones. 16324

of the books are in Malian national languages other325

than Bambara, while the rest are in Bambara. There326

are approximately 4000 pages of content, over 850327

original images, and hundreds of pages of in-text328

questions to train reading comprehension and hun-329

dred of pages of Teaching Guides covering most of330

the stories. The books are all freely available in the331

Bloom Library4.332

Through our workflow, we were able to con-333

struct this library in approximately 6 months. The334

Appendix describes in detail our experiences wiht335

the workflow, but to give a sense of them here, for336

step (A), we recruited a team of Malian authors.337

Apart from a few experiments where we allowed338

generative AI to propose and develop a story with339

minimal human intervention, all of the stories be-340

gin as a product of the imagination of a creative341

Malian with profound knowledge of the culture342

and environment of Mali. Our experience proved343

the necessity of this approach, as nothing that we344

created in the low-human intervention experiments345

produced anything that passed subsequent evalu-346

ation of representation and relevance specific to347

Mali. The seed material for the stories came from a348

variety of sources including traditional Malian tales,349

Malian religions, contemporary issues of interest to350

children, Malian family life, and tales from world351

3https://www.bloomlibrary.com/
4https://bloomlibrary.org/RobotsMali

literature adapted for the Malian environment. 352

The Malian author used ChatGPT (OpenAI, 353

2023) as an accelerator and aid to the creative pro- 354

cess, as a writing tool, and as a research assistant. 355

We confirmed that ChatGPT is unable to gener- 356

ate intelligible content directly in Bambara and 357

therefore had the authors work in either French or 358

English. Despite our inability to work directly in 359

Bambara, we found the use of ChatGPT to signifi- 360

cantly increase the speed with which content was 361

generated and its quality. 362

For example, the book shown in Figure 3, “Mani 363

ni Bama”5, was created as an abridgement of a 364

long story in French by the renowned Malian sto- 365

ryteller, Awa Bakªrªba Dembélé. It was decided 366

to produce a version that would be accessible to 367

younger readers. The "reduction" process involved 368

having ChatGPT identify the essential elements of 369

the story and limiting the vocabulary and simplify- 370

ing the construction and grammar of the sentences. 371

A very good result was obtained in a few minutes 372

- in the same time the author, trying to produce a 373

hand-crafted reduction, had almost completed the 374

first sentence of the derivation. 375

Many stories are based on external sources, 376

such as “Uncle Tom’s Cabin”6 and Chinese clas- 377

sic "Dream of the Red Chamber"’7. ChatGPT 378

was used by the author to help narrow down rele- 379

vant elements from the source of inspiration and 380

to smoothly incorporate them into the storyline 381

at the appropriate level of language and narrative 382

complexity and to integrate the story into a Malian 383

context. 384

ChatGPT also proved extremely useful in ac- 385

curately incorporating scientific and technical ele- 386

ments in many stories including ocean raft building 387

in "Taama Laban"8 and metallurgy in "Ntanan Di- 388

lanna"9. Creation of a story aided by ChatGPT 389

typically took about half a day. The authors partici- 390

pating in the project estimated that without Chat- 391

5https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluI/book/JZpFSC0HnB

6https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluH/book/0UBurh0ytj

7https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluG/book/qTmdvelbYG

8https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-KingSidikiStories-
Print/book/MIYqW8FJmc

9https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluK/book/4miNF2NgDQ
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Figure 3: An example of book cover for the story of
“Many ni Bama“.

GPT the same production would have taken weeks392

or, in all likelihood, would not have been under-393

taken at all given the difficulty of assemblying and394

analyzing the various sources used.395

The remaining phases of the workflow required396

similar adaptions for working with the resources397

available for supporting Bambara and are detailed398

in the Appendix.399

5 Evaluation400

To evaluate the effectiveness of the education mate-401

rials in enabling children to learn to read Bambara402

and to address illiteracy, we set up six reading pro-403

grams, 3 in urban and 2 in rural community cen-404

ters and 1 in a school. Specifically, we wanted to405

assess if the texts were age-appropriate and com-406

prehensible for the development level of the child,407

if the stories delighted the children, and if instruc-408

tors were able to use the materials for teaching409

language skills in informal and formal learning en-410

vironments.411

We collected m = 475 responses from n = 300412

unique participants (some of whom participated in413

multiple sections). The ages of respondents ranged414

from 4 to 15, with the median age being 9. All415

participants were native Bambara speakers. With416

a handful of exceptions, the children at the urban417

community centers and the school had been taught418

to read in French, and none knew Bambara letters419

or how to decode words written in Bambara. In one420

of the rural community centers, the children had 421

been taught to read letters of the Bambara alphabet 422

and how to decode words written in Bambara, but 423

not to read full sentences (due to lack of reading 424

materials), and they had not learned French. In the 425

other rural community center, in Safo, all partic- 426

ipants were completely illiterate in any language, 427

the majority having attended little or no school. In 428

the rural centers, almost all parents of the partici- 429

pants were illiterate. 430

The reading programs all consisted of three half- 431

day sessions, or approximately 12 hours of activi- 432

ties, with the exception of Safo where the program 433

extended over 8 half-day sessions for a total of 32 434

hours of activities. 435

We start by asking some demographic questions, 436

of both teachers and students, such as: age, sex, 437

languages spoken, languages written. 438

The sessions’ main activity consisted of a group 439

activity where children read collectively and in- 440

dividually GAIfE books, mainly in printed form 441

but also, at some sites, online and answered the 442

comprehension questions that accompanied each 443

book. There was also guided discussion about the 444

stories and considerable improvisation on the part 445

of the teachers. All sessions begin with an alphabet 446

primer10. 447

The ability of each student to read Bambara was 448

tested individually with a simple exercise asking 449

them to read Bambara letters and to recognize sim- 450

ple words that any Bambara-speaking child would 451

know orally such as chicken, fish, or dog. The 452

progress of each student was noted by the instruc- 453

tor during the sessions based on the student’s in- 454

dividual reading and responses to comprehension 455

questions. At the conclusion of the reading pro- 456

gram, students were evaluated on reading ability 457

by being presented with the highest level text they 458

were capable of reading and observing whether 459

they were able to read the text fluidly and respond 460

to comprehension questions requiring both ability 461

to read the question and to have understood details 462

in the story they just read. 463

All children were evaluated to be unable to read 464

in Bambara at the beginning of the reading sessions. 465

Children that had learned to read in French demon- 466

strated a latent capacity to recognize words in Bam- 467

bara that could be approximated using French pro- 468

nunciation but were unable to read many words 469

and full sentences. Once they were able to read 470

10https://bloomlibrary.org/player/LDTS2VfmHH
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complete books with full sentences at any pace471

we noted them as being able to read. All school-472

age children that had not learned to read in any473

language were classified as illiterate. The same474

criteria as used with French-capable children was475

employed in designating them as no longer being il-476

literate. At the end of either the 12-hour or 32-hour477

programs we measured the following improvement:478

• Urban Community Reading Programs reduc-479

tion of inability to read in Bambara by 53 %480

• Rural Community Reading Programs reduc-481

tion of illiteracy rate by 79 %482

• School-based Reading Program reduction of483

inability to read in Bambara by 70 %484

Most children learned to read in a very short time485

using the books produced by the GAIFE project.486

There are numerous variables in these experiments487

and we did not set up the experiments to allow488

us to perform multivariate regression analysis on489

the results. The possible elements at play include:490

the books themselves, including the selection of491

themes, the resonance of the books for Malian492

children, the illustrations, and the interactive el-493

ements, the novelty of books in Bambara as the494

most of the children had never seen a book in their495

mother tongue and had little experience of chil-496

dren’s books in any language, the pedagogical ap-497

proach which aimed to make the reading sessions498

fun, in marked contrast to the focus on discipline499

in a typical Malian school setting, and that the chil-500

dren were given printed books to take home, confer-501

ring a concrete value on participation in the reading502

session, and the pre-literacy skills of the children,503

which were substantial given their average age of504

9.505

5.1 Parent and Teacher Perspectives506

Teachers and parents were surveyed to assess their507

attitudes toward our materials and the idea, in gen-508

eral, of promoting reading in the children’s native509

tongue. See Tables 1 and 2. In urban environments,510

the eagerness and receptivity of the children stood511

in marked contrast to the skepticism of many par-512

ents and teachers. The majority of urban parents513

being French-speaking, the concern of parents may514

be explained by the fact that education in Mali is515

currently entirely in French and that many jobs in516

the formal sector require French-language compe-517

tence. These results stand in marked contrast with518

the responses from parents in rural settings, where 519

fully 100% of interviewed parents were eager for 520

the children to learn to read Bambara. One par- 521

ents succintly expressed the view of this cohort, 522

"Why should our children learn French, it isn’t our 523

language. We have our own language." 524

6 Conclusion and Future Work 525

We were able to use generative AI to create a 526

significant quantity of children’s stories and ac- 527

companying pedagogical material in Bambara, an 528

under-resourced language, in a short period of time. 529

While ChatGPT is unable to directly generate intel- 530

ligible Bambara text during our investigation, gen- 531

erating text in English or French followed by trans- 532

lation using Google Translate and Glosbe proved 533

to be an efficient process, though one that requires 534

expert-level human intervention with cultural ap- 535

propriateness knowledge and context. Human inter- 536

vention was also required to remove references that 537

are culturally inappropriate and to add elements 538

that reflect the target culture. Children proved to 539

be receptive, showing strong motivation to read, 540

for the first time, in their native language. Almost 541

all, in a short period of time, did demonstrate that 542

they possessed a high degree of latent ability to 543

read in Bambara. Additionally, they were able to 544

demonstrate excellent comprehension of the sto- 545

ries. In contrast, parents and teachers in urban 546

environments expressed skepticism about the value 547

of reading in Bambara. 548

More assessment is crucial for the next phases of 549

this seminal work for predominantly oral languages 550

(POLs). These techniques need to be deployed to 551

a wider audience of content creators, in Mali and 552

elsewhere in the world. This has already begun, our 553

team having trained national language educational 554

specialists in the Malian government and having 555

shared our methods and results with the commu- 556

nity around the Bloom Library and the mEducation 557

Alliance. Addressing the eurocentrism in existing 558

LLMs and other generative models is necessary 559

objective to advance the state-of-the-art beyond 560

what could be accomplished in project GAIFE. Im- 561

provement in the accuracy of translations for low- 562

resource languages and the inclusion of many more 563

of Mali’s and the world’s languages is also a pri- 564

mary concern for the future. 565
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Questions Urban Sampling Agree Disagree
Do you think Bambara should be incorporated into school curricula? (Urban Sampling) 52% 48%
Do you want your children to learn to read Bambara? 22% 78%
Do you anticipate that this project can have a positive impact? 17% 83%

Table 1: Parent and Teacher Perspectives (Sample Size: 23)

Questions Rural Sampling Agree Disagree
Do you think Bambara should be incorporated into school curricula? (Urban Sampling) 100% 0%
Do you want your children to learn to read Bambara? 100% 0%
Do you anticipate that this project can have a positive impact? 100% 0%

Table 2: Parent and Teacher Perspectives (Sample Size: 15)

6.1 Limitations566

Digital technologies and AI hold promise as tools567

that could contribute to solutions reducing illiter-568

acy, but the possibility of their use would appear569

extremely limited where the languages that people570

speak are underresourced, as is the case in Mali571

where most people understand only Bambara or572

other languages of the region. A majority of the573

population being illiterate ensures that their lan-574

guage will remain low-resourced as a language be-575

comes highly resourced by virtue of having a strong576

digital presence. If a way is not found to break this577

vicious cycle, the people that speak low-resourced578

languages appear to be doomed to remain excluded579

from the arc of progress technology development580

has brought to other parts of the world.581

The high illiteracy rate in Mali is harmful in582

many ways. By providing materials for teaching583

children how to read Bambara, our work has the584

potential to yield enormous benefits by increasing585

literacy throughout Mali and thus reducing these586

harms. Additionally, since Bambara and its dialects587

are spoken in the neighboring countries, this has588

also the potential to be utilized by them. Further-589

more, the content we generated could be leveraged590

to bridge the lack of readily digitized data for low-591

resourced languages.592

There are numerous ethical challenges posed by593

the use of generative models for composing cre-594

ative content. For one, the models used here—as595

well as every other foundational model that we are596

aware of—draw from the intellectual property of597

creators who never consented to having their ma-598

terial used to train the models, and so the use of599

generative models arguably constitutes an unau-600

thorized use of their work, one that is generally601

impossible to attribute or compensate. Beyond that,602

AI models have their own biases. In spite of the 603

fact that we provide the prompts and conduct ex- 604

tensive editing on the back end, the models provide 605

the bulk of the content and this effectively frames 606

the content in ways that may be hard to perceive 607

or correct. Regarding generated images, they have 608

the potential to unduly impress or even traumatize 609

children when they contain defects that are not rep- 610

resentative of how humans or animals look like in 611

real life. 612

Moreover, our group is very small and cannot 613

possibly represent the entire population of Mali. 614

For instance, the writers of the material were all 615

men. Although we believe ourselves to be good 616

faith actors, we undoubtedly hold unconscious bi- 617

ases that impact our thinking and beliefs, and we 618

lack the breadth of lived experiences that a larger 619

population of authors would have. To have such 620

a small group of people be responsible for such a 621

relatively large proportion of all extant children’s 622

literature in Mali potentially would give us an inor- 623

dinate amount of power to influence the thinking 624

of the youth of Mali. We hope that by publishing 625

our methods, other, diverse groups of authors will 626

be inspired to amplify their voices in the same way. 627
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traditional Malian tales, Malian religions, contem-968

porary issues of interest to children, Malian family969

life, and tales from world literature adapted for the970

Malian environment.971

The Malian author used ChatGPT (OpenAI,972

2023) as an accelerator and aid to the creative pro-973

cess, as a writing tool, and as a research assistant.974

We confirmed that ChatGPT is unable to gener-975

ate intelligible content directly in Bambara and976

therefore had the authors work in either French or977

English. Despite our inability to work directly in978

Bambara, we found the use of ChatGPT to signifi-979

cantly increase the speed with which content was980

generated and its quality. For example, the book981

shown in Figure 3, “Mani ni Bama”11, was created982

as an abridgement of a long story in French by983

the renowned Malian storyteller, Awa Bakªrªba984

Dembélé. It was decided to produce a version that985

would be accessible to younger readers. The "re-986

duction" process involved having ChatGPT iden-987

tify the essential elements of the story and limiting988

the vocabulary and simplifying the construction989

and grammar of the sentences. A very good re-990

sult was obtained in a few minutes - in the same991

time the author, trying to produce a hand-crafted992

reduction, had almost completed the first sentence993

of the derivation. Many stories are based on ex-994

ternal sources. ChatGPT was used by the author995

to help narrow down relevant elements from the996

source of inspiration and to smoothly incorporate997

them into the storyline at the appropriate level of998

language and narrative complexity and to integrate999

the story into a Malian context. Some examples1000

of books produced by this process include "B¢nk¢1001

Tªm Ka So"12 derived from the American clas-1002

sic "Uncle Tom’s Cabin" and "Gerenad-Feerew"131003

based on a tale in the Chinese classic "Dream of1004

the Red Chamber". ChatGPT proved extremely1005

useful in accurately incorporating scientific and1006

technical elements in many stories including ocean1007

raft building in "Taama Laban"14 and metallurgy1008

11https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluI/book/JZpFSC0HnB

12https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluH/book/0UBurh0ytj

13https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluG/book/qTmdvelbYG

14https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-KingSidikiStories-
Print/book/MIYqW8FJmc

in "Ntanan Dilanna"15. Creation of a story aided 1009

by ChatGPT typically took about half a day. The 1010

authors participating in the project estimated that 1011

without ChatGPT the same production would have 1012

taken weeks or, in all likelihood, would not have 1013

been undertaken at all given the difficulty of assem- 1014

blying and analyzing the various sources used. 1015

In our work with ChatGPT we never saw evi- 1016

dence of the LLM having a knowledge base of the 1017

Malian culture or physical and social environment. 1018

More significant, ChatGPT would often generate 1019

story elements that, in the judgement of authors, 1020

was a false, sometimes fantastical, and, often, prej- 1021

udicial view of Mali. For example, the early reader 1022

book "Anw B¢¢ Baarak¢!" describes in simple lan- 1023

guage 30 different common types of work in Mali. 1024

The author asked ChatGPT to produce a list of dif- 1025

ferent jobs and a short description of each in simple 1026

language accessible to a beginning reader. The re- 1027

sults produced many types of jobs that are common 1028

in developed countries but uncommon in Mali, de- 1029

scribed jobs that are common in a way that differed 1030

so much from Malian reality that the description 1031

would make no sense to children, and did not list 1032

jobs that are common in Mali but uncommon in de- 1033

veloped countries. Carpenter, metalworker, maid, 1034

doorman and sanitary works are example of jobs 1035

that, in Mali, bear little resemblance to equivalent 1036

work in developed countries. Jobs like ambula- 1037

tory seller and griot, integral to Malian life, had to 1038

added by the author of the book. 1039

One strength of ChatGPT is the its ability to 1040

globally modify the language used in a text to meet 1041

requirements with respect to target reading level, 1042

grammatical and narrative complexity, imagery, 1043

and translatability. Without listing many restric- 1044

tions in the prompts, ChatGPT will use idiomatic 1045

expressions and metaphors that either cannot be 1046

translated into Bambara or, if translated, don’t re- 1047

flect the Malian way of looking at the world or a 1048

natural use of the language. The general solution 1049

to this problem has been for the prompt engineer to 1050

request non-idiomatic, international language and 1051

to lower the age target of the generated text to pro- 1052

duce simpler text that is more readily transformed 1053

into its equivalent in Bambara. 1054

ChatGPT proved to be extremely powerful at the 1055

task of generating student and teacher pedagogical 1056

material related to the story once the story was in 1057

15https://bloomlibrary.org/RobotsMali/RobotsMali-
PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluK/book/4miNF2NgDQ
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Figure 4: Our annotation tool T¢m¢ displays all three texts in chunks, easy to annotate. Additionally, it enables
collections of diff-like stats about each story from raw translation of the generated English to the final corrected and
contextualized Bambara. The first two frames “Bambara Raw“ and “English Generated“ are used to load both the
translated Bambara story and the generated English story. Once those two are pasted in, the annotator clicks on
“Load“ to load all stories in their respective frames where, “Bambara Raw“, “English Generated“, and “Bambara
Revised“ display their respective and corresponding chunks of the story. The frame “Bambara Revised“ is where
the annotator correct the Bambara text. The annotator has the possibility to scroll through them using “< < <“ for
previous, and “> > >“ for next. The “Clear“ button clears everything. The “Accept“ button records the current
content of the “Bambara Revised“ frame as correct. The “Report“ button reports the variables of interest, which
are as follows: “#WW“ for the number of wrong word, “#WPh“ for the number of wrong phrase, “#WS“ for the
number of wrong sentence, “#WPr“ for the number of wrong paragraph, “ EU? “ for if easy to understand, “AR“ for
age recommendation, and “RL“ for reading level. The “Diff“ button generates a command to run to get a visual
different between the translated Bambara text and the corrected Bambara text. Finally, the “Exit“ button exits the
program after confirmation.

final form. ChatGPT produced acceptable results1058

approximately 90% of the time after initial prompts,1059

usually just requiring modification of a few words1060

here and there that come from sources other than1061

the story itself.1062

A.2 Translation and Correction1063

Our team has been working on automatic transla-1064

tion of Bambara for several years, collecting an1065

aligned bilingual machine learning dataset in Bam-1066

bara and French (ref) and creating a transformer for1067

translation (ref). In 2022, Google’s “Towards the 1068

Next 1000 languages“ (Siddhant et al., 2022) and 1069

Meta’s “No Language Left Behind“ (Costa-jussà 1070

et al., 2022) came out with multilingual machine 1071

translation models that included Bambara, giving 1072

Bambara-speakers access for the first time to rel- 1073

atively high quality machine translation. We took 1074

advantage of these capabilities in our project, using 1075

Google Translate (Wu et al., 2016; Johnson et al., 1076

2017; Bapna et al., 2022) or Glosbe, which is built 1077

on top of it (Team et al., 2022). 1078
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English He said, “Always be fair and good. Being good is the best thing.“
Bambara (Raw) A ko: �Aw ka k¢ tilennenya ni mªgmo ­uman ye tuma b¢¢. Ka k¢

ªgmo ­uman ye, o de ka �sa.�

Bambara (Corrected) A ko: �Aw ka k¢ bagan ­umanw ye ani bagan tilennenw ye. Ka k¢

­uman k¢, o de ka­i.�

English Amina’s mother didnt like the gift from her daughter.
Bambara (Raw) Amina ba ma diya a denmuso ka nilif¢n ye.

Bambara (Corrected) Amina ka nilif¢n ma diya a ba ye.

Table 3: Some examples from different books (Story Number), of Google or Glosbe translation (Bambara (Raw)),
the ChatGPT generated English story, the human corrected Bambara (Bambara (Corrected)), and the explanation
(Insights) of why it was corrected.

Our authors and editors assessed that the transla-1079

tions produced by MT are good, but very far from1080

being suitable for direct use in the books. A key1081

part of our process is the generation of the source1082

text with the knowledge that it will be translated1083

to Bambara. We aimed to have the text, in gram-1084

matical structure and vocabulary, as close to Bam-1085

bara as possible, a strategy which yielded a much1086

higher percentage of acceptable content and made1087

subsequent editing easier. Despite this, numerous1088

challenges presented themselves, often having to1089

do with the state of development of Bambara as1090

a written language. There are very few works of1091

literature or technical books in Bambara, or even a1092

daily newspaper. The vast majority of native speak-1093

ers of Bambara cannot read or write their mother1094

tongue(Thiam, 2023). The editors were constantly1095

presented with the difficult task of answering the1096

question for texts "How can we say this in Bam-1097

bara?"1098

Our experience in Bambara machine translation1099

proved to very useful in coming up with an ap-1100

proach. A collaborative editing process and a tool1101

chain of linguistic analysis applications embodied1102

in an annotation tool, shown in Figure 4, combined1103

with field testing and feedback provided the solu-1104

tion.1105

During annotation, similar to the story genera-1106

tion process, we make sure that the translation is1107

consistent with the criteria defined. We annotate1108

and record the variables as we go. Access to the1109

code will be provided upon publication.1110

Third-Party Linguistic Tools Complementary1111

to T¢m¢, to further improve and adjust the auto-1112

matic translation outputs from Google Translate1113

or Glosbe, the team used a number of tools devel-1114

oped by linguists for working with Bambara. These1115

tools, Corbama16, Daba17, and Bamadaba18, all of 1116

which were developed by expert linguists at IN- 1117

ALCO19, were used to standardize and structure 1118

the final language presented in the books. 1119

Corbama Corpus Bambara de Référence, is a 1120

premier Bambara language corpus with over 11 1121

millions words(Vydrin, 2013). This corpus was 1122

primarily used as a reference guide to address the 1123

grammatical and orthographic inconsistencies dis- 1124

covered post-automatic translation process. 1125

Daba Is a morpheme analysis and semi- 1126

automatic disambiguation package (Maslinsky and 1127

Vydrin, 2019). Daba was used to assess the confor- 1128

mity of the target sentences to the standard Bam- 1129

bara, given a dictionary, and according grammatical 1130

rules. 1131

Bamadaba is an online bilingual French- 1132

Bambara online dictionary that was highly used 1133

during the manual revision process to look up 1134

words and conduct quality assurance. 1135

The use of these tools reinforced the necessity of 1136

human-intervention during the translation process. 1137

A.3 Image Generation 1138

All stories were richly illustrated with approxi- 1139

mately 800 original images generated using a num- 1140

ber of different tools, each with different strengths 1141

and weaknesses that were employed to find solu- 1142

tions to specific image generation problems. The 1143

PlaygroundAI interface with the Stable Diffusion 1144

VAE was used most often, primarily because it ap- 1145

peared to be best at generating simple images for 1146

16http://cormand.huma-num.fr/Bamadaba/lexicon/index.htm
17https://github.com/maslinych/daba
18http://cormand.huma-num.fr/Bamadaba/lexicon/index.htm
19http://www.inalco.fr/recherche/llacan
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storybook illustration, without excessively elabo-1147

rate elements in the image composition that give1148

images an unmistakable "AI look". Midjourney1149

was used occasionally for its strengths in producing1150

consistent characters and DallE3 was used when1151

its memory enabling text instruction to progres-1152

sively modify an image was useful. English lan-1153

guage prompts often produced better results, but1154

prompting both in English and French was success-1155

ful. There were certain prompt terms that were1156

often successful and were reused often. For exam-1157

ple, use of the word “African” in the prompt usually1158

resulted in an image with people of the racial type1159

typically seen in Mali.1160

Every feature of the Playground interface was1161

used at one time or another in order to obtain the de-1162

sired image, including image-to-image generation,1163

exclusion by text instruction, control traits (edge,1164

depth, and pose) adjusting strength of prompt guid-1165

ance, quality and details, and refinement, use of1166

fixed seed, selection of different samplers, and im-1167

age object and area masking, editing, erasing, and1168

superposition. We were not able to find any com-1169

bination of parameters that would consistently pro-1170

duce the desired results.1171

Many different diffusion sampling methods were1172

used, with the most successful most often being1173

the methods available only to “Pro” users such1174

as DPM++2M SDE Karras. A few different style1175

filters were used, with only a few being used consis-1176

tently such as “Watercolor” but occasionally other1177

style filters were used to obtain specific effects. For1178

all other parameters, we typically needed to test1179

a wide range of different combinations of values1180

to get the desired results. While we occasionally1181

could get a good image after only a few minutes1182

of effort and a few dozen candidates, it was more1183

typical to spend an hour or so per image, generat-1184

ing hundreds or even thousands of candidates and1185

perfecting some images through cycles of editing1186

and image-to-image generation. Consequently, im-1187

age generation for each story typically took two to1188

three times longer than generation of text.1189

Occasionally, it proved impossible to generate1190

an image containing elements that needed to be1191

highly accurate and were uncommon outside of1192

the West African region. One example is the fruit1193

called Nsaban or Zaban in Bambara, which was a1194

central element in several stories including "Nsaban1195

Dugu"20. In such cases, a solution was often found1196

20https://bloomlibrary.org/RobotsMali/RobotsMali-

by superimposing our own photographas of the 1197

object over a generated image. 1198

Figure 5: An example of a “bad“ image. The problem
here is that the people in the illustration do not have
hands that resemble humans or animals hands. They
have the potential to cause confusion and disturbance to
children.

The greatest deficiency of the model used for 1199

the purposes of illustrating children’s stories was 1200

inconsistency in representing characters and scenes. 1201

Recent improvements to Midjourney and DallE3 1202

have improved this situation but it still remains a 1203

major obstacle when the characters and environ- 1204

ments span a book’s worth of images. Various 1205

creative strategies were used to cope with this, in- 1206

cluding creating characters and scenes with salient 1207

features that we would help the reader to readily 1208

associate an image with its prior manifestations, 1209

scene composition that would show persons or ele- 1210

ments of a scene that would give the impression that 1211

the same thing was being shown from a different 1212

perspective, or simply avoiding through narrative 1213

elements to show the same thing in multiple images. 1214

Ultimately, we hoped that detectable differences in 1215

depiction of people or motifs would be accepted as 1216

a characteristic of our style of illustration. Our field 1217

tests seemed to validate this as our readers seldom 1218

pointed out inconsistencies, even as they noticed 1219

and remarked on many elements of the images. 1220

We observed considerable bias in the generated 1221

images which required careful attention on our part. 1222

Images of both men and women appeared to us 1223

to often be highly sexualized through depiction of 1224

PrintBooks-Main/RobotsMali-print-
J%C9%9BkuluJ/book/doJZ8JSvrO
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body type and by excessively revealing clothing.1225

The exclusion prompts were sometimes helpful;1226

for example, a negative prompt for “sexy” usually1227

produced more modestly attired characters. Using1228

“African” or “Africa” in a prompt often produced1229

images of people living in huts surrounded by jun-1230

gle and wild animals, whether appropriate or not1231

for the setting of the story. When a modern, ur-1232

ban setting was needed, it was difficult to get peo-1233

ple dressed in typical Malian clothing, though the1234

prompt instruction “Muslim clothing” usually got a1235

fair approximation of what was needed. Hairstyles1236

of Malian women were also difficult to obtain,1237

while the model readily produced African people1238

with African hair, the model seemed to have a1239

strong preferences for natural styles as opposed1240

to covering the head with a scarf or braids as seen1241

habitually in Mali.1242

Composing scenes with more than 2 characters,1243

each with a set of distinctive traits was nearly im-1244

possible and even two characters proved very diffi-1245

cult, as the model would create images indifferently1246

ascribing the unique characteristics of each person1247

to one or the other, or both. Sometimes the only1248

way to obtain a complex composition was to gener-1249

ate separate images and to superimpose the images.1250

Despite the difficulties described, we did suc-1251

ceed in generating images that we judged satisfac-1252

tory and that strongly enhanced the reading experi-1253

ence of the children.1254
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Figure 6: The different backgrounds of languages spoken and known to children with whom we did the field tests.
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